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The double bond photoisomerization of fulvene has been studied with quantum dynamics calcula-
tions using the multi-configuration time-dependent Hartree method. Fulvene is a test case to develop
optical control strategies based on the knowledge of the excited state decay mechanism. The decay
takes place on a time scale of several hundred femtoseconds, and the potential energy surface is
centered around a conical intersection seam between the ground and excited state. The competition
between unreactive decay and photoisomerization depends on the region of the seam accessed dur-
ing the decay. The dynamics are carried out on a four-dimensional model surface, parametrized from
complete active space self-consistent field calculations, that captures the main features of the seam
(energy and locus of the seam and associated branching space vectors). Wave packet propagations
initiated by single laser pulses of 5–25 fs duration and 1.85–4 eV excitation energy show the principal
characteristics of the first 150 fs of the photodynamics. Initially, the excitation energy is transferred
to a bond stretching mode that leads the wave packet to the seam, inducing the regeneration of the re-
actant. The photoisomerization starts after the vibrational energy has flowed from the bond stretching
to the torsional mode. In our propagations, intramolecular energy redistribution (IVR) is accelerated
for higher excess energies along the bond stretch mode. Thus, the competition between unreactive de-
cay and isomerization depends on the rate of IVR between the bond stretch and torsion coordinates,
which in turn depends on the excitation energy. These results set the ground for the development of
future optical control strategies. © 2011 American Institute of Physics. [doi:10.1063/1.3643767]

I. INTRODUCTION

One of the main challenges for chemists today is to use
laser pulses to control reactions.1 In some cases, mode se-
lectivity has provided a way to guide these processes suc-
cessfully, so that desired products are obtained preferentially.
This field also offers new possibilities for the understand-
ing of fundamental phenomena involving the conversion of
light into mechanical motion such as the elementary steps of
vision, photosynthesis, protein dynamics, and electron and
proton transport in DNA.1 However, the control of chemi-
cal reactions by laser pulses cannot be done without know-
ing and controlling the time scales and the properties of the
intramolecular energy redistribution in molecules. Much the-
oretical effort has thus been directed toward the investigation
of the underlying quantum dynamics.

In former papers (see Chapter 21 in Ref. 2 for a review),
some of us have demonstrated that the multi-configuration
time dependent Hartree (MCTDH) algorithm3, 4 is an efficient
tool to investigate the energy redistribution in molecules in
their electronic ground state after excitation by a laser pulse.
We have, for instance, studied the cis-trans isomerization5–7

of HONO or the inversion8 of NHD2 in full dimensionality.

a)Electronic mail: lluis.blancafort@udg.edu.

In these works, the processes were guided through quantum
mechanical effects, namely, tunneling, but the molecules
were considered in their electronic ground state only (Born-
Oppenheimer approximation). In contrast to this, photochem-
istry is often governed by strong non-Born-Oppenheimer
couplings between the electronic structure and the nuclear
dynamics, at regions of conical intersection. In general, an
intersection enables fast decay to the ground state, and it
acts as a bifurcation between different reaction paths that can
lead to the initial reactant and a photoproduct, or to different
photoproducts.9–13 It is therefore amenable to optical control,
at least in principle. A further possibility of control is given by
the extended nature of the conical intersection seam.14 Sev-
eral potential energy surface studies on different molecules
have shown that the seam of intersection can be composed of
different segments, each one associated to reaction channels
leading to different species.15–19 In this case, the outcome
of the excitation process depends on the seam segment
encountered in the decay to the lower state. Therefore, the
present work can be seen as a first step to extend our studies
of the intramolecular energy redistribution with the MCTDH
approach to a reaction where the key step is the passage
through a conical intersection seam. In such a challenging
scenario, our mechanistic knowledge of the reaction shall
provide the guiding principles for future control strategies.

0021-9606/2011/135(13)/134303/11/$30.00 © 2011 American Institute of Physics135, 134303-1
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The idea of optical control at a seam has been tested
before in direct dynamics studies, both at the quantum and
mixed quantum classical dynamics level. In these studies the
wave packet propagations or mixed quantum classical tra-
jectories are guided to different seam segments varying the
initial position or momentum.15, 16, 18, 20 While this scheme
provides a proof of principle of this type of control, our aim
here is to implement it in a quantum dynamics formalism
that allows to include explicitly the laser pulse required for
a realistic simulation. In particular, in this paper we derive a
suitable four-dimensional model to simulate the photoisomer-
ization of a polyatomic molecule, fulvene, and carry out prop-
agations with different laser pulses. These propagations prove
the suitability of the model surface for the dynamics, and pro-
vide a first approach to understand the factors on which the
photoisomerization depends.

Our idea of control is illustrated in Figure 1 for the case
of fulvene, an unsaturated, non-fluorescent hydrocarbon with
a delocalized π system. The photophysics of fulvene is char-
acterized by a broad, weak, and diffuse S1 absorption band,
corresponding to a valence excited state of B2 symmetry.21–23

The shape of the band is thought to arise from large geom-
etry changes that occur immediately after the excitation, and
the absence of fluorescence suggests the presence of a coni-
cal intersection seam between the ground and lowest excited
state that enables the fast decay of the excited species. These
experimental features have been explained by ab initio calcu-
lations that show that there is an energetically accessible S1/S0

seam of conical intersection.10, 24 The potential energy surface
along the two relevant coordinates, a totally symmetric bond
alternating mode and the CH2 torsional mode, is sketched in
Figure 1. Along the torsional coordinate there are two sym-
metric minima corresponding to two chemically equivalent
species (coded by the different color of the methylene hy-

E

FC

FC’

(1)
(2)

hνν

FIG. 1. Potential energy surface sketch for the S1 and S0 states of fulvene
along the torsional and symmetric bond alternation coordinates, displaying
the paths for photostability (1) and photoisomerization (2).

drogen atoms in Figure 1). The two isomers are connected
by a double bond isomerization. They are labeled FC, which
stands for Franck-Condon geometry, and FC′. Every point on
the seam plotted in Figure 1 is a conical intersection if another
coordinate (the interstate coupling coordinate, see below) is
taken into account. When a wave packet is promoted to the
electronically excited state from one of the ground state min-
ima, FC, there are two possibilities: (1) decay in the region
of the seam close to FC, reached along the bond alternating
coordinate, which will regenerate the reactant, or (2) double
bond twisting before the decay, which will allow for the de-
cay at the seam segment close to FC′ and induce the double
bond isomerization. Based on this picture, fulvene is a good
system to test optical control strategies which aim to govern
the reactivity by controlling the segment of the seam where
decay of the wave packet takes place.

The photodynamics of fulvene has been the subject
of several previous theoretical dynamics studies. The de-
cay along the seam was studied in an early example with
mixed quantum classical dynamics (classical propagation of
the nuclei combined with a trajectory surface hopping algo-
rithm) which showed that different trajectories decay to the
ground state at different points on the seam.10 Recently there
have been several quantum dynamics studies on two- and
three-dimensional surfaces with the goal of separating nu-
clear spin isomers.25–27 In one of these studies, it was found
that the occurrence of the isomerization depended on the
shape of the excitation laser pulse.26 The control of the pho-
toisomerization of fulvene has also been addressed recently
in a direct full dimensional variational multi-configurational
Gaussian (vMCG) dynamics study.20 In this case, the isomer-
ization depended on the initial momentum and position of the
wave packet. In the present paper we carry out a quantum
dynamics study on a four-dimensional model surface, using
the MCTDH approach.2–4, 28 We use the idea of control at the
conical intersection seam to guide our choice of coordinates,
centering on the coordinates corresponding to seam segments
of low energy. As we will show in Sec. II, a set of four coor-
dinates provides a very good model for the potential energy
surface along these segments. This happens at the expense of
taking some approximations, but it is largely compensated by
the good description of the surface and the relative simplicity
of the potential. On this model we have carried out propaga-
tions with single laser pulses as a first attempt of a realistic
simulation of the control. Initially, the vibrational energy is
located on a bond stretching mode, and the photoisomeriza-
tion depends on the intramolecular vibrational redistribution
(IVR) to the torsional mode, which in turn depends on the
energy of the excitation pulse.

II. ELECTRONIC STRUCTURE CALCULATIONS
AND PARAMETRIZATION OF THE ELECTRONIC
HAMILTONIAN

Our choice of coordinates aims to capture the lowest en-
ergy region of the seam and its most important features, in-
cluding the branching space vectors, and the minimum energy
path from the FC structure to the seam. The excited state re-
laxation and intersection space of fulvene have been studied
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FIG. 2. (a) Potential energy profile for the initial excited state relaxation co-
ordinate along planar structures (energies in eV with respect to S1 energy at
FC structure; ab initio data in blue and model data in red). (b) Bond lengths
in Å for optimized structures along the relaxation coordinate.

in detail previously with electronic structure calculations at
the complete active space self-consistent field (CASSCF)
level of theory.10, 24 We base our choice on these results, which
are summarized briefly. The initial part of the decay (see
Figure 2) retains the planarity of the molecule and involves
a bond inversion coordinate that leads to a minimum on the
excited state surface, (S1)Min, and further to a conical in-
tersection with the ground state, CIplan (see optimized ab
initio energies in blue in Figure 2(a) and bond lengths in
Figure 2(b)). CIplan belongs to an extended intersection space
that contains two low energy segments along the CH2 tor-
sion and pyramidalization coordinates. Overall, the seam con-
tains four relevant conical intersection stationary points (see
Table I for a summary of the energies). These structures are
shown in Figure 3, together with the displacements corre-
sponding to the branching space vectors. These vectors are
the gradient difference (gd) and interstate coupling (ic) vec-
tors that lift the degeneracy at the intersection at first order
(see Eq. (1)):

gd = ∇Q (E2 − E1) , (1a)

ic = 〈�1|∇QĤele|�2〉. (1b)

TABLE I. Energies of the optimized critical points relative to CIplan at the
ab initio level (CASSCF and CASPT2) compared to the four-dimensional
model Hamiltonian W.

ECASSCF
rel ECASPT2

rel Emodel
rel

Structure (eV)a (eV)b (eV)

FC (S0) − 2.88 − 2.77 − 2.11
FC (S1)c 1.25 − 0.97 1.12
(S1)Min − 0.28 − 0.17 − 0.19
CIplan 0.00 0.00 (0.31)d 0.00
CIperp − 0.33 − 0.16 (0.06)d − 0.33
CI63 − 0.07 − 0.01 (0.28)d − 0.06
CIpyr − 0.42 − 0.34 (0.20)d − 0.40

aEnergies of CASSCF(6,6)/cc-pvdz optimized points using GAUSSIAN 03 (Ref. 29) (see
Ref. 24 for details).
bSingle point CASPT2(6,6)/cc-pvdz energies on CASSCF optimized structures. Ener-
gies calculated with Molcas 7.2 (Ref. 30) state averaging over the two lowest states with
equal weights, a real level shift (Ref. 31) of 0.1 a.u. and an ionization potential electron
affinity shift (Ref. 32) of 0.25 a.u.
cExperimental vertical excitation: 3.44 eV (Ref. 21).
dAverage of CASPT2 S1 and S0 energies; S1–S0 energy gap in brackets.

(a) CIplan (gd) ≡  Qx1 (c) CIperp (gd) (d) CIperp (ic)

(e) CI63 (gd) (f) CI63 (ic) (g) CIpyr (gd) (h) CIpyr (ic)

(b) CIplan (ic) ≡  Qx2

(j) θ(i) ϕ

1

2

3 4

5

6

eϕ

eθ

FIG. 3. (a)–(h) Relevant conical intersection structures for fulvene, showing
the mass-weighted displacements corresponding to the gd and ic vectors. (i)
and (j) Torsion and pyramidalization coordinates.

In Eq. (1b), �i is the adiabatic electronic wave function
for state i. The four conical intersections differ in the orienta-
tion of the CH2 group with respect to the ring: at CIperp, the
CH2 group lies perpendicular to the plane (torsion angle of
90◦ around the double bond), CI63 has an intermediate struc-
ture between CIplan and CIperp (torsion angle of 63◦), and
CIpyr has the CH2 group pyramidalized with respect to the
plane. From the point of view of energy, the energy of the
seam with respect to CIplan decreases along the torsion and
pyramidalization coordinates. CI63 coincides to a very good
approximation with the global energy minimum of the seam,
labeled CImin in Ref. 24, which is less than 1 meV lower in
energy than CI63. As we discuss in this section, this space of
intersection can be described by four coordinates (Figure 3):
a totally symmetric and a non-totally symmetric bond stretch
coordinate (Qx1 and Qx2 , respectively), which correspond to
the branching space vectors at CIplan (Figures 3(a) and 3(b)),
and the torsion angle ϕ and the pyramidalization angle θ

(Figures 3(i) and 3(j)). Qx1 and Qx2 are treated as mass-
weighted Cartesian displacements, while ϕ and θ are curvi-
linear coordinates corresponding to rotation of the rigid CH2

group around the axes eϕ and eθ in Figures 3(i) and 3(j), re-
spectively (eϕ is the axis through the C1–C6 bond, while eθ

is the axis through C6 in the plane of the ring, perpendicular
to eϕ).

From the point of view of the electronic structure, the
seam involves three electronic configurations, as shown by
the analysis of the CASSCF wave function summarized in
Figure 4 (orbital correlation diagram and configurations of the
three lowest states along ϕ). At planar structures of C2v sym-
metry, the ground state has A1 and the excited state B2 sym-
metry. Along the torsional coordinate the symmetry is low-
ered to A and B, respectively. At ϕ = 90◦, the structure has
C2v symmetry, and the two lowest states have A2 and B1 sym-
metry. The 1A2 state at perpendicular geometries correlates
diabatically with S2 at the planar structures, while the ground
state at planar structures correlates with S2 at the structure
with ϕ = 90◦. In principle such a situation could be described
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as a three state problem where the two states of A symmetry
are highly coupled along the torsional coordinate. However,
the two lowest states are separated from S2 by at least 1.9 eV
at the CASSCF level, and a two-state treatment is satisfactory
for the present dynamics.

For the dynamics, the two-state potential energy matrix
W was parametrized with respect to CASSCF(6,6)/cc-pvdz
calculations over two states, state averaging with equal
weights. This level of theory only gives non-dynamic elec-
tronic correlation, but complete active space second order
perturbation (CASPT2) calculations on the critical points
indicate that the effect of dynamic correlation is small (see
Table I), with a maximum deviation of 0.3 eV between
the CASSCF and CASPT2 relative energies. The CASPT2
energy gaps at the CASSCF conical intersection structures are

also smaller than 0.3 eV, and in all cases we have located the
CASPT2 intersections in the vicinity of the CASSCF opti-
mized structures. Therefore, the CASSCF level of theory is
satisfactory for our purpose.

The potential energy matrix W along the four-
dimensional vector of coordinates Q = {Qx1 , Qx2 , ϕ, θ} is
given by a modified version of the diabatic vibronic coupling
(2 × 2) Hamiltonian,33 where the diabatic basis is used to
avoid singularities at the points of conical intersection. The
electronic Hamiltonian W has the following form:

V1,2 ≡ W =
(

W1 W12

W12 W2

)
= W 0I +

(
W11 W12

W12 W22

)
, (2a)

W 0 = (λ0 + λx1,ϕ sin2 (ϕ))Qx1 + 1

2
(ωx1 + ωx1,ϕ sin2 (ϕ))Q2

x1
+ 1

2
ωϕ sin2 (ϕ)

+ 1

2
ςϕ sin4 (ϕ) +

(
1

2
ωθ + 1

2
ωx1,θQx1 + 1

2
ωϕ,θ sin2 (ϕ)

)
θ2

+
(

1

2
ςθ + 1

2
ςx1,θQx1 + 1

2
ςϕ,θ sin2 (ϕ)

)
θ4 + 1

2
ωx2Q

2
x2

, (2b)

W11 = −1

2

⎡
⎢⎢⎢⎢⎢⎣

[δκ + δκx1,ϕ sin2 (ϕ)]Qx1 + 1

2
[δγx1 + δγx1,ϕ sin2 (ϕ)]Q2

x1
+ 1

2
δγϕ sin2 (ϕ)

+1

2
χϕ sin4 (ϕ) +

(
1

2
δγθ + 1

2
δγx1,θQx1 + 1

2
δγϕ,θ sin2 (ϕ)

)
θ2

+
(

1

2
χθ + 1

2
χx1,θQx1 + 1

2
χϕ,θ sin2 (ϕ)

)
θ4 + 1

2
δγx2Q

2
x2

⎤
⎥⎥⎥⎥⎥⎦ , (2c)

W22 = −W11, (2d)

W12 = (
κAB

ϕ,θ sin2 (ϕ) + κAB
ϕ,θ2 sin4 (ϕ)

)
θ + κAB

x2
Qx2 . (2e)

In Eq. (2a), V1,2 are the adiabatic state energies.
For the diagonal elements of W, the W0 expansion
(Eq. (2b)) is the average energy between the diabatic states,
and W11 is half the energy difference. In our choice of the

(b)

1A1

2b1
2, 1a2

2, 3b1
0

1A2

3b1
1, 1a2

2, 7b2
1

1A1

2b1
2, 1a2

2, 3b1
0

2A1

2b1
1, 1a2

2, 3b1
1

1A1

3b1
2, 1a2

2, 7b2
0

2A1

2b1
1, 1a2

2, 3b1
1

1B2

2b1
2, 1a2

1, 2b1
1

1B2

2b1
2, 1a2

1, 2b1
1

1B1

3b1
2, 1a2

1, 7b2
1

ϕ
0° 90° 180°

(a)

ϕ=0°

3b1

2b1

7b2

3b19b

1a2 1a2

10b

12a

ϕ=45° ϕ=90°

FIG. 4. Electronic wave function analysis along the torsional coordinate. (a)
Correlating orbitals involved in the excitations. (b) Electronic states and dom-
inant configurations.

terms contained in W0 and W11 we have aimed at obtain-
ing a reasonably accurate fit with the smallest possible num-
ber of terms. Thus, the W0 expansion contains a linear and a
quadratic term along Qx1 (λ0 and ωx1 parameters), a quadratic
term along Qx2 (parameter ωx2 ), and a quadratic and a quartic
term along θ (parameters ωθ and ζ θ ). The torsional coordi-
nate ϕ is described with the sin2 and sin4 functions (ωϕ and
ζ ϕ parameters, respectively) because the potential is periodic
in π along ϕ. W0 also includes six bimodal terms between the
different coordinates, which are the most relevant ones to ob-
tain a good fitting of the surface. The W11 expansion has an
analogous structure to W0. Turning to the coupling element
W12, we include a single linear coupling term along Qx2 (κAB

x2
)

because the length and direction of the ic vector is approxi-
mately constant along the surface (see below for details). Two
additional terms are included in W12 to describe the bimodal
coupling along θ and ϕ, since its value changes significantly
in the space spanned by the two angles.

Before the details of the parametrization are discussed,
a brief consideration on symmetry is helpful to understand
how the elements of the diabatic potential energy matrix
are approximated. At planar configurations of C2v symme-
try, the four coordinates Qx1 , Qx2 , ϕ, and θ have a1, b2, a2,
and b1 symmetry, respectively. The 1A1 and 1B2 states pro-
vide a natural choice for the diabatic states, and the diagonal
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elements of W coincide with the adiabatic energies for cuts of
the surface where Qx2 = 0 and ϕθ = 0. Therefore, all param-
eters can be fitted directly to the ab initio data, except those
that involve terms that depend on Qx2 or couple ϕ and θ . For
the latter parameters we use the regularized diabatic states
approach,34 where the couplings are expressed through off-
diagonal potential terms of the diabatic Hamiltonian (W12).
These terms are obtained using the unitary transformation that
converts the adiabatic ab initio energies into the elements of
W, as we explain below.

The origin of W lies at CIplan, of C2v symmetry, and the
totally symmetric stretching coordinate Qx1 corresponds to
the gd vector at the intersection (Eq. (1a)). In our model, Qx1

also connects CIplan with the FC structure, since it is the only
coordinate of a1 symmetry. The energy profile along this co-
ordinate (surface cut for (Qx2 ,ϕ,θ ) = (0,0,0)) in the model is
compared with the ab initio energies of optimized points in
Figure 2(a) (model energies in red and ab initio data in blue;
see also the data in Table I). There is good agreement between
the CASSCF data and the model for the energy of (S1)Min and
the excited state energy at the FC structure, but there is a de-
viation of almost 1 eV for the vertical excitation energy (4.1
eV at the ab initio level and 3.2 eV in the model). This dis-
crepancy is not due to the fit, but to the fact that we use the gd
vector at CIplan as the totally symmetric coordinate to obtain
a good description of the seam. A different coordinate might
be chosen to improve the agreement between the relative en-
ergies, but this would cause a worse description of the seam.
Therefore, inclusion of more totally symmetric modes would
be the best way to improve the vertical excitation energy of
the model. However, the early stages of the dynamics depend
mainly on the S1 surface, which is well reproduced by the
present model.

The Qx1 and ϕ coordinates are highly coupled because
of the high coupling between the S0 and S2 electronic states
along the torsional mode (S2 is not included in the Hamilto-
nian). To obtain the parameters for terms of Qx1 and ϕ we
have followed a two-step procedure: in the first step, the pa-
rameters for the terms that depend only on ϕ (ωϕ, ζϕ, δγϕ, χϕ)
are fitted with respect to ab initio calculations for geometries
in the surface cut along ϕ for (Qx1 ,Qx2 ,θ ) = (0,0,0). The pa-
rameters that couple Qx1 and ϕ (ωx1,ϕ, ζx1,ϕ, δγx1,ϕ, χx1,ϕ) are
then fitted to ab initio calculations subject to the constrain that
the energy of CIperp relative to CIplan and the second deriva-
tives of the S0 and S1 energies at CIperp in the model match
the ab initio values. The resulting surface cut in the (Qx1 ,ϕ)
plane for (Qx2 ,θ ) = (0,0) is shown in Figure 5. The root mean
square error (RMSE) for this surface cut is 0.16 eV and 0.18
eV for V1 and V2, respectively (parametrization based on 102
ab initio points). The agreement between the model and the
ab initio data is further assessed in Figure 6. In Figure 6(a)
we compare the energy of the model seam along the torsion
coordinate with the ab initio data, and in Figure 6(b) we com-
pare the locus of the model seam in the (Qx1 ,ϕ) plane (surface
cut for (Qx2 ,θ ) = (0,0)) with the ab initio data. In both cases
there is excellent agreement between the ab initio data (filled
diamonds) and the model (continuous line). The agreement
is confirmed by comparing the relative energies of CIplan,
CIperp, and CI63, optimized at the CASSCF level, with the

E [eV]

ϕ [rad]

Qx1

FIG. 5. Plot of the model surfaces in the (Qx1 ,ϕ) plane (cuts for (Qx2 ,θ )
= (0,0)). Dark surface: W11; light surface: W22.

energies of the stationary points of the model (see Table I).
For the terms in θ , the parameters of W0 are obtained fitting
the model to the average of the adiabatic energies. Follow-
ing the regularized diabatic states approach, the parameters of
W11 and W12 are fitted to the ab initio data using the equality:

�V 2 = 4W 2
12 + (W22 − W11)2 . (3)

Overall, the parameters corresponding to θ have been fit-
ted to 82 ab initio points, with RMSE of 0.16 eV and 0.15 eV
for V1 and V2, respectively. The parametrization provides a
good description of the seam segment along the pyramidaliza-
tion mode, and the relative energy of CIpyr is well reproduced
by the model (see Table I).
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FIG. 6. Seam energy and locus of the seam in the (Qx1 ,ϕ) plane (a and b, re-
spectively; cuts for (Qx2 ,θ ) = (0,0)), comparing the model (continuous line)
with the ab initio data (full diamonds).
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TABLE II. Summary of propagation results.

Pulse
duration τ

(fs)

Excitation
energy ¯ω

(eV)

Electric field
strength E0

(a.u.)
Maximal V2

population P 2
max

Final V2

population P 2
f

Final W11 product
population p1

pr,f

Time for IVR
from Qx1 to ϕ,

τ IVR (fs)

5 2 1.5 × 10−1 0.17 0.02 0.03 72
5 2.5 1.0 × 10−1 0.37 0.05 0.12 40
5 3 7.5 × 10−2 0.39 0.07 0.15 38
5 3.5 7.5 × 10−2 0.34 0.07 0.14 36
5 4 1.0 × 10−1 0.30 0.07 0.12 36
25 1.85 1.2 × 10−1 0.12 0.01 0.01 132
25 1.9 1.2 × 10−1 0.20 0.02 0.02 124
25 2 1.2 × 10−1 0.38 0.04 0.04 60
25 2.5 5.0 × 10−2 0.27 0.06 0.12 54
25 3 3.5 × 10−2 0.31 0.10 0.20 46
25 3.5 3.5 × 10−2 0.25 0.09 0.17 44
25 4 7.5 × 10−2 0.24 0.10 0.16 42

Finally, for Qx2 the parameter κAB
Qx2

is the length of ic
at CIplan (see Eq. (1b)). Similarly, the parameters ωx2 and
δγx2 are obtained from the curvatures of the adiabatic states
at CIplan.

In addition to the energy and locus of the conical inter-
section seam segments, the model also describes correctly the
branching space along the seam. First, analysis of the coni-
cal intersection stationary points shows that the interstate cou-
pling vector ic is similar in length and direction for all critical
points on the seam (see Figures 3(b), 3(d), 3(f), and 3(h)), i.e.,
Qx2 provides a good approximation to the interstate coupling
vector ic along the seam segments included in the model. The
case of the gradient difference vector gd is more complicated,
since this vector changes its direction along the seam.14 In
general, the seam segments lie along combinations of two or
more coordinates, and the gd vector is spanned by the same
space. In the case of fulvene, for the segments along the ro-
tation and pyramidalization coordinates the seam coordinate
is a combination of Qx1 and ϕ, and Qx1 and θ , respectively,
and gd along each segment should be spanned by the same
coordinate pair. Our model agrees with this analysis. Thus,
according to Eq. (1), gd in the (Qx1 ,ϕ) plane (surface cut for
(Qx2 ,θ ) = (0,0)) is a linear combination of the vectors that
span the plane, Q̂x1 and ϕ̂:

∂ (V2 − V1)

∂Q

∣∣∣∣
Qx2 =0,θ=0

= [δκ + δκx1,ϕ sin2 (ϕ) + (δγx1 + δγx1,ϕ sin2 (ϕ))Qx1 ]Q̂x1

+ [(
2δκx1,ϕQx1 +δγx1,ϕQ2

x1
+δγϕ

)
sin (ϕ)+2χϕ sin3 (ϕ)

]
ϕ̂.

(4)

A similar expression can be derived for gd in the (Qx1 ,θ )
plane (surface cut for (Qx2 ,ϕ) = (0,0)):

∂ (V2 − V1)

∂Q

∣∣∣∣
Qx2 =0,ϕ=0

=
[
δκ + δγx1Qx1 + 1

2
δγx1,θ θ

2 + 1

2
χx1,θ θ

4

]
Q̂x1

+ [(δγθ + δγx1,θQx1 )θ + 2(χθ + χx1,θQx1 )θ3]θ̂ . (5)

These expressions are consistent with the ab initio re-
sults. For example, gd at CI63, which lies in the (Qx1 ,ϕ) plane,
has a component along the CH2 torsion angle ϕ (Figure 3(e)).
Similarly, gd at CIpyr has a component along the CH2 pyra-
midalization angle θ (Figure 3(g)).

To summarize, the parameters of W have been fit to a
total of 233 points, with RMSE values of 0.15 eV and 0.16
eV for V1 and V2, respectively. More importantly, the set of
four coordinates {Qx1 , Qx2 , ϕ, θ} provides a good description
of the energies of the critical points, including the relaxation
path on S1 along Qx1 , and the seam segments along ϕ and
θ . In future work, the four-dimensional model could be im-
proved by including more terms in the expansion of W (Eq.
(2)). However, it seems more important to include more coor-
dinates to improve the agreement between the ab initio data
and the model, in particular the vertical excitation energy (see
Figure 2).

III. MCTDH PROPAGATION DETAILS

The propagations are carried out integrating the time de-
pendent Schrödinger equation of the form:

i¯
∂

∂t

(∣∣�d
1 (t)

〉
∣∣�d

2 (t)
〉 ) = (W + T + Hint )

(∣∣�d
1 (t)

〉
∣∣�d

2 (t)
〉
)

, (6)

where W is the potential energy matrix described in Sec. II. T
is approximated by a diagonal kinetic energy operator (KEO)
with terms:

T̂ =
∑
i=1,2

T̂Qxi
+ T̂ϕ + T̂θ , (7a)

T̂Qxi
= − 1

2μi

∂2

∂Q2
xi

(i = 1, 2) , (7b)

T̂ξ = − 1

2Iξ

∂2

∂ξ 2
(ξ = ϕ, θ ) , (7c)

where μi is the reduced mass of Qxi
and Iξ is the moment of

inertia corresponding to coordinate ξ . The KEO given above
is obviously approximate. First, θ involves a displacement of
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the center of mass (see Figure 3(j)) which is neglected in this
approximation, but the effect is small. We have also neglected
the coupling between the normal coordinates and the two an-
gles. The derivation of this coupling would lead to a very in-
volved expression of the KEO, in a form which would not be
apt for an optimal use of MCTDH, i.e., a direct product form
in terms of the coordinates. Moreover, we assume that the
omission of the coupling leads to an error that is smaller than
the error due to the fact that we take into account only four
degrees of freedom in the potential. In fact, using a mixture of
normal and curvilinear coordinates along with the above ap-
proximate expression of the KEO is the price to pay for a cor-
rect description of the reaction path and the branching space
with only four degrees of freedom and a simple expression of
the KEO. A further improvement of our approach would be to
reformulate the description of the system in terms of the so-
called “polyspherical coordinates”.35 A rigorous derivation of
the corresponding KEO could then be performed, and the final
expression would be perfectly adapted to a direct implementa-
tion in MCTDH. However, more than four degrees of freedom
would be required to describe the seam and branching space
correctly.

Hint describes the interaction between the wave packet
and an external electric field (laser pulse) and has the form:

Hint =
(

0 −μ12E (t)

−μ12E (t) 0

)
, (8)

where μ12 is the transition dipole moment between S0 and S1.
The value of μ12 is estimated as 0.2222 a.u. at the CASSCF
level (FC geometry) and is assumed to be independent of the
coordinates, following the Condon approximation.

The dynamics were carried out with the MCTDH
approach.3, 4, 28 For Qx1 and Qx2 we used a primitive basis of
48 and 25 harmonic oscillator functions, respectively, for ϕ a
fast fourier transform collocation of 128 functions, and for θ a
primitive basis of 25 sine functions. For the single particle ba-
sis, we have used a combined mode for Qx1 and ϕ (50 single
particle functions (SPFs) per diabatic state), as explained in
Section 4.5 of Ref. 4, and 25 and 20 SPF per state for Qx2 and
θ , respectively (i.e., a total of 25 000 configurations per state).
The propagations, which were run over 150 fs, are well con-
verged with respect to the number of SPF, since in all runs the
maxima over time of the lowest natural weight for all modes
did not exceed 0.001. Regarding the propagation length, test
runs show that phase space saturation starts to appear at times
longer than 150 fs. Inclusion of more degrees of freedom in
our model seems to be necessary to avoid this problem and
propagate for longer times.

The propagations were initiated exciting the wave packet
from the vibrational ground state to the electronic excited
state with a single laser pulse of the form:

E (t) = E0 cos (ωt) sin2
(π

τ
t
)

, (9)

where E0 is the intensity of the pulse, ¯ω is the excitation en-
ergy, and τ is the pulse duration (the pulse was set to zero
outside the [0,τ ] interval). We ran two sets of calculations
with a pulse duration of 5 fs and 25 fs, varying the excita-
tion energy from 1.85 eV (0–0 transition) to 4.0 eV. For every

propagation E0 was tuned such that the maximum population
of V2 (adiabatic excited state) lied approximately between 0.2
and 0.4. The resulting intensities lie between 0.03 and 0.15
a.u., which corresponds to 6 × 1013–2 × 1015 W cm−2, ap-
proximately. These intensities may not be practical because
they may induce Coulomb explosion, but in the present work
it is preferable to use these values to get significant popula-
tion transfer to the excited state and facilitate the population
analysis. In future work, it should be possible to apply less
intense fields and extend the length of the pulse. Longer prop-
agations will become reliable when more degrees of freedom
are included in the model, as mentioned above.

Fulvene is symmetric with respect to the torsion coordi-
nate, which implies that the nuclear wave function should be
symmetric with respect to ϕ.25–27 Thus, the ground state V1

has a double well potential along ϕ with a high barrier, and the
vibrational ground state has two doubly degenerate, symmetry
adapted solutions (the energy difference is smaller than 10−6

a.u.). To monitor the double bond isomerization it is more
convenient to propagate a symmetry broken, localized wave
packet centered around ϕ = 0, obtained from a linear combi-
nation of the symmetry adapted ones. In this case, we calcu-
late the evolution of the expectation value of 〈ϕ〉 in two inter-
vals, ϕ∈[−π /2,π /2] (initial configuration) and ϕ∈[π /2,3π /2]
(isomerized configuration). The expectation values were cal-
culated for the adiabatic states following the procedure de-
scribed in Ref. 36. In this procedure, the expectation values
of the adiabatic state Vi can be calculated from the diabatic
wave functions using Eq. (10):

pi
int = 〈�d |P(i)ϕ̂step|�d〉. (10)

In Eq. (10), ϕ̂step is a step operator for the desired in-
terval, and P(i) is the projection matrix in diabatic represen-
tation onto the ith adiabatic state. The matrix elements of
the projection matrix are first generated on the product grid
and then transformed to a product representation with the so-
called potfit algorithm.4, 37, 38 The resulting adiabatic expecta-
tion values are interpreted as populations of the reactant con-
figuration, p1

rct and p2
rct (ϕ∈[−π /2,π /2]) and product popula-

tions, p1
pr and p2

pr (ϕ∈[π /2,3π /2]).

IV. DYNAMICS RESULTS AND DISCUSSION

A. Vertical excitation propagation

As a first approach to the photodynamics, and for com-
parison with the previous quantum dynamics studies,20, 25–27

we carried out one propagation where the initial ground
state wave packet is transferred to the excited state with an
instantaneous vertical excitation. The results are plotted in
Figures 7(a) and 7(b). These figures show the key param-
eters for the isomerization, the adiabatic populations of the
reactant, and product configurations obtained from 〈ϕ〉. Ini-
tially the wave packet is on V2 in the reactant configuration
(p2

rct = 1). The propagation has two phases. During the first
30 fs, approximately, there is a substantial population transfer
to V1 (decrease of p2

rct and increase of p1
rct ), without apprecia-

ble torsion around the double bond (p1
pr and p2

pr stay zero).
The efficient deactivation can be readily understood from the
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FIG. 7. (a) Reactant and product populations for the two adiabatic states after
instantaneous vertical excitation. p1

rct (dotted line); p2
rct (short hashed line);

p1
pr (long hashed line); p2

pr (continuous line). (b) Detailed plot of p1
pr and

p2
pr . (c) Same as (a) for the diabatic states.

energy profile along Qx1 (see Figure 2). Thus, the wave packet
acquires more than 1 eV initial vibrational energy along this
coordinate, and the seam of intersection is energetically ac-
cessible. Initially the decay occurs in the vicinity of CIplan,
since no population builds up for p1

pr . The second phase starts
after around 30 fs, when the double bond starts to twist (rise
of p1

pr and p2
pr ). For the initial value ϕ = 0 the V2 surface

has a negative curvature along ϕ, and the inset of the torsion
gives a measure of the time that is required for IVR from Qx1

to ϕ. The value of 30 fs determined in the present case agrees
approximately with the value given in Ref. 27 for propagation
on a two-dimensional surface, where the torsion of the methy-
lene groups takes ∼50 fs. The part of the wave packet that
spreads along ϕ on V2 decays to V1 almost instantaneously,
as seen by the rise of p1

pr , because the seam has a peaked
topology around ϕ = π /2, i.e., all the population around that

region is funneled almost immediately from the upper to the
lower state. After 150 fs, 81% of the total population has been
transferred to the ground state, where the reactant and prod-
uct populations are 0.45 and 0.36, respectively. Thus, there
is no selectivity in favor of unreactive or photochemical de-
cay. Moreover, at that time the reactant and product popula-
tions on V2 have converged to the same value (∼0.10), i.e., the
wave packet has spread over ϕ on V2 because of the flat en-
ergy profile along that coordinate. This implies that any con-
trol scheme must achieve the selectivity in the early stages of
the dynamics, before the wave packet spreads on V2 and the
selectivity is lost.

Our discussion is based on the adiabatic populations (see
Eq. (10)). For comparison, in Figure 7(c) we show the reac-
tant and product populations for the diabatic states. The differ-
ences are remarkable. For instance, the total population trans-
ferred to the ground state after 150 fs is 63% in the diabatic
basis, compared to 81% in the adiabatic one. The adiabatic
populations require an additional computational step and most
publications therefore discuss only diabatic ones. However,
given the substantial differences, we prefer to concentrate on
the more physical adiabatic populations and will discuss only
those in the following.

Overall, the results of the instantaneous excitation prop-
agation are different from those described with previous ap-
proaches, where no double bond twist is observed after in-
stantaneous vertical excitation of the wave packet. In the case
of Ref. 26, where a three-dimensional model was used, the
difference is probably be due to the different choice of the to-
tally symmetric coordinate. In the present model, this mode
(Qx1 ) contains a C1–C6 bond stretch component that is nec-
essary for a good description of the surface, as seen from the
changes in that distance along the relaxation coordinate (see
Figure 2). Regarding Ref. 20, the different results obtained
with the reduced dimensionality and the direct quantum dy-
namics approaches must be due to the different ways in
which the IVR from the stretching to the torsional mode is
treated, since both approaches use a similar electronic struc-
ture method for the potential. Regarding IVR, our reduced
dimensionality propagations have two advantages: first, the
dynamics is well converged (see Sec. III), and second, our
curvilinear coordinates ϕ and θ are well adapted to the present
problem. One may still question the fact that our model in-
cludes only four degrees of freedom. Although these are cer-
tainly the most relevant coordinates, inclusion of more de-
grees of freedom may slow down the IVR to the torsional
mode, and this may account, in part, for the difference with
respect to the direct dynamics approach. This issue will be
addressed in future studies. On the other hand, the direct dy-
namics vMCG approach of Ref. 20 accounts for the full di-
mensionality of the problem but suffers from more approxi-
mate dynamics.

B. Pulse induced propagations

To approach experimental conditions, we have carried
out propagations initiated with a single laser pulse. We have
used pulses of 5 fs or 25 fs duration, and excitation energies
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FIG. 8. (a) Reactant and product adiabatic populations for the two states after
excitation with a pulse of 25 fs and 3.0 eV (see Eq. (9)). p1

rct (dotted line);
p2

rct (short hashed line); p1
pr (long hashed line); p2

pr (continuous line). (b)

Detailed plot of p1
pr and p2

pr .

between 1.85 eV and 4.0 eV. Table II shows a summary of
the propagation results. The competition between unreactive
decay and isomerization to the product is monitored by deter-
mining the time required for 1% of product population to ap-
pear, which corresponds to the minimal time required for IVR
from Qx1 to ϕ, τ IVR. This value is comparable between the dif-
ferent runs because the amount of population transferred to
the excited state during the pulse is similar for all runs. This
is monitored with the help of P 2

max , the maximum value of
the adiabatic excited state population during the propagation,
which ranges from 0.23 to 0.43 (see Table II).

First we describe a representative propagation initiated
with a pulse of 25 fs and 3.0 eV energy (Figure 8). During the
pulse, the population on V2 starts to build up and p2

pr reaches
a maximum value of 0.31 (P 2

max). After that, the propagation
is similar to the vertical excitation case. Thus, a substantial
amount of population is rapidly transferred back to V1, and
after 150 fs the excited state population is reduced to approx-
imately one third of P 2

max (P 2
f = 0.10). Turning to the selec-

tivity, the product configuration is only populated after ∼40
fs, which corresponds to τ IVR. At that time, a large amount
of population has already been transferred back from the ex-
cited to the ground state. As soon as the product population
appears on V2, it also builds up on V1, similar to the vertical
excitation case. At the end of the propagation, the population
of product on the ground state is 0.20. In turn, p2

rct and p2
pr are

approximately equal, i.e., the wave packet has spread along ϕ

on V2. Excitation with energies between 2.5 eV and 4.0 eV
produces similar results to the ones described for the 3.0 eV
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FIG. 9. (a) Reactant and product adiabatic populations for the two states after
excitation with a pulse of 25 fs and 2.0 eV (see Eq. (9)). p1

rct (dotted line);
p2

rct (short hashed line); p1
pr (long hashed line); p2

pr (continuous line). (b)

Detailed plot of p1
pr and p2

pr .

pulse. The maximal amount of population transfer to V2 is
observed at 3.0 eV excitation energy, which is also the clos-
est energy value to the vertical excitation energy from the FC
structure in the model (3.2 eV).

Turning to the selectivity, the results for the runs with
a 25 fs excitation pulse show that τ IVR becomes shorter as
the excitation energy increases. This trend implies that IVR
from Qx1 to ϕ is accelerated when the amount of excess en-
ergy along Qx1 increases. More importantly, the increase in
τ IVR becomes more pronounced as the excitation energy ap-
proaches the 0–0 limit (¯ω ≤ 2.0 eV). As a consequence, the
isomerization is almost completely suppressed at low excita-
tion energies because it cannot compete with the decay near
CIplan, which is very efficient at all wave lengths. Such be-
havior is exemplified in Figure 9 for a run initiated by a 25
fs pulse of 2.0 eV excitation energy. During the propagation
the wave packet is confined almost exclusively to the region
around the initial value of ϕ, and the total product population
hardly reaches 0.04. The dependence of τ IVR on the excita-
tion energy is also observed for the propagations initiated by
short 5 fs pulses, although τ IVR is somewhat shorter compared
to the 25 fs pulse for the same excitation energy. In contrast
to this, the efficiency of the population transfer from the ex-
cited to the ground state does not depend so critically on the
excitation energy (compare the values of P 2

f in Table II and
Figures 8(a) and 9(a)). This is probably due to the fact
that the barrier to reach CIPlan from (S1)Min is only 0.2 eV
on our model surface (0.3 eV on the reference ab initio
surface, see Table I). With such a small barrier, even the
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propagations started close to the 0–0 transition (1.85 eV)
show a very fast population decay (shorter than 10 fs).
This differs from the results described using the vMCG ap-
proach on a full dimensional surface. In that case, propaga-
tion of a wave packet set initially in the region of (S1)Min in-
duces a damped decay. The population transfer to the ground
state is slowed down to about 70 fs, leaving time for the
isomerization.

V. CONCLUSIONS

We have presented a four-dimensional model for the pho-
todynamics of fulvene to model the competition between un-
reactive return to the ground state and double bond isomer-
ization. The photoreactivity depends on a seam of conical
intersection along a torsional and a pyramidalization coordi-
nate, and our model reproduces the energies and locus of the
seam along these coordinates and the branching space vectors
associated to the seam. The model involves several approxi-
mations concerning the KEO, the number of modes, and the
level of theory for the electronic structure calculations, but
wave packet propagations on this model have allowed us to
determine the principal characteristics of the early stage of the
photodynamics. Initially, the excitation energy is transferred
to a bond stretching mode that leads the wave packet straight
to a region of conical intersection around planar or quasi-
planar nuclear configurations, and this leads to regeneration
of the reactant. The photoisomerization only takes place after
some energy flows from the bond stretching to the torsional
mode, and therefore the competition between unreactive de-
cay and isomerization depends on the rate of IVR between
these two coordinates. In our propagations, IVR is acceler-
ated for higher excess energies along the bond stretch mode.
Thus, when the excitation energy is sufficiently high (2.5 eV
or more in the present case, which is ∼0.6 eV above the 0–0
transition energy), IVR takes less than 50 fs and the photoiso-
merization competes with the unreactive decay. In contrast to
this, for excitation energies near the 0–0 threshold (2.0 eV or
less) IVR is slowed down by up to a factor of three, and the
isomerization is virtually suppressed. Given the importance
of IVR in the outcome of the decay, in future work we will
inspect if the relationship between IVR and excitation energy
that we have observed here is preserved when more degrees
of freedom are included in the model.

From a general point of view, the photodynamics of ful-
vene can be described as a two-step, two-mode process. Ini-
tially the excitation energy flows into the first mode, which
leads to the unreactive decay region of the seam. If IVR is
sufficiently fast, decay along the second mode can take place,
which leads to the reactive region of the seam. This feature
is quite general for photochemical processes. For example,
in the polyenes used to model the photoisomerization of reti-
nal, the chromophore of rhodopsin proteins,39 the first mode
is a bond inversion mode of the polyene chain, and the sec-
ond mode the cis-trans isomerization coordinate (double bond
rotation).40 In benzene, the first mode is a bond stretching
coordinate of the ring, and the second one a ring puckering
mode (strictly speaking, a combination of two out-of-plane
normal modes) that leads to formation of a prefulvene product

(channel 3 of benzene).18 In both cases, the photochemical
event requires IVR from the first to the second mode. Based
on our results, it will be interesting to investigate these pro-
cesses focusing on how IVR affects the product formation rate
and how this depends on the excitation energy.

Turning to our aim of controlling the photoreactivity, we
can compare the present results with our previous MCTDH
studies on intramolecular energy redistribution in molecules
in their electronic ground state (Chapter 21 in Ref. 2). The
basis of this approach was to create specific wave packets
as linear combinations of converged vibrational eigenstates.
In addition to the propagations initiated by single pulses we
have tried a similar approach to control the photodynamics of
fulvene, but due to the enormous density of states it has not
been possible to converge any eigenstates in the vicinity of the
conical intersection. Therefore, control of chemical processes
involving conical intersections seems to be a much more dif-
ficult task. In such a context, the present work highlights the
role of IVR in the photodynamics, and it suggests that con-
trolling IVR will be necessary to control the photoreactivity.
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