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Abstract

When working with porous non-Fourier heat conduction materials under the dual-phase-lag model, it becomes necessary to
find out the values of the relaxation (z) and thermalization (z7) times. In this article, we propose an experimental method
to obtain these lagging times for aggregated carbon nanotubes (CNTs). The method, which can be used for any other mate-
rial, consists of applying a transient heat pulse at one side of the specimen while registering the temperature—time curves at
multiple points along it. The remaining faces of the specimen are thermally isolated. Then, an analytical model incorporat-
ing these boundary conditions is executed iteratively, varying the lagging times, to minimize the difference between the
experimental and theoretical curves. Finally, the best fitting curve gives the best combination of 7, and 71 values. We also

present the evolution of the lagging values along the specimen’s thickness in a CNT aggregate.

Keywords non-Fourier heat conduction - Dual-phase-lag model - Lagging times - Porous media - Relaxation and

thermalization times - Method

Introduction

When studying transient heat conduction through non-Fou-
rier materials, some of them clearly present a strong devia-
tion from Fourier heat conduction due to the finite speed
of the thermal wave [1]. In the case of aggregate porous
materials with a nonhomogeneous inner structure, the ther-
mal wave is influenced by the multiple cavities inside the
material, the contact points in which the heat is transferred
between the aggregate particles, among other factors, and
the thermal non-equilibrium between particles and intersti-
tial air. Heat can only move forward following the tortuous
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path around the internal pores. Such behaviour is of great
interest in a lot of potential technical and engineering appli-
cations like thermoelectric generation, where temperature
and heat flux can be time-uncoupled leading to conversion
efficiency improvements.

In order to take into consideration this finite thermal
wave speed, several theories like phonon dynamics, phonon
hydrodynamics, thermomass theory, and extended nonlocal
theories have been proposed. The latest, based on the non-
equilibrium thermodynamics and the micro—macro inter-
actions of heat carriers lead to, among other theories, the
dual-phase-lag (DPL) model [1-3]. This model, in contrast
to classical Fourier law, considers the possibility of tempera-
ture gradient and heat flux to occur at different times. With
this aim, the DPL model incorporates two lagging values,
the relaxation (z,) and the thermalization (zr) times, which
represent the delay of the temperature gradient and the heat
flux, respectively.

In our recent research, in which we used the DPL model
to analyse the behaviour of porous non-Fourier thermoelec-
tric materials, more precisely carbon nanotubes (CNT), we
found the necessity to quantify these delays. Observing the
existing literature, multiple articles can be found about the
DPL model. Most of them are related to novel mathemati-
cal findings based on the DPL model [4-8] and hyperbolic
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model for heat conduction (HHC) proposed by Cattaneo and
Vernotte [9, 10], and make use of fictitious lagging times to
evaluate its impact on different parameters.

When studying transient heat conduction through non-
Fourier materials, some of them clearly present a strong
deviation from Fourier heat conduction due to the finite
speed of the thermal wave [1]. In the case of aggregate
porous materials with a nonhomogeneous inner structure,
the thermal wave is influenced by the multiple cavities inside
the material, the contact points in which the heat is trans-
ferred between the aggregate particles, among other factors,
and the thermal non-equilibrium between particles and inter-
stitial air. Heat can only move forward following the tortuous
path around the internal pores. Such behaviour is of great
interest in a lot of potential technical and engineering appli-
cations like thermoelectric generation, where temperature
and heat flux can be time-uncoupled leading to conversion
efficiency improvements.

In order to take into consideration this finite thermal
wave speed, several theories like phonon dynamics, phonon
hydrodynamics, thermomass theory, and extended nonlocal
theories have been proposed. The latest, based on the non-
equilibrium thermodynamics and the micro-macro inter-
actions of heat carriers lead to, among other theories, the
dual-phase-lag (DPL) model [1-3]. This model, in contrast
to classical Fourier law, considers the possibility of tempera-
ture gradient and heat flux to occur at different times. With
this aim, the DPL model incorporates two lagging values,
the relaxation (rq) and the thermalization (z;) times, which
represent the delay of the temperature gradient and the heat
flux, respectively.

In our recent research, in which we used the DPL model
to analyse the behaviour of porous non-Fourier thermoelec-
tric materials, more precisely carbon nanotubes (CNT), we
found the necessity to quantify these delays. Observing the
existing literature, multiple articles can be found about the
DPL model. Most of them are related to novel mathemati-
cal findings based on the DPL model [4-8] and hyperbolic
model for heat conduction (HHC) proposed by Cattaneo and
Vernotte [9, 10], and make use of fictitious lagging times to
evaluate its impact on different parameters.

However, more applied studies require to be aware of
these values, and that’s why some authors focused their work
on performing experiments to obtain realistic lagging times.
In [11], authors carried out several experiments on a porous
material heated by a microsecond laser pulse with the aim to
compare theoretical and experimental results. In [12], author
conducted experiments on casted sand to determine whether
diffusion or wave models can describe the heat propagation.
Although semi-realistic lagging values were found, authors
spotted them manually adjusting the relaxation time to fit
the experimental results. However, results show that neither
the HHC nor the diffusion model can properly describe the
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heat propagation. This failure is explained by the absence
of modelling of the microstructural interaction effect in the
fast-transient process, and the deviation of HCC and diffu-
sion model increase when the transient time becomes short.
Based on this, Tzou achieved much better results using the
DPL model [1]. In this study, a method to extract the DPL
lagging times is described based on minimizing the differ-
ence in the state-space of 7p and 7, between experimental
data and the theoretical model. Although this work describes
a perfectly valid method, it lacks experimental instructions
about the setup configuration, or how thermal diffusivity and
conductivity are calculated.

Roetzel et al. suggested an experimental method to
determine thermal diffusivity and the relaxation time using
temperature oscillations [13]. Experimental relaxation time
values of sand, NaHCO;, and processed meat, were found
and compared to other previous studies [7, 14-16]. How-
ever, this study focused only on the use of HHC model. In
addition, the complexity of the experimental setup proposed
was remarkable, with two thermoelectric modules, one at
each side of the specimen, operated under thermal oscil-
lations and thermally connected to a thermostatic bath. In
[14], authors performed a study to investigate the hyperbolic
behaviour of sand. They make use of a transient hot wire
setup to capture the temperature evolution of moist sand
at different locations. Other studies [15, 16], that make use
of biological tissues as the heat conduction substrate, also
extract the relaxation times experimentally. Other articles
quantify the phase lag specifically in CNT [19, 20]. How-
ever, once more, they are based only on the HHC model.

Liang et al. [17] perform a study of transient heat con-
duction in sand based on the results of Kaminski et al. [7].
Authors use DPL model to obtain relaxation and thermali-
zation times by best fitting the experimental data. In [18],
Najibi et al. used experimental results of [12] to obtain DPL
lagging times. However, none of the mentioned studies
describe the experimental method to properly extract these
values.

Consequently, we realized the lack of an experimental
setup and method to obtain the DPL lagging values. That is
one of the reasons why we decided to develop a setup and
an experimental method applying a transient heat pulse and
obtaining temperature—time curves. Then, multiple theoreti-
cal curves are calculated using the DPL model for different
lagging time ranges and combinations. Finally, all the theo-
retical DPL curves are compared with the experimental one
to find the best fitting DPL curve and subsequently finding
the best fitting 71 and 7, time values. For the method and the
setup, we have taken some inspiration in [1].

In addition, our work includes a comprehensive descrip-
tion of the experimental setup and methodology, including
procedures to measure thermal diffusivity and conductiv-
ity—critical parameters in this type of analysis. We validated
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the method using a CNT aggregate sample and present the
resulting data. The conclusions include a discussion of meth-
odological improvements to enhance the accuracy and reli-
ability of the extracted parameters.

Recent literature supports the importance of such com-
prehensive modelling approaches. For instance, models
incorporating thermal non-equilibrium and dual-phase lag
considerations have been applied to complex domains such
as PCM-based latent heat thermal energy storage systems
[19], thermal management of nanofluid-based finned enclo-
sures [20], and the behaviour of hybrid nanofluids under
transient conduction [21]. These studies emphasize the
growing relevance of advanced heat conduction models
not only in microscale porous systems but also in larger-
scale engineering applications where classical theories are
insufficient.

Methodology

To obtain the relaxation time values, we propose a transient
state experiment with the application of heat pulses to the
specimen. The methodology consists of obtaining experi-
mental temperature—time curves at multiple positions inside
the material, and then compare these curves to a semi-ana-
lytical model based on the DPL theory. Then, the best fit-
ting between two curves is found varying systematically the
values for 7 and 7. Consequently, the lagging times can be
found when the minimum error is achieved.

Mathematical basis

The procedure consists on subjecting the sample material to:
i) a heat pulse on one side of the specimen, (1), ii) a thermal
isolation on the remaining sides of the specimen, (2), and
considering the initial conditions of iii) an uniform initial
temperature, (3), and iv) assuming no thermal disturbance
in the bed before instrumentation, (4).

_Jgfor 05t<1
= { 0 otherwise M
T
oT(x, t)atx=L )
X
T(x,0)=T, (3)
oT(x,0 . .
2220 = 0, implying 4(x,0) =0 @)

In this particular case, a solution can be found by apply-
ing the Laplace transform to (1), and (2) and using the initial
conditions (3) and (4). The transformed solution is

T(x;p) = D e ™ + D,e™ )
where
_Dx A
1= 3 p(1 —e2AL)
D, = De” Ak
(6)
q, (1 — e_pts)
Qo=—"_
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The inversion of (5) can be found by the Riemann sum
approximation as

e | T(x,7) < . inm
T(x,t|1q,1T) = ~ | + Re Z (-1 T(x;y + T)
n=1
T4.Tr

(N

considering yt = 4.7 for faster convergence [2, 3, 22, 23].
Then, taking advantage of this semi-analytical solution
and choosing an arbitrary pair of 7, and zr, one can calcu-
late the error E between the theoretical local temperature
TopL (xi, 137gs TT) at (xi, ti) and the experimental temperature
T (% ;). The error threshold is defined based on average

exp
deviation as

Z?il ’TDPL(xi’ti; q’TT) - Texp(xi’ti)|

M

ETh—Ex(Tq’TT) =
®)
Then, employing a contour pattern of the error estimate

one can determine the values of 7, and 7 where the error
is minimum.

Experimental setup and procedure

The experimental setup proposed is the one shown in Fig. 1.
It consists of a 0.6-mm graphite sheet heater at the centre of
the setup. The heater is cut in a pattern, shown in Fig. 2. In
this study, a handmade heater is considered for its versatility
and simplicity, which could be useful for other researchers.
However, a thin commercial heater can also be used.

On each side of the heater, there is the testing mate-
rial compartment, where the material is poured, with
60 % 60x20 mm dimensions each. The setup is based on a
guarded hot plate method where a hot plate is sandwiched
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Rear mica layer Graphite heating

resistance

60 .
Frontal mica layer

™S
é Perforated
lateral wall
60
41 Thermocouple central
i support
Lateral wall Mica base

Fig. 1 Isometric drawing of the experimental setup without the exter-
nal insulation foam. The general measures are also shown. Units in
mm

Fig.2 Image of the heating resistance. Where (1) is the graphite heat-
ing resistance and (2) is a mica layer

between two identical samples in order to minimize the
heat losses. Ideally, half of the total heat flux induced by the
heater will cross each compartment. In order to contain the
material, the walls of the compartments are made of a 0.2-
mm mica layer, which prevents the electric contact between
the material and the graphite heater and at the same time
withstands temperatures up to 250°C. The width and height
of the testing compartments are considerably bigger than the
thickness, the reason is to grant the insulation of the measur-
ing zone (centre) to minimize the heat losses. In addition,
with the same objective, a layer of 20 mm of foam insulation
is added to the external faces. All these components men-
tioned above can be observed in Figs. 1-4.

After the first tests, we realized that for distances far from
the heater, temperature measurements differed greatly, more
than 30%, from the theory. The reason was that the heat
losses were excessively high to be neglected in the experi-
ment. It is important to emphasize that the semi-analytical
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model is built considering a perfect thermal insulation of
the specimen, as Eq. 4 states. Then, in order to overcome
this problem, we decided to add a thermal insulation foam
around the experimental setup, as shown in Fig. 3.

Before starting the experiments, it is necessary to pour the
test material inside both testing compartments. It is impor-
tant to prevent air cavity formation during the pouring of the
material, which could alter the homogeneity of the aggre-
gate material and consequently the heat transport through
the material. To prevent this from happening, it is advisable
to carefully pour the material followed by a gentile shaking
in order to accommodate it.

The proposed experiment starts by generating a heat pulse
using the graphite heat resistance. The duration of the heat
pulse is controlled using a programmable power source
(Keithley 2230) that supplies a precise voltage. Experi-
mental data is gathered using a digital acquisition system
(Keithley DAQ 6510). The general experimental setup is
shown in Fig. 4. The accuracy of the acquisition system is
very high,+ 1.6 mA, +2.6 mV and +0.2°C for current, volt-
age and thermocouple measurements, respectively, so inac-
curacies will be neglected.

During the testing, it was necessary to obtain tempera-
ture data. In this case, we used 0.25 mm type-K thermo-
couples because of the fast thermal response needed for
this type of transient state experiments. Accuracy of such
thermocouples is + 1.5°C. The thermocouples were posi-
tioned in the middle of one of the two testing compart-
ments. It is important for all the thermocouple tips to be
at the same plane, and at the middle of the testing cavity.
To achieve that, a mica layer with positioning holes was
located parallel to the heat flow direction, as it can be seen
in Figs. 1 and 3, so the thermocouple tips can lay in the
holes, preventing them from moving when the material is

Fig.3 a Image of the experimental setup without the external insu-
lation foam. The general structure of the setup can be observed, as
well as the graphite heating resistance, the thermocouples, and some
remaining CNTs after the tests. b Image of the setup with the exter-
nal insulation foam. The two testing compartments can be clearly
observed. Where (1) is the heater, (2) are the T, to T5 thermocouples,
(3) is the CNT aggregate, and (4) is the external insulation
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Fig.4 General scheme of the
laboratory setup. Where (1) is
the external insulation foam, (2)

is the heating resistance, (3) is
the CNT aggregate, (4) is the
programable power source, (5)
is the data acquisition system,
and (6) is the computer used
to store the data acquired and
set the instructions. Note that
T, to T are 0.25 mm Type-K
thermocouples

1-Isolation

2-Thin film heater
3-MWCNT bed

4-Power supply

5-Data aquisition system
8-Computer

.

Fig.5 Diagram of the thermocouples real measured positions. Where
(x) is the distance between the temperature point and the mica layer,
(1) is an external insulation foam, (2) is the CNT bed, (3) is the mica
layer and (4) is the graphite heating resistance

poured and to secure their position. Another set of holes is
made in the exact same positions in one of the lateral walls
of the testing compartment to allow the thermocouples to
exit the compartment. It was essential to precisely measure
the distance between each thermocouple tip and the hot
face of the heater, as it will be later necessary for the theo-
retical curve simulations of the DPL model. In this case,
6 thermocouples were installed in the experimental setup,
and their final measured positions are the ones shown in
Fig. 5. The lagging behaviour is stronger nearby the heat
source, so it is advisable to concentrate some temperature
sensors closer to the heater. In this study, for pedagogi-
cal purposes, we focused only on the region closer to the
heater to capture better the lagging behaviour. However,
installing temperature sensors further this position will

exhibit the decaying evolution of relaxation and thermali-
zation times and the location of the lagging to Fourier
diffusion transition point.

It was also necessary to obtain the electrical power sup-
plied to the heat pulse generator. The programmable power
source used in this study proportionate this data without
requiring supplementary voltage or current metres. It com-
municates the power measurement directly to the data
acquisition system. The thermal power of the heat pulse
through one cavity will correspond to the half of the elec-
tric power supplied, as only one half goes through one
testing compartment where the thermocouples are located.
In this method, each compartment is considered homoge-
neous and identic.

Once the experimental data is obtained, it must be
processed in order to be correctly applied to the DPL
model. The temperature measurements have been taken
in absolute temperature, but for the semi-analytical model
described it is required to work with relative temperature
referred to the undisturbed initial temperature of the speci-
men just before the heat pulse was applied. Then, all the
temperatures should be relative to the temperature in that
instant.

For the theoretical simulated curves, the DPL model
equations presented in chapter 3 have been implemented in
a MATLAB code. The programme calculates the transient
temperature curves for given values of the specific posi-
tion, thermal conductivity, and diffusivity of the material,
power of the heat flow, heat pulse duration, and a range of
7 and 7, relaxation times.

The final value of lagging times is unknown, so the
procedure is iterative. It starts with an initial guess, let’s
say both values can vary from O to 100 s. Then, the algo-
rithm compares the experimental and theoretical data to
find the minimum error. If it is not found in the previously
mentioned range, it must be extended until minimum is
found. This procedure is further explained in chapter 5.2.
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Results and discussion

Determination of thermal conductivity
and diffusivity

The thermal conductivity and diffusivity can be extracted
using several techniques and laboratory devices. However, for
simplicity reasons, these values have been calculated using the
Price’s method [24]. It is based on the calculation the thermal
conductivity and diffusivity from a transient heat conduction
experiment. In the experimental setup, a steady-state heat flow
is applied to the testing material specimen while the cold side
temperature is kept undisturbed.

If the temperature rate of these experiments is small
enough, the Fourier law can be satisfied, and the Price’s
method can be applied.

The temperature difference 6 between faces of the speci-
men is:

2
—atn? 2n+1)

L (o]
=i - % Y en+ e ©)
n=0

=212
A

where g is the constant rate of heat flux input, L is the thick-
ness of the specimen material, 7 is the time duration in which
the heat pulse is applied, and # is the term of the series. If

the time values are large enough, all the terms in the time-
dependent infinite series in the previous equation can be
neglected. Then, after some transformations the expression
reduces to

gL 412 do

p=1=_=2

A rladt (10)

Finally, thermal conductivity and diffusivity can
be determined representing Eq. 10. at the coordinate
(0,d0/dt), where 6, = gL/ 4 is the ordinate at the origin
and the slope ¢ = —(4L?)/(x%a). Then, A and a values can
be calculated. The representation of Eq. 10 and its least
squares fitting line is shown in Fig. 6.

As shown, the least squares fittings obtain a good rep-
resentation of the results. Following the recommendations
in [24], the fitting lines are calculated using the data from
a nonlinear fitting of the transient signal using the expres-

sion 8 = 0,(1 - e_é) instead of using the experimental

data directly. This consideration achieves better results
because small fluctuations of temperature can be
neglected. Finally, Table 1 summarizes the obtained values
of A and a. For these experiments, the averaged values of
A and a are 0388 Wm 'K~' and 8.45 10 7m%s~!,
respectively.

P B S S S S N S S S

60 1 1 1
B ®  Experiment 1
® Experiment 2
. Experirr?_ent13
J — Fitti ine
50 —_ Fm::g line 2 B
y — Fitting/line 3
40
X 1 X
ER E
1 Fitting curve 8= @y (1-e(-¥a)) |
20 + r
1 m— Fitting curve 1
= Fitting curve 2
] m— Fitting curve 3
A Experiment 1 I
10 7 ® Experiment 2 B
® Experiment 3 o
0 T | B L B B B | L S S or—— T — 7T T
0 450 900 1350 1800 0.0 0.1 0.2 0.3 0.4 0.5 0.6
Time/s ade/dt (K/s)
Fig.6 Least squares fitting lines of the experimental values (0,d0 /dt)
Table 1 Calculated values of 4 .
E t t -2 L 0,/K e 2571
and « using the Price’s method rperimen /s q/Wm fm i/ ofs A/ Wm afm’s
1800 1065.6 0.019 52.2 -166.3 0.388 8.798E—7
1800 1027.4 0.019 49.9 —158.6 0.391 9.225E-17
3 1800 987.7 0.019 48.4 —198.8 0.387 7.360E—7

@ Springer



Method of obtaining dual-phase-lag times in aggregate porous materials with a nonhomogeneous...

Table2 Values of thermal conductivity and diffusivity used for the
DPL theoretical calculations

Property Range of values

0.378 - 0.414 Wm™' K™!
8.12x 1077 - 8.45%x 1077 m?s™!

Thermal conductivity / A
Thermal diffusivity / a

To consider the possible inaccuracies during the deter-
mination of these values, the measurement error has been
added, the range of the final values used in the theoretical
DPL simulations are shown in Table 2.

Determination of lagging values

Once the theoretical DPL values are calculated, the algo-
rithm also calculates the difference between each theoreti-
cal temperature—time curves and the experimental ones and
displays the cumulative error between curves. When the
generated MATLAB programme finishes its tasks, another
algorithm has been developed to find which theoretical DPL
temperature—time curve fits better with the experimental
data. When the error is below the desired threshold the best
fitting curve is found, the 7z and T relaxation time values
are consequently determined.

As the final lagging values are unknown, this process is
iterative. It starts with an initial guess, considering a given
range of each lagging value. If minimum error is found on
the range boundaries it means that range must be extended.
This procedure must be repeated until minimum error is
enclosed in the range of 71 and 7. Once the minimum error
is roughly delimited is recommended to make further itera-
tions: narrowing the range of 7 and 7, values and increasing
the step resolution of each lagging time range.

The exposed setup and method have been used to obtain
the relaxation time values for CNTs. The carbon nanotubes
used in the experiments are multi-walled (MWCNTs), with
an outer diameter of 20-40 nm and a length of 10-30 um.
However, this procedure can be applied to other aggregate
materials.

For this study, a heat pulse of 23036 Wm™? for 30 s is
applied to the heating resistance. Then, as previously said,
is assumed that each compartment will receive half of the
total amount.

To properly identify the results, it is useful to represent
a 3D plot or a 2D topographic graph with the Eq, g, error
calculated for each combination of 71 and 7. It helps locat-
ing the region where the minimum error is found, see Fig. 7.

In Fig. 7 a, contour plot of the error threshold at TO is
shown. The error between theoretical and experimental tem-
perature—time curves decreases for a particular combination
of lagging values. In red, there is the minimum error value

1800

1600

1400

1200

rq/s

1000

800

600

400

60 80 100 120 140 160
7./s

180 200 220

Fig.7 Contour plot of the error threshold Ey,_g, at TO considering
t,=30 s, q5=11518Wm‘2, L=20 mm, 1=0.388 Wm~! K, and
a=845x107 m*s™!

of 2.93% when of 7 = 186.5s and 7, = 1465.3s. How the
experimental and theoretical curves fit is shown in Fig. 8.

The locations of each thermocouple are shown in Fig. 5,
and the obtained temperature—time curves in experiments
and DPL simulations are shown in Fig. 8.

For transient heat transport in MWCNT bed, as demon-
strated in Fig. 8, the DPL model yields satisfactory results
compared to the experimental data, theoretical, and experi-
mental data match reasonably well.

Table 3 summarizes the lagging time values for each tem-
perature sensor location. In addition, to present the error of
the procedure exposed in this study, the error Ey,_p, between
the experimental and the theoretical temperature—time
curves is also calculated.

To assess the uncertainty associated with the param-
eters of 7 and 7, and obtained through inverse analysis,
an error margin of + 1.5 °C was considered for the experi-
mental temperature measurements. This uncertainty range
was applied by considering this range of variation over the
measurements. Then, for each adjusted dataset, the inverse
fitting procedure was repeated to extract the corresponding
values of maximum 7y and 7,. The maximum deviations in
these parameters, compared to the values obtained from the
original experimental data, were then calculated and shown
in Table 3. These differences represent the estimated uncer-
tainty in 7 and 7, due to measurement errors in temperature.
In other words, this analysis evaluates the sensitivity of the
extracted parameters to the experimental uncertainty and
provides an estimate of the maximum deviation of 7 and
7, that can be expected within the bounds of measurement
error.

Physically, the lagging response in this type of medium is
caused by the finite time required for heat to travel through

@ Springer



A. Massaguer et al.

Fig. 8 Graphs of the experi- Theo. Exp.|
mental and DPL theoretical
N . TO T
emperature—time curves from 200
Ty to Ts 200 /
150 / 150
J
/ )
O 9
S = 100
= 100 |;
50 e — 50
0 0
0 50 100 150 200 0 50 100 150 200
t/s t/s
T2 T3
150 120
100 ,/
/
100}/ 80
&) / O
& = 60
50 T~ 40
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0 0
0 50 100 150 200 0 50 100 150 200
t/s t/s
T4 T5
70
100
60
80 50
o 60 O 40
S { & a0
40
20 /
20 7
\\! 10 /
o 0
0 50 100 150 200 0 50 100 150 200
t/s t/s
Table 3‘ Ra?‘ges for the . Position / mm 7,/ 8 T/ s Ep g/ % Uncertainity
relaxation time values obtained 4
78 /s
TO 0 1465.3 186.5 2.93 +11 +5
Tl 0.3 1115.6 186.8 2.80 +33 +6
T2 1.3 830.0 176.5 1.62 +27 +6
T3 1.6 671.3 151.6 1.04 +25 +6
T4 2.2 577.0 134.1 1.18 +21 +5
T5 53 345.6 117.0 0.81 +16 5

the internal pores and to establish a thermal equilibrium
between trapped air and MWCNT particles and the wavy
conducting path that heat carriers must follow along the
solid phase. Lagging times strongly depend on this non-equi-
librium, and this is the main cause for the space-dependent
phase lags in the near field surrounding the heater. Closer to
the heater, lagging values tend to increase greatly, especially

@ Springer

the relaxation time, reaching a value of almost 1500 s at
0 mm from the heater. Thermalization time also increases in
this direction but at slower rate. On the contrary, the lagging
times diminish when departing from the heater. This is due
to enough heat carrier collisions leading to a better thermal
equilibrium between phases. Both lagging values decay up
to a certain point where lagging values reduce to zero and
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Fig.9 Graph of the DPL lagging values obtained at different loca-
tions with uncertainty bars

the transient response is represented by Fourier diffusion.
The purpose of this study was the extraction of the phase
lag values in the near field of the heater, where they exhibit
larger variations. This is the reason why the location of the
lagging frontier has not been found. However, this proce-
dure can be applied to obtain this point and the precedence
switching also.

Finally, the lagging time evolution along the specimen for
each test carried out is plotted in Fig. 9.

Even DPL lagging values of CNT aggregates are not
found in the literature, trends of the lagging values obtained
using the methodology presented in this work are in accord-
ance with other studies that employed other materials [1,
25].

Conclusions

We believe the proposed method and setup are valid and can
be useful for the scientific community for determining the
DPL relaxation time values of aggregate materials.

The obtained lagging times for aggregated CNTs are
coherent and are found within the same order of magnitude
with other scientific publications mentioned in the introduc-
tion [1, 25]. This large lagging behaviour combined with the
low thermal conductivity suggest that CNT aggregates could
have a potential use to increase the efficiency of thermoelec-
tric generators by using transient heat pulses. Some other
studies also refer to this potential application [25-29]. In
this scenario, the proposed method and setup could become
a very useful tool to characterize the lagging behaviour of
these non-Fourier porous materials under transient states.

In this study, the maximum error of this procedure
when extracting the lagging times is found to be 2.93%.
It is observed that the farthest thermocouples experience
a greater deviation with respect to the adiabatic bound-
ary condition of the model. Authors concluded that it is
because of the convection heat losses. In order to prove
this theory and reduce the convection heat losses, the
material was isolated with polyethylene foam plates. The
obtained results clearly improved and matched reasonably
better. However, authors believe that heat losses would
be still noticeable if more temperature sensors had been
placed near the far end of the specimen.

While using the method presented in this study, it is
capital to ensure a perfect thermal isolation of the sys-
tem, otherwise the accuracy of lagging times calculated is
in great compromise. As a recommendation, it would be
advisable to carry out the experiments under vacuum con-
ditions, placing the experimental setup inside a vacuum
chamber, as this would reduce the convection heat losses
drastically. In case of unavailability of a vacuum chamber,
it is recommendable to add a low heat conduction isola-
tion to the surroundings of the specimen. Its thickness
is also very important and need to be carefully chosen.
Another option is to extend the specimen’s length and
width and to place temperature sensors in the near field of
the heater surface. This will minimize heat losses at the
study location.

In case of testing materials with smaller lagging times or
under a faster heat pulse, it is recommended to use thin and
fast-responsive thermocouples such as special grade type
T, R or S, which would grant better precision and improve
the temperature readings. It would also be recommended to
do a loop back to eliminate possible interferences. In addi-
tion, once a preliminary test is performed and the Fourier
frontier position determined, for accuracy reasons the use of
RTD temperature sensors for locations near and further this
frontier is also recommendable. This would allow a better
determination of the diffusion frontier location.

This study introduces a reliable and accurate experimen-
tal method for determining dual-phase-lag (DPL) relaxa-
tion times in aggregated materials such as carbon nanotube
(CNT) assemblies. The results align well with previously
reported values, confirming the method’s validity. The
observed combination of large lagging times and low ther-
mal conductivity in CNT aggregates suggests their potential
use in improving the efficiency of thermoelectric genera-
tors operating under transient heat conditions. The work also
highlights the critical role of thermal isolation and offers
practical recommendations to minimize experimental error.
Overall, this study contributes a practical and replicable tool
for characterizing non-Fourier heat conduction in porous
materials, advancing both thermal analysis methodologies
and the development of energy conversion technologies.

@ Springer
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