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Summary

Aromaticity is a widely used concept in the prediction, design, and understanding of key

aspects related to reactivity, structure, and properties of molecules. Linked to cyclic or

three-dimensional molecular systems, it involves electron delocalization within a closed

circuit—either a ring or a 3D structure—resulting in enhanced thermodynamic stability,

significant magnetic anisotropies, and unusual chemical shifts, among other properties.

With nearly two centuries of history and despite not being a physical observable, the

analysis of aromaticity and antiaromaticity, the latter leading to increased reactivity and

instability, is still of great interest. For instance, aromaticity has applications explaining

the behavior of photoexcited molecules, a challenge that prevents the rapid development

of new materials or photochemical reactions. The growing use of (anti)aromaticity

in excited state chemistry supports the idea that concepts established for the ground

state are transferable to excited states. Yet, their inherent complexity demands

further exploration, particularly as the applicability of specific aromaticity rules and

indicators in certain excited states remains elusive. Furthermore, the discovery of new

aromatic compounds extends well beyond simple annulenes, encompassing structures

with complex topologies. These include large molecules with multiple delocalization

pathways, multifold aromaticity (with the presence of Ã-, Ã-, ¶-, and/or φ-aromaticity),

three-dimensional, non-planar structures, etc. Such examples necessitate a reevaluation

of established boundaries of aromaticity.

In this thesis, we focus on the computational study of aromaticity as a tool for

characterizing challenging molecular systems, particularly those in their low-lying

excited states or with intricate molecular topologies. Thus, our investigation is di-

vided into two main blocks: Chapter 4, which centers on characterizing pro-aromatic

quinoidal systems in their excited states, and Chapter 5, dedicated to examining

molecules with complex topologies. Overall, we determine whether aromatic character

correlates with specific molecular properties while exploring the utility and limitations

of various aromaticity indicators. Additionally, we offer guidelines for molecular design
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Summary

to achieve specific aromatic features. Through this work, we aim to contribute to

the accurate classification of chemical systems, thereby facilitating advancements in

practical applications.

Kekulé diradicaloids, with their unique electronic properties and potential appli-

cations across various fields, notably in optoelectronics, are a central theme of our

investigation. These pro-aromatic molecules exhibit low-lying triplet and singlet ex-

cited states, with the open-shell structure having the potential to become the ground

state. The stability of these states can be partially ascribed to the transition of the

central ring from quinoidal to aromatic forms. The latter, are significantly influenced

by resonance structures in which conjugated rings exhibit Hückel-aromatic character.

However, structural modifications can induce the central rings to adopt a mixed char-

acter between different resonance structures involving 4n + 2 and 4n Ã-electrons, with

hybrid Hückel–Baird-aromatic characteristics. The absence of definitive spectroscopic

techniques for elucidating the electronic structure of these molecules in the excited

state—key for advancing new material development—underscores the importance of

thorough analyses and computational assessments. To explore the applicability of

aromaticity rules in characterizing these molecules, we systematically analyzed vari-

ously substituted Kekulé diradicaloids. This approach, presented in Chapter 4, has

enabled us to establish guidelines for the rational design of molecules with specific

singlet–triplet energy gaps and excited state Hückel–Baird aromaticity.

The second block, corresponding to Chapter 5, is composed of four sections devoted

to the study of aromaticity in (sub)phthalocyanines and related compounds, C80H30

curved nanographene, double aromatic substituted tropylium ions, and polyhedral

boranes. Each case faces challenges in evaluating aromaticity due to complex system

topologies that limit the applicability of traditional indicators. Yet, determining the

aromatic or non-aromatic nature of these systems is crucial for comprehending their

inherent properties. Notably, we establish a correlation between the aromaticity of the

external conjugated pathways and the Q bands in the UV-Vis absorption spectra of

(sub)phthalocyanines. We identified a 75 Ã-electron conjugated pathway—not following

any of the known aromaticity rules—in a grossly warped nanographene, C80H30. Besides,

we proposed potential Ã- and Ã-doubly aromatic tropylium ion derivatives, noting the

challenge of achieving double aromaticity due to electronic and steric effects. Lastly,

we examined the aromaticity in 3D boron clusters to explain their stability and gain

deeper insights into their chemical bonding.
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L’aromaticitat és un concepte àmpliament utilitzat per predir, dissenyar i entendre els

aspectes clau de la reactivitat, estructura i propietats de les molècules. Atribuïda a

sistemes moleculars cíclics o tridimensionals, implica la deslocalització d’electrons dins

d’un circuit tancat—ja sigui un anell o una estructura 3D—resultant en una major

estabilitat termodinàmica, anisotropies magnètiques significatives i desplaçaments

químics inusuals, entre d’altres. Amb gairebé dos segles d’història i malgrat no ser un

observable, l’anàlisi de l’aromaticitat i antiaromaticitat, la darrera resultant en una

major reactivitat i inestabilitat, continua despertant un gran interès. Per exemple,

l’aromaticitat té aplicacions explicant el comportament de molècules fotoexcitades,

un repte que impedeix el ràpid desenvolupament de nous materials o reaccions foto-

químiques. L’ús creixent de l’(anti)aromaticitat i els estudis realitzats en l’àmbit de la

química d’estats excitats dóna suport a la idea que els conceptes establerts per l’estat

fonamental són transferibles a aquests estats excitats. No obstant, la complexitat

inherent a estudiar sistemes excitats exigeix una exploració addicional, especialment si

es té en compte que l’aplicabilitat de regles i indicadors específics d’aromaticitat en certs

estats excitats encara és elusiva. A més, el descobriment de nous compostos aromàtics

s’estén molt més enllà dels annulens simples, abastant estructures amb topologies

complexes. Aquests inclouen molècules grans amb diferents camins de deslocalització,

aromaticitat múltiple (amb la presència d’aromaticitat Ã-, Ã-, ¶-, i/o φ-), estructures

tridimensionals, compostos no plans, etc. Els exemples esmentats requereixen una

reavaluació dels límits de l’aromaticitat establerts.

Aquesta tesi posa l’accent en l’anàlisi computacional de l’aromaticitat com a

eina per caracteritzar sistemes moleculars desafiants, particularment aquells en els

seus primers estats excitats (de més baixa energia) o amb topologies moleculars

complexes. Així doncs, la nostra investigació es divideix principalment en dos blocs:

el Capítol 4, centrat en la caracterització de sistemes quinoidals pro-aromàtics en

els seus estats excitats, i el Capítol 5, dedicat a examinar molècules amb topologies
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complexes. En general, determinem si el caràcter aromàtic es correlaciona amb

propietats moleculars específiques mentre explorem la utilitat i limitacions de diversos

indicadors d’aromaticitat. Addicionalment, oferim pautes per al disseny molecular

amb l’objectiu d’assolir característiques aromàtiques específiques. Amb aquest treball,

aspirem a contribuir a la classificació precisa de sistemes moleculars, facilitant així

avenços en aplicacions pràctiques.

Un dels focus d’aquesta investigació són els diradicaloides de Kekulé, els quals

presenten propietats electròniques úniques, potencialment aplicables en diversos camps,

com l’optoelectrònica. Aquestes molècules, qualificades de pro-aromàtiques, presenten

estats excitats triplets i singlets de baixa energia, o fins i tot la possibilitat que

l’estat fonamental sigui de capa oberta. L’estabilitat de les formes de capa oberta

és deguda al canvi que pateix l’anell central en passar d’una forma quinoidal a una

d’aromàtica, generalment, de tipus Hückel. Tanmateix, certs canvis estructurals

poden induir l’adopció d’un caràcter mixt entre diferents estructures de ressonància

involucrant anells de 4n + 2 i 4n electrons Ã, amb característiques aromàtiques híbrides

de tipus Hückel–Baird. La manca de tècniques espectroscòpiques definitives per a

elucidar l’estructura electrònica d’aquestes molècules en l’estat excitat—clau per al

desenvolupament de nous materials—, subratlla la importància de dur a terme anàlisis i

avaluacions computacionals exhaustives. Tal i com es detalla al Capítol 4, hem analitzat

sistemàticament diradicaloides de Kekulé diferentment substituïts definint pautes útils

per dissenyar molècules amb les propietats desitjades i aromaticitat Hückel–Baird en

estats excitats.

El segon bloc, corresponent al Capítol 5, està repartit en quatre seccions dedi-

cades a l’estudi de l’aromaticitat en (sub)ftalocianines, nanografè corbat C80H30, ions

tropil·li substituïts doblement aromàtics i borans polièdrics. Cadascun presenta reptes

a l’hora d’avaluar l’aromaticitat a causa de les topologies complexes dels sistemes,

limitant l’aplicabilitat dels indicadors tradicionals. Malgrat tot, determinar la natu-

ralesa (no-)aromàtica d’aquests sistemes és crucial per comprendre les seves propietats.

Notablement, hem establert una correlació entre l’aromaticitat dels camins conjugats

externs i les bandes Q en els espectres d’absorció UV-Vis de les (sub)ftalocianines.

També hem identificat un camí conjugat de 75 electrons Ã—que no segueix cap de

les regles d’aromaticitat conegudes—en el nanografè deformat, C80H30. A més, hem

proposat derivats Ã- i Ã-doblement aromàtics de l’ió tropil·li, destacant-ne la dificultat

d’assolir doble aromaticitat degut a efectes electrònics i estèrics. Finalment, hem
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examinat l’aromaticitat en clústers 3D de bor per explicar la seva estabilitat i generar

una comprensió més profunda dels seus enllaços químics.
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Resumen

La aromaticidad es un concepto ampliamente utilizado en la predicción, diseño y

comprensión de la reactividad, estructura, y propiedades de las moléculas. Vinculado a

sistemas moleculares cíclicos o tridimensionales, implica la deslocalización de electrones

dentro de un circuito cerrado—ya sea un anillo o una estructura 3D—resultando en una

mayor estabilidad termodinámica, anisotropías magnéticas significativas y desplaza-

mientos químicos inusuales, entre otras propiedades. Con casi dos siglos de historia

y a pesar de no ser un observable, el análisis de la aromaticidad y antiaromaticidad,

esta última dando lugar a una reactividad e inestabilidad incrementadas, sigue siendo

de gran interés. Por ejemplo, la aromaticidad permite explicar el comportamiento de

moléculas fotoexcitadas, un desafío que impide el rápido desarrollo de nuevos materiales

o reacciones fotoquímicas. El uso creciente de la (anti)aromaticidad en química de

estados excitados respalda la idea de que los conceptos establecidos para el estado fun-

damental son transferibles a estados excitados. Sin embargo, la complejidad inherente

a estudiar sistemas excitados exige una exploración adicional, particularmente ya que

la aplicabilidad de reglas e indicadores específicos de aromaticidad en ciertos estados

excitados sigue siendo elusiva. Además, el descubrimiento de nuevos compuestos

aromáticos se extiende mucho más allá de los anulenos simples, abarcando estructuras

con topologías complejas. Estos incluyen moléculas grandes con diferentes caminos de

deslocalización, aromaticidad múltiple (con la presencia de aromaticidad Ã-, Ã-, ¶-, y/o

φ-), estructuras tridimensionales, compuestos no planos, etc. Tales ejemplos necesitan

una reevaluación de los límites de la aromaticidad conocidos.

Esta tesis se centra en el estudio computacional de la aromaticidad como herramienta

para caracterizar sistemas moleculares desafiantes, particularmente aquellos en sus

primeros estados excitados (de más baja energía) o con topologías moleculares complejas.

Así pues, nuestra investigación se divide principalmente en dos bloques: el Capítulo 4,

centrado en la caracterización de sistemas quinoidales pro-aromáticos en sus estados

excitados, y el Capítulo 5, dedicado a examinar moléculas con topologías complejas. En
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general, determinamos si el carácter aromático correlaciona con propiedades moleculares

específicas mientras exploramos la utilidad y limitaciones de varios indicadores de

aromaticidad. Adicionalmente, ofrecemos pautas para el diseño molecular para lograr

características aromáticas específicas. Con este trabajo, nos proponemos contribuir a

la clasificación precisa de sistemas moleculares, facilitando así avances en aplicaciones

prácticas.

En concreto, los diradicaloides de Kekulé, con propiedades electrónicas únicas y

potencialmente aplicables en diversos campos, como la optoelectrónica, son uno de

los focos de esta investigación. Estas moléculas pro-aromáticas, con estados excitados

tripletes y singletes de baja energía, o incluso la posibilidad de que el estado fundamental

sea de capa abierta, muestran estabilidad debido a la transición del anillo central de

formas quinoidales a aromáticas, por estructuras de resonancia con anillos aromáticos

tipo Hückel. Sin embargo, ciertos cambios estructurales pueden inducir la adopción

de un carácter mixto entre diferentes estructuras de resonancia involucrando anillos

de 4n + 2 y 4n electrones Ã, con características aromáticas híbridas de tipo Hückel–

Baird. La falta de técnicas espectroscópicas definitivas para elucidar la estructura

electrónica de estas moléculas en el estado excitado—clave para el desarrollo de

nuevos materiales— subraya la importancia de llevar a cabo análisis y evaluaciones

computacionales exhaustivos. Tal y como se detalla en el Capítulo 4, hemos analizado

sistemáticamente diradicaloides de Kekulé diferentemente sustituidos proponiendo

pautas para diseñar moléculas con las propiedades deseadas y aromaticidad Hückel–

Baird en estados excitados.

El segundo bloque, correspondiente al Capítulo 5, está compuesto por cuatro

secciones dedicadas al estudio de la aromaticidad en (sub)ftalocianinas, nanografeno

curvado C80H30, iones tropilio sustituidos doblemente aromáticos y boranos poliédricos.

Cada uno presenta desafíos al evaluar la aromaticidad debido a las topologías complejas

de los sistemas limitando la aplicabilidad de los indicadores tradicionales. Sin embargo,

determinar la naturaleza (no)aromática de estos sistemas es crucial para comprender sus

propiedades. Notablemente, establecemos una correlación entre la aromaticidad de los

caminos conjugados externos y las bandas Q en los espectros de absorción UV-Vis de las

(sub)ftalocianinas. También hemos identificado un camino conjugado de 75 electrones

Ã—que no sigue ninguna de las reglas de aromaticidad conocidas—en el nanografeno

deformado, C80H30. Además, hemos propuesto derivados Ã- y Ã-doblemente aromáticos

del ion tropilio, destacando la dificultad de alcanzar doble aromaticidad debido a efectos

electrónicos y estéricos. Finalmente, hemos examinado la aromaticidad en clusters 3D
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de boro para explicar su estabilidad y obtener una comprensión más profunda de sus

enlaces químicos.
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1 Introduction

1.1 Classification in Chemistry

As human beings, we possess an innate drive to understand the world that surrounds

us. Whether this drive is motivated by a natural survival instinct or by cultural

components, there is an imaginative dimension that sets us apart from other known

species. Our investigative attitude and capacity for communication emerged at the

end of the Pliocene, about 2.5 million years ago, and has evolved since then. As a

result, homo sapiens are endowed with great communication capacity, creativity, and

the ability to establish intuitive and abstract connections. All these traits truly took

off with the transition from prehistory to history, marking the era when the first texts

began to document our understanding and experiences. This milestone initiated a

continuum of progress and development that continues to the present day.

“Science is organized knowledge.”

– attributed to Immanuel Kant (1724-1804)

As knowledge became systematized and more readily disseminated across genera-

tions, the foundational elements of contemporary natural sciences started to emerge.

Ancient civilizations in Egypt and Mesopotamia initiated structured investigations

into physical phenomena. Thinkers and philosophers from Greek, Indian, and other

cultures began to ask themselves the big question: ‘What really is everything?’. They

hypothesized that matter was composed of small indivisible particles. Indeed, the

Greek natural philosophers Leucippus and Democritus introduced the word atomos,

meaning ‘uncuttable’, to refer to these elementary particles [1]. However, it was not

until the early 1800s that a solid atomic theory gained acceptance within the scientific

community after John Dalton’s empirical observations led him to propose that common

substances always break down into a consistent set of elements in fixed ratios [2].
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Building upon the foundations of atomic theory, the subsequent discovery of an

increasing number of elements called for a systematic way to organize this growing body

of knowledge. This led to the creation of the periodic table of elements (Figure 1.1),

probably the most iconic symbol of chemistry and an exemplary model of organization

within the field. Moseley’s periodic table contains the physical elements arranged

according to their atomic number, electronic configuration, and properties. This

modern periodic table, along with previous arrangements including major contributions

by Lavoisier, Döbereiner, Mendeleev, and others [3], provided a coherent framework,

which not only facilitated the categorization of known elements during the 19th century

but also enabled accurate predictions of the properties of elements that had yet to be

discovered.

Figure 1.1 Periodic table of the chemical elements. On top are a truncated Moeller diagram
and a Bohr-Rutherford diagram for the N atom.

While the periodic table serves as a primary framework for the classification of

elements, symmetry provides a fundamental basis for categorizing and understanding

molecular structures and reactivity. Importantly, the concept of symmetry extends

beyond the chemistry realm; numerous unrelated examples of objects, phenomena,

and theories demonstrate the involvement of symmetry. One beautiful case is the

discovery of buckminsterfullerene, C60, as shown in Figure 1.2a. In this instance,

symmetry served as the link between architecture and chemistry, playing a crucial

role in the discovery. In 1985, Kroto, Curl, Smalley, and coworkers made the pivotal
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discovery [4] that would lead them to win the Nobel Prize in Chemistry eleven years

later. Although C60 had previously been detected by mass spectrometry [5], its exact

structure remained unidentified until this team related the mass peak of 720 to its

icosahedral structure. This identification was inspired by the architectural designs of

Buckminster Fuller. Fuller, even not the original inventor, coined and popularized the

term geodesic dome, and designed several prominent examples, such as the Montreal

Biosphère (Figure 1.2b and c) [6].

Figure 1.2 Structure of fullerene and geodesic domes. a) The molecular structure of C60.
b) The Montreal Biosphère Museum, illustrating geodesic dome architecture, originally
constructed in 1967 for the International and Universal Exposition. Image adapted from
an original by Ralf Roletschek, 2017. Accessed via http://www.roletschek.at. c) Original
drawings of Fuller’s geodesic domes. Adapted from reference [7].

This is but one example, highlighting the substantial and extensive role of symmetry

in chemistry. Beyond its utility for making predictions based on geometries and

Lewis structures, its most critical application resides in the use of group theory in

quantum mechanics. The foundational relationship between group theory and quantum

mechanics was established in the late 1920s by a group of scientists including Weyl,

Wigner, Heisenberg, and others [8]. This became extremely useful with the arrival of

computational quantum chemistry in the later half of the 20th century, serving as a

practical tool for researchers.

The consideration of molecular symmetry, when present, not only reduces the cost

of solving equations but also allows us to get useful information about the properties

of molecules from which their structures can be predicted. To achieve this, molecules

must be classified according to their symmetry elements and operations: identity, n-fold
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rotation axis, plane of symmetry, rotary-reflection axis, and center of symmetry, which

are represented as E, Cn, Ã, Sn, and i, respectively. Based on the symmetry elements,

we can determine the point group to which a molecule belongs. The advantage of

this classification is that, once the point group is established, the complexity of the

individual molecule becomes less important. Instead, we can focus on a geometric body

that exhibits the corresponding symmetry properties [9]. Practically speaking, the

systematic approach for determining point groups involves a flow chart, exemplified in

Figure 1.3, which, in this case, reveals that the point group of C60 is Ih.

Figure 1.3 Symmetry flow chart for determining the point group of a molecule exemplifying
the case of C60.

The previous examples prove that classification is not just a method for imposing

order on a chaotic collection of data; it is a tool that drives scientific investigation and

enhances our ability to make meaningful advancements.

Considering the importance of organization in science, and since we mentioned

computational chemistry, it is noteworthy that the Catalan, Basque, Spanish, and

French words for the term computer are derived from the Latin ‘ordinator ’ «one who

orders» [10]. This etymology underscores the role of computers in organizing and

systematizing data. Moreover, with artificial intelligence, this capacity for order is

evolving and serves also as a feedback mechanism that enhances algorithmic learning [11].

Computers are not only sorting information but are now also discerning patterns and

predicting behaviors within chemical systems [12, 13]. This expands the boundaries

of classification and helps us to uncover hidden aspects, undetectable by human

rationale alone.
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This sophisticated level of organization and analysis is particularly crucial in

chemistry. The comparative analysis of atoms, molecular fragments, or entire molecules

is fundamental for quantifying their distinct characteristics. These comparisons are

typically made using simple models or more elaborate computational methods based on

classic or quantum mechanics. Whether these quantities are physical observables (e.g.,

geometries, energies, or dipole moments) or quantities that cannot be directly measured

(e.g., covalent radii, bond order, or aromaticity), they are key for understanding the

material’s nature [14]. Non-observable quantities lack concrete reference values and

thus they can have multiple metrics, which may not apply universally. Despite their

ambiguity, the practical value of these concepts—enabling communication among

researchers in the chemistry community—has been consistently demonstrated [15–18],

warranting continued efforts to refine their definitions and broaden their applicability.

As previously mentioned, computational chemistry employs computer simulations,

signifying a paradigm shift in the analysis and comprehension of chemical data. It ex-

tends beyond traditional boundaries, transforming molecule classification and analysis

into predictive and insightful tools. This branch of chemistry encompasses many areas

of study, and its influence extends to every domain of chemistry, offering deep insights

into both experimental and theoretical aspects. This thesis narrows its focus to one

such domain: the study of aromaticity as a tool for characterizing complex molecular

systems in their ground and low-lying excited states. We investigate whether aromatic

character correlates with specific molecular properties while exploring the utility and

limitations of various aromaticity indicators. Additionally, we offer guidelines for

molecular design to achieve particular aromatic features. Through this work, we aim

to contribute to the accurate classification of chemical systems, thereby facilitating

advancements in practical applications within the field.

1.2 Aromaticity

Aromaticity is a long-standing concept in chemistry, useful for understanding both the

electronic structure and reactivity of molecules. It is associated to cyclic systems, which

show enhanced stability due to electron delocalization and often display distinctive

magnetic and electronic properties. Although originally linked to the elucidation

of benzene-like compounds and their unique stability, the scope of aromaticity and

antiaromaticity has been extended to other domains like heterocycles, saturated
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inorganic rings with Ã-, Ã-, ¶-, or φ-aromaticity, or any combination thereof, as well

as three-dimensional compounds [19]. Moreover, the concept extends beyond ground

states to include excited states [20] and it is also used in transition states [21] and

not only in stable compounds, presenting unique challenges that have yet to be fully

addressed. In light of these complexities, arising from molecular topology or the

specific state under consideration, and given the wide variety of existing descriptors

and evaluation criteria, a meticulous analysis is needed for an accurate rationalization

of experimental evidence [22]. In this section, we review the historical evolution of the

concept, the differences between intrinsic and response aromaticity, the state of the art,

and today’s challenges in the aromaticity areas more related to this thesis—excited

states and topologically complex systems.

1.2.1 The Concept’s Journey

The history of aromaticity began with the discovery and synthesis of benzene. In

1825, Michael Faraday (Figure 1.4) isolated a compound from the oily mixture used in

lamps, which exhibited a simple 1:1 carbon to hydrogen (C/H) ratio, and he termed it

‘bicarburet of hydrogen’ [23, 24]. A few years later, Eilhard Mitscherlich synthesized

the same compound by heating benzoic acid derived from benzoin, naming it ‘benzin’

[25], and deduced its chemical formula to be C6H6. The nineteenth century saw

a proliferation of similar findings, with many other compounds showing low C/H

ratios and pleasant smells that seemed related to benzene. At that time, August

Wilhelm von Hofmann was the first to use the term aromatic to refer to this group

of compounds [26].

In the years after its discovery, the structure of benzene was not clearly understood

until 1865, when Friedrich August Kekulé proposed its cyclic structure with alternating

Figure 1.4 Postage stamps from different countries commemorating Faraday and Kekulé for
their scientific contributions. Images adapted from [27].
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single and double bonds [28]. This significant discovery was later celebrated at the

‘Benzolfest’, marking 25 years since his seminal contribution. At that event, Kekulé

narrated the famous anecdote of his dream about the Ouroboros, the serpent eating

its own tail, which inspired his proposal of benzene’s cyclic structure [29].

With the increasing number of aromatic compounds discovered, the aromaticity

concept continued to evolve, expanding from a focus on benzene derivatives, which were

characterized by structural comparison, to encompassing a larger variety of compounds

with chemical properties similar to benzene, especially in terms of reactivity. The

synthesis of heteroaromatic compounds such as pyridine [30], along with polycyclic

hydrocarbons like naphthalene [31], highlighted the need to reevaluate the criteria

for aromaticity. Moreover, the original Kekulé’s structure had limitations to explain

experimental evidence. For instance, such a structure would suggest the existence of two

isomers of 1,2-disubstituted benzene, while only one was observed. Kekulé subsequently

proposed a model that accounted for the resonance hybrid of two structures, a concept

that introduced the idea of delocalized Ã-electrons [19, 32]. Also from comparing the

stability of aromatic compounds to aliphatic analogs, they considered the hypothesis

that the unusual stability could be given due to their cyclic resonant structures.

However, the discovery and analysis of the properties of cyclooctatetraene (COT), an

[8]annulene with two resonant forms (analogous to those of benzene), revealed that this

compound had similar properties to a non-cyclic olefinic molecule [33]. Furthermore,

this evidence showed that the depiction of benzene as a resonance hybrid does not

entirely account for its extraordinary stability.

An important breakthrough came with the advent of quantum mechanics [34] and

the development of molecular orbital (MO) theory [35]. These scientific advancements

revolutionized the understanding of chemical bonding and molecular structures. Par-

ticularly useful was Hückel molecular orbital theory [36], explaining why benzene—a

symmetric molecule, with no distinguishable single or double bonds between carbon

atoms—exhibits aromaticity, in contrast to COT, which does not. In 1931, Hückel [37–

40] proposed his rule stating that monocyclic, planar systems that contain conjugated

bonds will be aromatic (A) if they have 4n + 2 Ã-electrons and antiaromatic (AA)

if they have 4n Ã-electrons (where n = 0, 1, 2, 3, . . . ).a In reality, the most stable

aHückel’s foundational work demonstrated MO distribution and implicitly established the 4n + 2 rule
for stable compounds with completely filled MO shells, and the 4n rule for unstable, incomplete
shells. Doering and Detert [41] formulated the 4n + 2 rule; with the synthesis of C7H+

7 by Doering
and Knox [42] being the first experimental verification of this rule. The term ‘antiaromatic’ referring
to 4n π-electron species was first introduced by Breslow [43].
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conformers of COT and a majority of the larger annulenes do not exhibit antiaromatic

characteristics; their substantial ring sizes allow for flexible, puckered geometries that

mitigate potential antiaromatic behavior.

The better understanding of electronic structures, promoted by improved exper-

imental techniques and theoretical approaches, broadened significantly the scope of

aromaticity. This resulted in a further extension of the concept to macromolecular

systems [44–48], inorganic chemistry [49–55], three-dimensional aromaticity [56–60],

and aromaticity in different orbital groups, delocalized Ã, ¶, and φ electrons [54, 61–63].

Even including aromatic excited Ã, Ã* states, as exemplified by the formulation of

Baird’s rule in 1972 [64] and numerous subsequent studies [20, 65–71], among other

discoveries highlighted in Figure 1.5. Nowadays, with nearly two centuries of history,

aromaticity is still a crucial concept in chemistry. Despite the lack of a universally

accepted definition of it [72], there is consensus on certain characteristic properties.

Among these, cyclic electron delocalization and enhanced thermodynamic stability

are pivotal [19, 73]. Other common features include bond length equalization, large

magnetic anisotropies, which influence the nuclear magnetic resonance (NMR) chemical

shifts, and distinctive spectroscopic properties. The indirect manifestations of aro-

maticity are commonly evaluated by using electronic, energetic, reactivity, geometric,

and magnetic aromaticity indices. However, none of these represents a unique and

straightforward measurement of aromaticity, and finding a definitive and quantitative

measure of aromaticity remains a central challenge in the field.

A summary of the current aromaticity classifications [19] is presented in Figure 1.6.

The diagram shows various compound classes, spatial or orbital configuration, electronic

states (encompassing the ground, excited, and transition states), and the origin (intrinsic

or response) of this aromaticity. Lastly, there are different families of methods used

to characterize aromaticity based on electronic, energetic, reactivity, magnetic, and

geometric manifestations together with various aromaticity rules [74].

The aromatic character of a molecule can often fall into multiple categories, for

example, we can examine the case of a six-porphyrin nanoring (Figure 1.10b). This

compound is categorized within the heterocyclic macrocycles, which are a subset of

organic compounds. Topologically, it exhibits two-dimensional Ã-conjugation and the

requisite elements for Hückel-type aromaticity. Despite possessing the potential for

global aromaticity, it demonstrates only local electron delocalization within each por-

phyrin unit. This localized aromatic behavior is attributed to the limited delocalization
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Figure 1.6 Overview of Aromaticity types. The representation of Hückel and Möbius
topology has been reproduced with permission from ref. [75].

across the butadiyne linkages [76, 77]. In this case, aromaticity has been primarily

investigated for the ground state, although several oxidation states have been analyzed.

Finally, it has been noted that certain molecules, while inherently non-aromatic, may

acquire aromatic-like properties when interacting with an applied magnetic field (B0).

Consequently, the molecule will only have some of the common aromatic features in

the presence of B0 [78, 79]. The complexity of the previously discussed compound

exemplifies very well the intricate nature of molecular systems encountered in con-

temporary chemistry [77, 80]. It also demonstrates the multiple factors that must be

considered for the evaluation of aromaticity, which can bring interesting insights for

comprehending the behavior of chemical systems. However, aromaticity can become a

complex and potentially misleading concept if not applied judiciously, thus an in-depth

analysis is required. Furthermore, leading experts in the field have highlighted a trend

towards claiming the discovery of new types of aromaticity. They suggest a shift in

focus towards identifying unifying patterns within aromatic systems, which could lead

to a broader and more generalized understanding, rather than exclusively pursuing

novel forms of aromaticity [22, 81].

In the next sections, we discuss in more detail the differences between intrinsic and

response aromaticity, which are crucial aspects for the correct evaluation of this property.

Additionally, we address the challenges in characterizing aromaticity in excited states,
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macrocyclic, and multidimensional cases including 3D or double aromaticity, for which

traditional indices and understandings, originally developed for ground state, and

(planar) small molecules, may fall short or are not applicable.

1.2.2 Intrinsic and Response-Based Aromaticity

Magnetic criterion of aromaticity is the most commonly employed when conducting

aromaticity analyses [82]. These appear in a significant portion of the research papers

published in this area, and are usually used as the exclusive metric for determining

a molecule’s aromatic character. The popularity of computational tools based on

magnetic properties of aromatic rings, especially the nucleus-independent chemical

shifts (NICS) [83], is due to its straightforward use (readily available in many quantum

chemistry programs) and having more accessible interpretations than those of other

methods, particularly from an experimentalist’s viewpoint. NICS and other magnetic

indices aim to capture the response of delocalized Ã-, Ã-, ¶-, or φ-electrons to an

external magnetic field. The electrons circulate around the ring generating an induced

magnetic field of its own (Figure 1.7a). This circulation of electrons is known as ring

current. To specifically capture the magnetic resonance effects attributable to this ring

Figure 1.7 a) Ring currents (in violet), induced magnetic field (in magenta), and applied
magnetic field (B0, grey arrow). Chemical shifts (δ) in ppm for various hydrogen atoms in b)
[16]annulene in its dianion and neutral forms [84], c) [34,10][7]-metacyclophane [85], and d)
1,6-methano[10]annulene [86] and 1,6-ethano[10]annulene [87]. For clarity, only important
hydrogen atoms are shown.
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current, NICS measurements are commonly taken at the ring’s center. This is typically

achieved by placing a ‘dummy atom’, an artificial point without actual physical presence,

at the geometric center of the ring. The NICS value is then calculated at the location

of this dummy atom, effectively quantifying the magnetic shielding or deshielding effect

caused by the ring current. For more detail, refer to Section 2.4.

Although ring currents are not directly measurable experimentally, their effects

are inferred from NMR spectroscopic data, specifically regarding the chemical shifts

(denoted by ¶) of nuclei in different molecular environments. Aromatic molecules

exhibit distinct 1H-NMR chemical shifts, different from the typical values for non-

aromatic protons [88], due to diatropic (clockwise) ring currents. External protons

in aromatic rings typically resonate at higher chemical shifts (lower field, deshielded)

around 6.5 to 9.0 ppm. Conversely, internal protons appear at lower chemical shifts

(higher field, shielded), as observed for the H atoms highlighted in magenta in the

aromatic molecules presented in Figure 1.7b, c, and d with ¶ values ranging from −8.17

to −0.50 ppm. In contrast, antiaromatic molecules with paratropic (counterclockwise)

net ring currents present an induced magnetic field that opposes B0 on the outside

and reinforces it at the center of the ring. Thus, the amount of (de)shielding can be

used to quantify aromatic character experimentally or computationally, as detailed in

Section 2.4 of the Methodology.

While magnetic indices used to evaluate aromaticity are focused on the response

of the electron density to an external magnetic field, it is crucial to recognize that

aromaticity is an intrinsic characteristic of certain molecules. Thus, it must exist

independently of any external perturbations. For a molecule to be considered aro-

matic, it must inherently possess specific features: electron delocalization, a particular

molecular structure, and increased stability unique to aromatic compounds. Although

magnetic indices can, in some cases, correlate well with other measures of aromaticity

[82], there are examples where the magnetic aspect of aromaticity diverges from the

results obtained with electronic and energetic criteria [62, 78, 89–99].

An increasing number of research studies demonstrate significant differences in the

assessments of (anti)aromaticity between magnetic and other classes of aromaticity

descriptors. Magnetic measures often exaggerate aromatic or antiaromatic character

when compared to energetic, electronic, and/or geometric indices. One example is

the overestimation of aromaticity in planar geometries, like in (N6H6)2+ and C2N4H6,

which sustain ring currents comparable to benzene but are far less aromatic according
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to an electronic criterion [91]. Similarly, the most stable isomer of B4N4H8 (azabora-

cyclooctatetraene) in the T1 state shows weak or non-aromatic characteristics based

on energetic and electronic indices, but magnetic descriptors suggest considerable

Baird-aromaticity [100]. Moreover, the study of radical ions of monocyclic hydrocar-

bons (including benzene, pyridine, and the three diazines among others) reveals that

magnetic descriptors like ring currents are not reliable indicators of energetic stability

[78]. Other works also indicate that while magnetic descriptors classify certain systems

as highly aromatic, their electronic and energetic evaluations do not corroborate this

[101]. This includes findings on expanded porphyrins [102] and porphyrin nanorings

[76, 77], where discrepancies between magnetic and energetic or electronic descriptors

are even more evidenced due to the complex interplay of local and global macrocyclic

ring currents. Additionally, our research on B12I12 clusters [101], presented in Section

5.4.3 of Chapter 5, further supports that magnetic descriptors do not consistently align

with other descriptors and aromatic stability. These studies collectively underline the

need for a careful interpretation of aromaticity results, recognizing the limitations and

biases of different descriptors.

In summary, while magnetic indices are widely used and are important tools for

aromaticity analysis, they often overestimate molecular aromatic and antiaromatic

character. The evidence provided by the aforementioned studies together with other

studies pointing to a lack of connection between magnetic properties and energetic sta-

bility [103] or electron delocalization [104], calls for a necessary differentiating ‘response

aromaticity’, linked to magnetic aspects, from ‘intrinsic aromaticity’, associated to

electronic, energetic, and structural factors [22]. Therefore, for a complete assessment

of aromaticity, we should incorporate multiple descriptors, recognizing that magnetic

and electronic or energetic indices, having distinct origins, may not consistently agree

in their conclusions about the aromatic nature of the systems.

1.2.3 Challenges in Excited State, Macrocyclic, and

Multidimensional Cases

The electronic configuration of a molecule in its excited state(s) is often more complex

than in its ground state, presenting hurdles in aromaticity assessment. Similarly, the

structures of polycyclic and/or macrocyclic compounds with multiple (and sometimes

large) delocalization pathways, are complicated to understand using traditional views

of aromaticity. Furthermore, multidimensional molecular systems (e.g. double aromatic

or three-dimensional systems), where multiple interactions come into play, add more
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complexity in understanding and evaluating aromatic properties. This section aims

to provide a comprehensive review of the current literature discussing and addressing

some of the theories and present challenges of aromaticity evaluation in these complex

situations.

Excited State Aromaticity

The extension of the aromaticity concept to excited states took place with the ratio-

nalization of the Woodward-Hoffmann rules for pericyclic reactions [105, 106] and the

posterior introduction of Baird’s rule [64]. In recent years, excited state aromaticity

(ESA) has been utilized gradually more to rationalize and interpret experimental

and computational findings [20, 107, 108]. Unfortunately, in some cases, Baird’s rule

has been applied erroneously, leading to misinterpretations [109–111]. In contrast to

Hückel’s rule, Baird’s rule states that annulenes with 4n Ã-electrons are aromatic in

their low-lying singlet and triplet excited Ã, Ã* states (S1 and T1) while those with

4n+ 2 are antiaromatic (see Figure 1.8).

Figure 1.8 Hückel and Baird aromaticity rules exemplified by the distribution of electrons in
π-molecular orbitals in S0 of benzene (left) and low-lying T or S (colored grey in parentheses)
excited state of benzene dication (right). Where ‘A’ = aromaticity; ‘AA’ = antiaromaticity.

This form of excited state (anti)aromaticity is only applicable in monocyclic cases.

It is important to note that Baird’s rule was originally developed for Ã, Ã* states and

assumes that the excitation is localized within the ring [112]. Moreover, it depends

on electronic changes associated with a simple one-electron excitation, usually from

the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular

orbital (LUMO) [113]. This excludes other instances such as heteroaromatic molecules

with n,Ã* S1 and/or T1 states [111], and diverse systems where the excitation has
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Ã, Ã*, Rydberg, or metal to ligand charge transfer (MLCT) character, among others.

This rule’s applicability is further restricted to cases where the electronic excitation

does not extend to orbitals outside the ring fragment. Furthermore, the correlation

between 4n electron count and aromaticity stabilization becomes less pronounced with

increasing ring size, thereby restricting the relevance of this rule in macrocyclic rings

[114, 115]. Despite this, Baird’s rule and extensions of this rule (reformulated versions

or in combination with Clar’s rule) have been successfully applied in the latter case

[70, 115, 116].

A less common but still observed situation is that even in the excited state, the

aromatic nature of the molecule must be interpreted in terms of Hückel aromaticity.

This occurs when the excitation involves an alteration of the number of Ã-electrons

in the ring, usually due to electron(s) transferred between the ring and exocyclic

substituents. This situation is more prevalent in molecules that transition from non-

aromatic S0 to aromatic in higher excited states (S or T). This is the case of the

T1 of Cibalackrot-type compounds [117] and the bright S2 of a 6-aminosubstituted

fulvene-based molecular motor [118]. Or the case of quinoid compounds in their T1 and

S1 states, which can present a Hückel–Baird hybrid character [109, 110]. The latter

systems are an object of study in this thesis presented in Chapter 4.

In all the scenarios previously described, a key aspect is the change in the total

electron count, encompassing Ã, Ã, or other orbitals. This change, whether it occurs

due to electron transitions between different groups of orbitals (Ã, n, . . . → Ã*, and

others) or between orbitals localized in the ring and orbitals centered in other parts of

the molecule, is critical in determining the applicability of Hückel and Baird aromaticity

rules. Thus, it will be useful to use a more general method to characterize aromaticity.

To address the challenges of applying these rules in the case of aromatic radical systems

(open-shell configurations) Mandado et al. [119] proposed the use of the Hückel rule

separated into ³ and ´ spin contributions, as illustrated in Figure 1.9.

This adaptation, known as Mandado’s 2n + 1 rule for separate spins [119], facilitates

the aromaticity assessment in certain cases. Following the examples of S0 of benzene

and T1 of benzene dication, according to this rule, these states can be interpreted as

comprising two Hückel-aromatic subsystems: one with 2n + 1 Ãα-electrons and another

with 2m + 1 Ãβ-electrons, where n = m = 1 for benzene and n = m + 1 with m = 0

for benzene dication. This partitioning approach is particularly useful for interpreting

conflicting aromaticities observed in states such as the 1n,Ã* and 3n,Ã* excited states
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Figure 1.9 Mandado’s 2n + 1 rule of aromaticity for separate spins exemplified by the
distribution of electrons in π-molecular orbitals in S0 of benzene (left) and T1 of benzene
dication (right).

of pyridine and other heteroaromatics. These cases often involve one antiaromatic

4 Ã-electron subsystem and an aromatic 3 Ã-electron subsystem [111]. Additionally,

Mandado’s rule can effectively distinguish between Baird and Hückel aromatic cycles

in computational analyses [109, 110, 117].

Finally, it is important to highlight the difficulty of investigating (anti)aromaticity

effects in excited states or open-shell (OS) radical molecules, independently of the

excited state character. The study of excited states is more intricate than analyzing

properties in the ground state [107]. Standard methods like density functional theory

(DFT) may not suffice for accurate electronic structure description in these cases,

especially for excited singlet states, often necessitating the use of more advanced

techniques like time-dependent DFT or multi-configuration methods such as CASSCF.

These methods are more complex to apply and interpret. Moreover, the calculation

of certain aromaticity indices, straightforward in the S0 state, encounters additional

complications in excited states. For instance, indices like NICS require specialized

CASSCF treatment in the case of singlet excited states [68]. Similarly, other indices

such as HOMA or FLU may be less applicable due to the lack of suitable reference

systems. Additionally, the calculation of excited states can be constrained by the

limitations of available methodologies, making their analysis more challenging.

Similarly, experimental investigation of the electronic structure and behavior of

excited-state (anti)aromatic molecules faces significant challenges. For instance, the use

of NMR spectroscopy for excited states is uncommon and limited to specific research

areas, hindering direct structure examination, unlike with ground-state molecules. Tech-
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niques like transient absorption spectroscopy [120–122], used for studying electronic

state dynamics, only measure the energy difference between states, thus providing

ambiguous insights into the properties of individual states. Furthermore, direct struc-

tural characterization methods, such as X-ray crystallography, are not available in

the excited state, preventing the measurement of changes in bond lengths and other

structural parameters upon excitation. These limitations highlight the importance of

using theoretical and computational methodologies to understand the excited-state

(anti)aromatic systems. However, without meticulous evaluation, computational data

on (anti)aromaticity effects in excited states might lead to more confusion than clar-

ity. Hence, a deep understanding and careful application of advanced computational

techniques are crucial in deriving meaningful insights from such studies.

Aromaticity in Macrocyclic and Polycyclic Compounds

Understanding the electronic structure of macrocyclic and polycyclic compounds

presents unique challenges due to factors such as torsional strain, conformational flexi-

bility, and incorporation of heteroatoms. The study of aromaticity in these compounds,

characterized by large cyclic systems and/or multiple interconnected rings, involves

understanding both macrocyclic and global aromaticity. Macrocyclic aromaticity is

related to individual pathways of Ã-electron circulation along the macroscopic ring,

while global aromaticity refers to electron delocalization across the entire molecule (su-

perposition of multiple pathways). Moreover, these compounds can exhibit macrocyclic

electron delocalization, or have aromatic characteristics limited to specific regions (i.e.

local aromaticity), reflecting the interplay of local, macrocyclic and global aromaticity

[48, 123, 124]. To clarify the distinction of these concepts, local and macrocyclic aro-

maticity are typically assessed computationally with aromaticity indices that require

using defined atomic sequences. In contrast, global aromaticity is more effectively

evaluated through visualization techniques based on the inspection of the electron

density or the magnetic currents obtained with response methods [125]. These different

kinds of aromaticity are typically found in certain porphyrins, with locally aromatic

pyrrole rings and extended Ã-conjugated macrocyclic pathways (Figure 1.10a), both

contributing to global aromaticity [126]. This was also expected in more complex

systems like the previously mentioned porphyrin nanoring [47] (Figure 1.10b), where

local aromaticity occurs within each individual porphyrin unit, and potential global

aromaticity would be represented by an electron circuit along its entire perimeter.b

bThe existence of global aromaticity has not been confirmed by electronic aromaticity measures.
Furthermore, their apparent detection using magnetic measures [47, 127] is highly influenced by the
choice of density functional approximation, as demonstrated by Casademont-Reig et al. [77, 128].
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Figure 1.10 Structures of a) porphyrin and oxidized porphyrin with the conjugation pathway,
according to the annulene model, highlighted in red (aromatic) and green (antiaromatic).
Figure adapted from ref. [129]. And b) six-porphyrin nanoring with the aryl group substituents
(Ar) corresponding to 3,5-bis(trihexylsilyl))phenyl. Figure adapted from ref. [76].

To rationalize the aromaticity in these species, the use of empirical rules offers a

systematic approach to predict and comprehend their aromatic characteristics. The

Hückel rule, initially designed for planar monocyclic molecules such as annulenes, has

been adapted or supplemented with new rules for its application to more intricate

macrocyclic systems. Continuing with the example of the parent porphyrin, its

aromaticity has been traditionally equated to an 18 Ã-electron aromatic cycle, similar

to [18]annulene, thus conforming to the Hückel rule [130]. However, this comparison

with analog annulenes is not that simple since many macrocyclic compounds exhibit

enhanced conformational flexibility, resulting in non-planar structures. This is seen

in examples such as porphyrin derivatives like p-benziporphyrins and other Möbius

expanded porphyrins, and subphthalocyanines. The former are categorized under

Möbius aromaticity [131, 132], a phenomenon observable in large [n]annulenes and

expanded porphyrins that can be synthesized by inducing a 180º phase shift (topology

panel in Figure 1.6 and Figure 1.11a), aligning them with the Möbius symmetry of their

hydrocarbon framework and Ã-molecular orbitals. In these cases, the large size of the

ring facilitates adequate Ã-overlap stabilization and in a closed-shell (CS) configuration

they will be Möbius aromatic with 4n Ã-electrons. Subphthalocyanines (Figure 1.11b),

on the other hand, are composed of three diiminoisoindole rings N-fused around a

central boron core. This arrangement forces the structure into a non-planar, bowl-
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shaped geometry, which is a result of the coordination of the central boron atom and the

significant degree of ring strain [133, 134]. These cases exemplify the propensity of larger

rings to adopt non-planar structures, introducing an additional layer of complexity.

Furthermore, it has been observed that in annulenes and other macrocyclic systems,

the degree of aromatic character tends to diminish as the ring size increases [135, 136].

This trend complicates the interpretation of aromaticity measures, particularly because

distinguishing between different aromatic systems becomes more challenging when

dealing with very small values. Additionally, this observation highlights a growing

difficulty in identifying larger aromatic molecules, especially when seeking global

electron delocalization.

Additional complications arise in the evaluation of polycyclic aromatic hydrocarbons

(PAHs), such as coronene (Figure 1.11c), and related nanographene structures with

fused rings. While PAHs are not strictly macrocycles, they can feature large aromatic

circuits along their perimeters or within other regions. These large circuits can

present challenges in assessing aromaticity that are similar to those encountered with

macrocycles. For coronene, direct application of the Hückel rule suggests antiaromaticity

due to its 24 Ã-electrons. However, coronene exhibits aromatic behavior [137]. This

discrepancy necessitates a modified approach to electron counting, as proposed by

Platt and Clar [138–140]. Platt’s model treats the Ã-electrons of the perimeter as an

annulene, to which the Hückel rule is applicable, while considering the inner core merely

a perturbation. Under this framework, the Ã-electron count fulfills Hückel’s rule with

18 Ã-electrons. Clar’s Ã-sextet rule, however, provides a more detailed understanding

of PAH aromaticity. This rule explains the aromatic character of PAHs in terms of

the distribution and resonance stabilization provided by Ã-sextets, which are localized

configurations of six Ã-electrons in a hexagonal ring. According to Clar, a PAH is most

Figure 1.11 Structures of a) free-base di-p-benzi[28]hexaphyrin, with the conjugation
pathway underlined in red, b) boron subphthalocyanine chloride, and c) coronene, with the
perimeter corresponding to the aromatic circuit underlined in red.
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stable, and thus most aromatic, when it has the maximum number of disjointed

(non-overlapping) Ã-sextets. This principle is particularly insightful for analyzing

the aromatic stability of complex PAHs. It suggests that the aromatic character is

not uniformly distributed across the entire molecule but is concentrated in specific

regions containing these Ã-sextets. Clar’s rule is limited to molecules formed by six-

membered rings (6-MRs), thus Glidewell and Lloyd’s proposed an extension allowing

the consideration of other ring sizes [141]. The application of these theories has been

successfully used to predict the structure and reactivity of PAHs [142]. This rule is

particularly useful in identifying areas of concentrated aromatic character, which are

often chemically inert. Additionally, assessing aromaticity in polycyclic compounds,

especially through magnetic criteria, can be challenging. In larger PAHs with fused

rings, it is important to determine whether aromaticity is cumulative or competitive

across the rings [143]. The interplay of localized and delocalized electronic states

and the coexistence of aromatic and antiaromatic influences in adjacent rings add

complexity to the overall evaluation of the molecule’s aromatic character.

Alongside the previously discussed complexities, the dimensions of these molecules

with large ring sizes introduce a distinct set of challenges. These often lead to a

heterogeneous distribution of electron delocalization, which is a critical factor when

considering aromatic properties. This variability in electron distribution directly

impacts the effectiveness of traditional aromaticity indices based on references (e.g.

HOMA and FLU), which are typically calibrated for smaller, more homogeneous

systems. Furthermore, the implications of this size-related complexity extend to both

experimental and computational methods. In the realm of experimental analysis,

techniques like Nuclear Magnetic Resonance spectroscopy, essential for aromaticity

assessment, may yield complex and overlapping signals due to the varied resonances

from different parts of these expansive rings. On the computational side, the preferred

method for modeling this systems, i.e. DFT, has limitations in accurately modeling the

long-range interactions characteristic of these large and flexible molecular structures

[76, 144–146]. A careful evaluation of the appropriate level of theory is particularly

challenging in aromaticity studies due to the lack of reference values. Additionally,

the most reliable electronic aromaticity measure [147, 148], MCI, suffers from size

limitations, necessitating the use of approximate methods [18] for evaluating the

aromatic character of these compounds (see Methodology for further details).

Experimental techniques are indispensable in assessing the aromaticity of macro-

cycles. Techniques like X-ray crystallography provide direct insights into molecular
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geometry, while methods such as atomic force microscopy, 1H-NMR, UV-Vis, and

other spectroscopies offer valuable indirect evidence of aromaticity. The core challenge

lies in how aromaticity is characterized rather than in the concept itself, given its

multidimensional nature. A key objective is to enhance the correlation between com-

putational 1H-NMR calculations and experimental findings, going beyond functional

improvements to more accurately reproduce experimental conditions in computational

models. This is crucial for understanding large, flexible molecules like nanorings,

where dynamics, aggregation effects, and vibrational considerations are significant. By

combining expertise from both fields, we aim to deepen our understanding of complex

chemical phenomena and significantly refine our theoretical models. Ultimately, this

collaborative approach is poised to offer profound insights into the chemistry of these

demanding species, thereby enhancing the accuracy and relevance of computational

chemistry in real-world applications.

Double Aromaticity

Aromaticity, traditionally associated with Ã-delocalized electrons, is also present in all-

metal and semimetal clusters through additional forms such as Ã, ¶, and φ aromaticity

[49, 51, 53]. These different types of aromatic characters can coexist, leading to double

or triple aromaticity. However, such multiple aromaticity is particularly rare in organic

molecules, where Ã and Ã aromaticity are more common, with double aromaticity being

an exceptional occurrence [61, 149, 150].

Hückel’s and Baird’s rules, initially developed for Ã systems, extend to Ã aromaticity

as well. This similarity also applies to the indices used for aromaticity evaluation. Con-

sequently, characterizing double aromaticity in principle involves the same challenges

that in general aromaticity studies. These include the absence of references, discrepan-

cies among indicators, and the selection of appropriate computational methods. When

not considered carefully, these issues can lead to misconceptions about aromaticity.

For instance, cyclooctadeca-1,3,5,7,9,11,13,15,17-nonayne (commonly referred to as

cyclo[18]carbon or simply C18) with molecular formula C18 has been labeled as being

strongly aromatic with double Hückel Ãin and Ãout character [151–153]. However, in

C18, the Ã-electrons are predominantly localized in the triple bonds [152, 154], with

bond-length alternation (BLA), suggesting minimal, if any, aromaticity.

A clear example of double aromaticity in organic systems is the hexaiodobenzene

dication (C6I2+
6 ) [155, 156], which demonstrates both Hückel Ã- and Ã-aromaticity.

This is evidenced by 10 delocalized electrons contributing to Ã-aromaticity in the ring
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formed by iodine atoms, along with six in the benzene ring for Ã-aromaticity. Other

hexahalobenzene dications [157–160] have been computationally explored as potential

double aromatic compounds. Moreover, in 2018, Saito et al. reported the double

Ã- and Ã-aromatic character in hexakis(phenylselenyl)benzene dication, though the

Ã-aromaticity was found to be weak [161]. Additionally, Fowler and Havenith’s studied

computationally the double aromaticity in larger 8-MR systems C8I8
q, with different q

values from −2 to +4, and showed that significant I–I steric repulsion led to highly

puckered structures, lacking both Ã- and Ã-aromaticity [162]. This evidence, together

with the lack of diversity in the known examples shows that the design of double

aromatic organic systems presents a significant challenge (not because it is difficult to

characterize but because it is difficult to achieve).

Three Dimensional Aromaticity

The discovery of [B10H10]2− closo borane [56] and posterior studies of its electronic

structure, along with those of various derivatives [57, 58, 163, 164] meant the extension

of the aromaticity concept from two to three dimensions. The stability of some

[BnHn]2− ions has been attributed to their aromatic nature [165]. Traditional rules

for classic organic annulenes are not directly applicable to these systems, prompting

Wade to propose a new classification based on valence electron count [166, 167]. His

rule considers the polyhedron structures of closo boranes and states that closo species

are aromatic if they have 2n + 2 valence electrons, excluding those of the B–H bonds,

where n represents the number of vertices of the polyhedron (depicted as purple

spheres in Figure 1.12). Mingos also proposed a rule including all valence electrons

(incorporating the electrons from external B–H bonds), implying that systems with

a 4n+ 2 electron count are aromatic [168, 169]. These principles are equivalent and

have been integrated into a single rule referred to as the 4n + 2 Wade-Mingos rule.

Both Hückel’s and Wade-Mingos’ rule use n, but they define it differently. In Hückel’s

rule, n is a natural number representing the number of Ã electrons of the ring, while in

the Wade-Mingos’ rule for boranes, n indicates the number of B atoms, and 4n + 2

represents the number of valence electrons. In this context, a link has been drawn

between Wade-Mingos’ and Hückel’s rules, considered by some authors as “two sides of

the same coin” [170–172]. Beyond such electron counting rules, the aromatic character

of boron clusters has also been affirmed by computational studies beginning with

Aihara’s resonance energy calculations in 1978 [165], by the molecular orbitals and

their occupations, and supported by numerous subsequent investigations [172, 173].
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Figure 1.12 Molecular structures of BnHn
2− closo boranes whit n = 6, 7, 10, and 12.

The concept of 3D aromaticity extends beyond the cage-like aromaticity of icosahe-

dral boron clusters. Other recognized forms include spherical, cylindrical, octahedral,

tetrahedral, and cubic aromaticity [19]. Spherical aromaticity, in particular, is widely

recognized, having been introduced to explain the stability of fullerenes. These nearly

spherical polycyclic structures, endowed with Ã-conjugated electrons, represent another

example of 3D aromatic compounds [174]. For such systems, 2(n+1)2 Hirsch’s rule

[175, 176], offers insights by approximating the Ã-electron system of fullerenes to a

spherical electron gas that envelopes the surface of a sphere, akin to Hückel’s rule for

planar aromatic compounds [171]. This suggests a broad generalization of aromaticity

principles across different molecular topologies.

The exploration of 3D aromaticity challenges traditional models meant for planar

systems, offering profound insights into the stability and reactivity of novel molecular

architectures with significant implications for material science and nanochemistry. The

intricate nature of 3D molecular structures, however, poses substantial challenges to

characterization. Occasionally, electron counting rules are insufficient, necessitating

comprehensive analyses of the electronic structure. The ill-defined aromaticity concept,

as in previous cases, has led to erroneous interpretations. An illustrative example is the

mischaracterization of certain systems, e.g., a triphenylamine-based quinoidal bithio-

phene molecular cage, initially considered 3D aromatic [177], which subsequent research

by El Bakouri et al. revealed that it exhibits 2D aromaticity within a three-dimensional

framework [60]. The latter paper underscores the common misinterpretations and

indicates four required conditions for 3D aromaticity: (i) significant global Ã-electron

delocalization; (ii) a highly symmetrical structure manifesting at least triply degenerate

molecular orbitals (MOs); (iii) a closed-shell electronic structure, yielding the required

electron count for aromaticity; and (iv) comparable electronic and magnetic responses

in all three xyz dimensions [60].
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1.3 Understanding Leads to Design:

Materials for Practical Applications

Chemistry has a central role in facing contemporary global challenges: from energy

storage and conversion to developing cost-effective pharmaceuticals. The discovery of

new molecules and materials—such as catalysts, organic electronic components, and

drugs is at the heart of these solutions [178]. For this, we require a deep understanding

of matter at the molecular and electronic-structure level, achievable through advanced

spectroscopic techniques and quantum chemical computations.

Among all the compounds known by the end of 20th century, it was estimated

that about two-thirds are either fully aromatic or have aromatic parts [179]. This

substantial proportion along with the additional aromatic compounds discovered during

the last two decades, highlights the importance of aromaticity in chemical research. In

particular, we are interested in two general categories: (i) the excited state properties

of aromatic molecules and (ii) molecules with complex structures, e.g. macrocyclic

chemistry, nanomaterials, or boron clusters, having cyclic or 3D electron delocalization.

In this section, we delve into the relevant aspects to understand the practical

applications of excited state aromatic molecules and a variety of systems with complex

structures. We aim to demonstrate the significance of their molecular features in

various technological advancements, connecting our theoretical studies to practical uses

of aromatic systems.

1.3.1 Electronic Nature of Systems in the Excited State

Solar radiation is one of the most powerful energy sources in our planet. A large

number of phenomena such as photosynthesis, human vision, or global climate are

directly dependent on sunlight. This solar energy reaches the Earth in a wide range

of wavelengths, from ultraviolet (UV) to infrared (IR), and interacts with aromatic

and heteroaromatic molecules that are components of living matter and synthetic

materials [180]. Comprehending the interactions between light and matter is not only

fundamental for natural processes but also for developing advanced technologies that

can harness effectively this abundant energy source.
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Optimizing the use of solar radiation, as well as alternative light sources, requires a

detailed understanding of photophysical and photochemical processes. For the purpose

of this thesis, we focus on the interaction with visible and UV light, generally known

as electronic spectroscopy [181, 182]. In this spectral range, the absorption of light

promotes the transition from low-energy states, usually, the ground state (GS), to

electronically excited states (ESs). After the excitation of the sample, the excess energy

can be dissipated via radiative (with emission of light) and non-radiative mechanisms,

illustrated in Figure 1.13b. The occurrence of specific transitions and relaxation

pathways can be determined by the selection rules. These rules have their basis in the

transition moment integral, which involves the wavefunctions of the initial (Ψ) and

final (Ψ’) states and the electric dipole moment operator (µ̂). For a transition to be

fully allowed, and thus more likely to happen, it must satisfy the spin, orbital, and

vibronic selection rules. However, these rules result from a series of approximations

(e.g. the Born-Oppenheimer or orbital approximations), and in practice, formally

forbidden transitions can still occur if the selection rule is relaxed by an appropriate

perturbation, albeit always at a lower intensity than fully permitted ones.

To illustrate this point, the Jablonski diagram [183] in Figure 1.13b treats the

most common case for organic molecules, where the ground state is a singlet, S0, and

absorption mainly populates S1 and, to a lesser extent, S2. Here, T1 represents a triplet

state with the same spatial (orbital) configuration as S1. This triplet state is generally

more stable due to a combination of factors, including the application of Hund’s rule,

which dictates that higher multiplicities tend to minimize electron-electron repulsion

[184]. Despite T1 being the lowest-energy excited state, it is less likely accessed because

of the spin-forbidden nature of the intersystem crossings (ISCs). Nevertheless, if the

other competing processes, i.e., fluorescence and internal conversion, occur at low rates,

T1 can achieve a significant population. The primary requirements for an efficient ISC

are a small energy difference between states and substantial spin-orbit coupling (SOC),

which facilitates the mixing of states with different multiplicities [185, 186]. Ultimately,

the kinetics of the different processes will depend on the topology of the potential

energy surfaces (PESs) [187] of the different states involved, which will be defined by

intrinsic and extrinsic factors. Investigating the evolution of the molecular structure in

the GS and ESs is a very important task for understanding a wide range of chemical

and physical phenomena, including light-harvesting in photovoltaics [188], reactivity

patterns [189, 190], activation in photodynamic therapy [191], quenching of excited

states in photoprotection [192], and enzymatic activity [193], to name a few.
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Figure 1.13 Main photophysical molecular events. a) A beam of incident light (Bi) inter-
acting with matter giving: absorption (A), scattering (S), and luminescence (L); the rest is
transmitted (Bt). b) Jablonski energy diagram representing the possible events following the
absorption of a photon. Straight arrows indicate photon-involved processes, dashed arrow
indicates singlet-triplet absorption of very small transition probability, and wiggly arrows
represent non-radiative processes. c) Local versus charge transfer (CT) excitation. GS and
ES stand for ground and excited state, respectively.

However, the focus of this thesis is to achieve an in-depth understanding of the

electronic nature of selected systems. To that end, and despite the significance of

dynamic processes, we have concentrated our efforts on the detailed characterization

of stationary states, specifically, S0, S1, and T1 states calculated at their corresponding

minimum-energy geometries on the PES. Such states are instrumental for the rational

development of new materials and can serve as a robust initial approach for a more

comprehensive understanding. Yet, it is important to stress that, although valuable,

our approach is limited to very few ‘snapshots’ (S0, S1, and T1 frozen geometries) and

thus simplifies the true complexity of the real system behavior. Attaining a complete

picture would require the consideration of other factors including molecular dynamics

[194], excited-state dynamics [195], and external perturbations, which fall outside the

scope of the current work. For the remainder of this thesis, discussions will focus on

the stationary approach, leaving aside the deliberation of these limitations.
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The in-depth characterization of the electronic structure of excited states naturally

leads us to explore the changes in the distribution of electrons within the molecule

upon excitation. Such changes are reflected in the system wavefunction (Ψ), which in

our case is formulated using the orbital approximation, where molecular orbitals (MOs)

are built as linear combinations of atomic orbitals (LCAOs). These orbitals are subject

to the constraints of the Pauli antisymmetry and exclusion principles. Consequently,

our Ψ is represented either by a single Slater determinant or by a combination of Slater

determinants (for a detailed methodology, see Section 2.1). It is through this Ψ that

we can look closely at the molecular changes induced by electronic transitions. In the

context of MO theory, such transitions often involve the promotion of an electron from

an occupied to an unoccupied orbital or a rearrangement of electrons within degenerate

orbitals leading to an overall increase in energy. These electronic transitions disturb

the (GS) molecular forces, potentially altering parameters such as geometry, electron

density distribution, bond orders, and even aromaticity in the excited state.

Depending on the distribution of the electron density, electronic transitions can

be broadly categorized into two types: local excitations (LE) and charge-transfer

(CT) excitations (Figure 1.13c). In LE, one or more electrons—in the case of double

excitations—are promoted from one orbital to another within the same region of the

system, causing subtle alteration to the electron density distribution. While the electron

density does change to some extent, since the electron(s) is now in a different orbital,

the overall charge distribution of the molecule remains largely the same. In contrast, CT

excitations involve the relocation of at least one electron from one region (donor, D+)

of the molecule or molecular system to another (acceptor, A−), thereby substantially

altering the electron density and inducing a more global change in molecular properties.

These CT transitions can have profound effects on molecular properties and reactivity.

Several techniques such as absorption, emission, transient absorption spectroscopy

[120], time-resolved photoelectron [121], or two-photon absorption [122] spectroscopies

are used to gain information about the chemical structure and molecular properties.

Depending on the response of the molecule to the applied perturbation, we can, in

certain cases, distinguish between CT and LE, as well as between Ã, Ã∗ and Ã, Ã∗

states. This also provides insights into the molecule’s magnetic and optical properties.

Molecules that are very sensitive to external electromagnetic fields are especially

important for the development of active components in electronic devices.
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Next, we will outline the molecular-level requirements for materials to be poten-

tially applied in various fields. These include organic light-emitting diodes (OLEDs),

organic solar cells, photocatalysis, systems with nonlinear optical properties (NLOP),

photodynamic therapy (PDT), and photothermal therapy (PTT), where the use of

chromophores, capable of efficiently absorbing light and energy transfer, is crucial [196].

Other applications include organic field-effect transistors (OFETs), spintronics (spin

transport electronics), photodetectors, and biomedical imaging. In the latter cases,

other properties like charge transport, magnetic features, and molecular recognition

are more central. These fields offer opportunities to explore novel ideas with para-

quinodimethanes, phthalocyanines, and other macromolecular systems explored in this

thesis through computational methodologies. A basic overview of these characteristics is

provided in Table 1.1, highlighting the important factors to understand materials from

the ground up. Our aim is focused on the exploration of systems and concepts, such as

aromaticity, that provide a link between theory and photophysical measurements.

Table 1.1 Summary of requirements for organic materials as potential candidates in various
photonic applications and their technological uses.

Field Key Requirements Uses

OLEDs Presence of conjugated Ã-electrons,

which impart semiconductive proper-

ties through the overlap of Ã (bonding)

and Ã* (antibonding) orbitals. HOMO-

LUMO gap within the range of 1 to 4 eV

[196].

Displays for multiple

devices (smartphones,

televisions, automotive

components, . . . ) and

solid-state lighting.

Organic Solar

Cells

Light-absorbing material with require-

ments similar to those of OLEDs and the

capability to absorb a wide range of the

solar spectrum; electron acceptor mate-

rial with high electron affinity and chem-

ical stability; proper energy alignment

driving the electrons from the donor to

the acceptor material.

Energy conversion:

convert sunlight into

electricity.

Continued on next page
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Table 1.1 – continued from previous page

Field Key Requirements Uses

Photocatalysis Ability to undergo efficient and reversible

electron transfer processes upon light

absorption, facilitating the generation

and manipulation of radical intermedi-

ates [197].

Key for driving chemi-

cal reactions.

NLOPs Possess a donor-Ã-acceptor type architec-

ture with a proper separation of frontier

molecular orbital facilitating intramolec-

ular charge transfer [198].

Optical switches for

molecular-scale mem-

ory storage devices.

PDT and PTT Strong absorption (preferably in the near

IR region), easy degradation after use,

and long lifetime of the photosensitizer in

the T1 state. In PDT, for improving the

generation of chemically reactive species

[199]. In PTT, to maximize conversion

of the absorbed photons to heat [200].

Medical treatments:

destroying diseased

cells with minimal

damage to surrounding

healthy tissues.

OFETs Aromatic and other Ã-conjugated small

molecules or polymer chains. Organized

molecular packing with strong inter-

molecular couplings, facilitating charge

transport driven by delocalization [201].

Sensors, electrical cir-

cuits, data storage or

light-emitting devices.

Spintronics Organic semiconductors made of light

elements with weak spin-orbit coupling,

and therefore, extended spin relaxation

times [202].

Magnetic random ac-

cess memory devices,

materials for quantum

bits (qubits), transis-

tors, and light-emitting

devices.

As demonstrated by various examples of Ã-conjugated molecules, more specifically

aromatic ones, these structures can be highly effective in numerous applications, as

the particular properties attributed by the aromatic core in the molecule enable the

stabilization of specific electronic states that might otherwise be difficult to achieve.

In some cases, we have molecules with pro-aromatic character, meaning that be-

sides not being aromatic in the GS they become aromatic in the excited state [203].
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Additionally, there are macrocyclic structures like porphyrinoids and phthalocyanines,

whose highly adaptable architectures make them perfect candidates for a diverse array

of applications. In the subsequent sections, we will delve deeper into these molecules

and their potential uses.

Pro-Aromatic Open-Shell Diradicaloids

In recent years, molecules with electronic structures that deviate from the conventional

ordering of electronic states have garnered significant interest. One such example

includes systems exhibiting small or even negative singlet-triplet energy gaps (∆ES0−T,

defined as the ET minus the ES0
) [48, 147, 204–210] leading, in the latter case, to triplet

ground states. Interestingly, in other species, the ground state is a diradical(oid) open-

shell singlet (OSS) state, with the same, or almost identical, spatial configuration as the

triplet, and thus violating Hund’s rule [211–214]. The enhanced stability of the OSS

compared to the triplet state can be rationalized using the two-state model, proposed

by Zilberg and Haas [215], or the equivalent concept of the double spin polarization

(DSP)[216–218] phenomenon. They suggest that for certain geometries the OSS comes

from a set of resonance structures, some of which are exclusive to a singlet state and

not possible for a triplet configuration. According to the Pauli exclusion principle, the

parallel spins of unpaired electrons in the triplet state prevent them from occupying

the same spatial orbital, minimizing the electron-electron repulsion. This restriction

excludes certain resonance structures that would otherwise contribute to stabilization.

Conversely, in the singlet case, the electrons from the HOMOc can delocalize into

SOMO (singly occupied molecular orbital) vacancies, allowing for two Ã-delocalization

stabilizing effects, one involving the delocalization of a ´-electron of the HOMO into

the SOMO containing an ³-electron, and the other involving an ³-electron of the

HOMO and a ´-electron in the SOMO. This results in a double stabilization for the

OSS state compared to a single stabilization (the ´-electron of the HOMO into one of

the SOMOs containing an ³-electron) in the triplet state, explaining why the OSS is

often the ground electronic state in many Kekulé diradicals [219].

In addition, systems like heptazine have sparked significant attention due to the

occurrence of similar contradictions to Hund’s rule in their excited states [220–224].

These systems typically have a closed-shell ground state. In their low-lying excited

cIt must be noted that the HOMO orbital in open-shell singlet configurations do not correspond to the
HOMO in closed-shell configurations. In most cases the open-shell HOMO relates with the HOMO-1
of the closed-shell configuration.
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states, they exhibit an inverted singlet-triplet gap, especially between the first singlet S1

and T1 states (∆ES−T = ES1
– ET1

). Contrary to what Hund’s rule predicts—that the

T1 will be lower in energy than the S1 state in molecules with a CS ground state—these

systems show the opposite when both states share the same spatial configuration. In

conventional scenarios, where Hund’s rule is obeyed, the overpopulation of the T1

state hinders the radiative decay from the S1 state. This, in turn, reduces efficiency

in applications reviewed previously such as OLEDs, photovoltaic cells, PDT, and

fluorescence imaging and sensing, where radiative decay from the singlet state is

crucial. This conventional expectation is challenged in systems exhibiting inverted

∆ES−T, making them ideal candidates for such applications. However, these findings

regarding molecules exhibiting inverted ∆ES−T are controversial, as a study employing

high-level ab initio methods (i.e. CCSD(T)/cc-pVTZ) challenges previous results [225].

Regardless, stable open-shell singlet and triplet states are interesting both from a

theoretical point of view for understanding chemical bond nature and from a practical

one because they show promise in some of the previously mentioned applications such

as molecular magnets [226], NLOPs [227–230], and spintronics [231]. Particularly,

in this thesis, we are interested in the family of Kekulé diradicaloids, also known as

Chichibabin systems, para-quinodimethanes, or pro-aromatic quinoidal compounds,

among other names. These diradicaloids exhibit aromatic-quinoidal tautomerism [219],

characterized by a resonance structure that is intermediate between a closed-shell

quinoid, an open-shell diradicald benzoid form, and, to a lesser extent, an ionic form

(Figure 1.14).

Figure 1.14 Quinoid closed-shell and, benzoid (Hückel) and ionic (Baird) diradical forms of
Chichibabin molecules.

In the diradical form, molecules have two separate unpaired electrons, which can

align either antiparallel (in OSS) or parallel (in T). These diradicals are characterized

dThe term ‘diradical’ broadly refers to a molecule with two radical centers. In this thesis, ‘diradicaloid’
or ‘diradical’ will denote systems in which the radical centers are capable of interacting. The term
‘pure diradical’ will be used in the case of fully independent electrons, or what in some contexts is
referred to as ‘biradical’.
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by small HOMO-LUMO gaps, facilitating the manipulation of their electronic prop-

erties. Their high reactivity, however, poses a challenge for isolation. To fine-tune

these structures for specific technological applications, strategic functionalization, and

structural modification are employed. Thus it is crucial to have reliable indicators to

monitor the effect of these changes. An important parameter is the diradical character,

denoted as y [232–234]. As we mentioned before, Kekulé diradical(oid)s fluctuate

between a closed-shell and a pure diradical state, typically with y ≈ 0 and y ≈ 1

values, respectively, reflecting the continuum from bonded to dissociated states. This

transition from CS to pure radical is further exemplified by H2 dissociation curve, as

shown in Figure 1.15.

Figure 1.15 Representation of a) singlet configurations of closed-shell, diradicaloid, and
diradical species, indicating the diradical character (y) values, and the spheres symbolizing a
pair of atoms or molecular fragments. b) homolytic dissociation of H2.

Elaborating on these ideas, the past decades have seen considerable development

in the study of diradical systems, particularly in synthesizing stable, long-lived open-

shell molecules. A deeper understanding of the structure-property relationships in

diradical(oid) molecular systems has been achieved through quantitative analysis

of diradical character and other measures like ïŜ2ð or chemical bonding descriptors

[235]. A special focus has been given to how structural modifications impact diradical

character, thereby influencing the stability of these systems. Among the strategies

employed to control diradical character are: (i) altering the substitution at terminal

positions, either by modifying the functional group or its position [236–241]. As an

example, a successful and commonly employed strategy is the use of dicyanomethylene

side groups; (ii) modifying the oligomer length increasing the number of Ã-conjugated
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spacers, denoted as ‘m’ [203, 242–246]. Larger chains tend to stabilize the OSS state and

amplify diradical character due to increased aromaticity [239, 247]. Classic examples

of Kekulé diradicaloids that illustrate this principle include Thiele’s (m = 1) [248],

Chichibabin’s (m = 2) [249], and Müller’s (m = 3) [250] hydrocarbons, as demonstrated

by the increasing y values in Figure 1.16a; (iii) chemical modification of Ã-bridges or

alternative substitutions in the central ring(s) to manipulate electron delocalization or

sterics [237, 251–253]; and (iv) exploring the effects of isomerism on chemical properties

and, consequently, diradical character [254, 255]. These diverse approaches, with some

examples illustrated in Figure 1.16, showcase the multifaceted nature of diradical

system design.

Figure 1.16 Examples of para-substituted diradical(oid) systems (quinoidal structures),
with their corresponding diradical character (y). a) Thiele’s [248], Chichibabin’s [249], and
Müller’s [250] hydrocarbons. N-heterocyclic carbene analog of b) Thiele hydrocarbon, y

calculated at UHF/6-31+G** level [236], and c) Müller hydrocarbon, where Ar = 2,6-
iPr2C6H3, and y at UHF/6-311G* level [256]. d) and e) bis(triarylamine) dications, y at
UBH&HLYP/6-31G* level [237]. f) Indolocarbazole substituted with dicyanomethylene
groups, y at UB3LYP/6-31G** level [251]. g) Covalent structure of 2,7-dicyanomethylene-
thiophene-1,6-methano[10]annulene (TMTQ) [257].

As we discussed, in aromatic Ã-conjugated polymers, the diradical becomes increas-

ingly favorable over the closed-shell configuration as the number of ring units grows.

This transition to diradical character in larger oligomers correlates with a decrease in

the optical band gap and HOMO-LUMO gap. However, it is noteworthy that shorter
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oligomers with a single central unit and closed-shell ground states will be more stable

and have accessible diradical aromatic excited states. A prime example is TMTQ, a

2,7-dimethylenemethano[10]annulene substituted with two 5-dicyanomethyl-thiophene

moieties, shown in Figure 1.16g. TMTQ has a singlet-triplet energy gap of merely

4.9 kcal/mol, and is an interesting subject for the study of excited state aromaticity.

Initially, the excited triplet state of TMTQ was described as a Baird aromatic state

[257]. However, subsequent analyses revealed that its Baird aromaticity is only partial,

about 10-15% and this molecule is better described as a Hückel-Baird hybrid [109]. The

evolving understanding of TMTQ’s aromatic properties exemplifies the complex nature

of excited state diradicals and highlights the importance of rigorous theoretical analysis.

Despite the existing evidence, recent results have classified the singlet excited state of

TMTQ as a fully Baird aromatic form [258]. Given the lack of comprehensive analysis

of the aromaticity to substantiate these claims, we did a detailed (re)investigation of

TMTQ’s T1 and S1 aromatic nature. This project, presented in Chapter 4, aims to

provide a clearer understanding of the complex nature of excited state diradicals.

Multiple studies have proven that the characterization of the aromaticity serves

as a more comprehensive analysis to explore the influence of the Ã-system size, ex-

ocyclic substituents, among other structural modifications, on different states of

para-quinodimethanes. The singlet and triplet diradical forms usually exhibit Hückel

aromatic character, as shown in Figure 1.14. Thus, aromaticity plays a crucial role in

stabilizing these forms. Computational characterization is crucial in facilitating the

exploration of new molecules that are difficult to obtain experimentally due to the high

reactivity of diradical(oid) molecules. Thus, a theoretical understanding of aromaticity

informs the design and synthesis of new molecular systems for specific applications.

UV-Vis Spectra of Porphyrin and (Sub)Phthalocyanines

Another family of molecules that stand out in the realm of electronic properties including

excited state applications are porphyrins and similar systems such as phthalocyanines

and subphthalocyanines [133, 134, 259, 260]. Porphyrins are heterocyclic macrocycles

composed of four pyrrole subunits interconnected via methine bridges (R1–CH=R2).

This forms a large, conjugated system with a central cavity, typically coordinating a

metal ion, which plays a crucial role in their function. These molecules, fundamental

in various biological and technological contexts, exhibit distinct absorption spectra.

Modified porphyrins, for instance, are responsible for some of the vibrant colors seen
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in nature, such as the red of hemoglobin and the green of chlorophyll, where they

are involved in oxygen transport and photosynthesis, respectively. This diversity

in pigmentation and spectral properties is a direct result of their unique electronic

structures.

To understand and predict the Ã, Ã* bands in the UV-Vis spectra of metal porphyrin,

in 1961 Gouterman proposed his intuitive four-orbital model [261, 262], which was

firmly grounded in previously developed ideas for cyclic polyenes and MO theory.

This model explains the electronic transitions within the frontier occupied a2u and

a1u, and unoccupied eg orbitals that give rise to the characteristic Soret (or B) and

Q bands observed in the spectra of porphyrin compounds, as shown in Figure 1.17.

Accounting for their intensity and spectral positions, the model aids in predicting

spectral signatures through monitoring of band shifts and intensity variations in

different porphyrin derivatives.

Figure 1.17 Representation of Gouterman’s four orbital model for metalloporphyrin: a)
HOMOs (a2u and a1u symmetry) and LUMOs (eg symmetry), b) energy levels of the orbitals
and transitions that give rise to Q and B bands, and c) schematic representation of the
UV-Vis absorption spectra.

Despite the inherent simplifications in Gouterman’s model, it is a straightforward

tool for rationalizing spectral features in conjunction with improvements in spectroscopic

techniques and computational methods. The better understanding of these optical

properties promotes the widespread presence of porphyrins in research and technological

applications. There are thousands of examples of porphyrin derivatives, whose structural

variations significantly influence their interaction with light, making them highly
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tunable [263]. Among these related systems are phthalocyanines, which are larger and

more extended than porphyrins, comprising four isoindole units connected by nitrogen

atoms to form a planar aromatic macrocycle. Their extended Ã-conjugated system

endows phthalocyanines with unique optical and electronic properties, making them

valuable in applications like organic semiconductors, photovoltaics, and photodynamic

therapy to treat cancer, among others [260].

Importantly, subphthalocyanines, a contracted analog of phthalocyanines, represent

another interesting class of porphyrin-related systems. These molecules are formed

by three isoindole units and are typically coordinated to a B-X (where X can be

-OH, -F, -Cl, etc.) fragment at the center. They feature a bowl-shaped structure,

which favors distinct intermolecular interactions and stacking organizations, leading

to different types of assemblies and host-guest chemistry compared to their planar

counterparts [264]. Moreover, despite having fewer isoindole units, they maintain a

highly conjugated Ã-system, representing a notable example of non-planar aromatic

systems. The curved geometries also influence their electronic and optical characteristics.

Like porphyrins and phthalocyanines, they are utilized in a variety of applications,

ranging from optoelectronics to medicinal chemistry [134, 265].

The exploration of porphyrin, phthalocyanine, and subphthalocyanine molecules,

along with their derivatives, offers a potential pathway for developing compounds

with enhanced electronic conductivity, prolonged excitation times, and other desired

properties for various applications [134, 260, 266, 267]. As synthetic methodologies

advance and new molecules can be developed, understanding the structure-property

relationships becomes crucial to achieving these targeted properties. The UV-Vis

spectra of these species are particularly insightful, revealing details of their electronic

structures. In turn, a deeper understanding of these electronic structures enables us to

predict their optical and other properties more effectively.

In this context, the concepts of aromaticity and its counterpart, antiaromaticity,

have been useful in deepening our understanding of these relationships. Recently,

different authors have spotted connections between the aromaticity of diverse free-base

porphyrinoids and their UV-Vis spectra and nonlinear optical properties. This encom-

passes the evaluation and design of Hückel-Möbius aromaticity switches in expanded

porphyrins with superior NLOPs [268, 269], the relationship between (anti)aromaticity

and linear and nonlinear optical features [129, 270], and investigations into the most

aromatic pathways in charged expanded porphyrin variants [102]. Additionally, another
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study showed that it is possible to regulate the properties of silicon(IV) phthalocya-

nines by changing their aromaticity [271], suggesting a significant interplay between

aromaticity and photophysical properties.

Motivated by these findings and taking into account that there is no comparative

study including collectively porphyrin, phthalocyanine, subphthalocyanine, and other

related species, we decided to analyze the potential relationships between their absorp-

tion spectra and aromaticity. Our approach implies the experimental and computational

study of the UV-Vis absorption of different species and the use of chemical bonding

and aromaticity analyses to characterize the Ã system to finally identify correlations

between these properties. The project is presented in Chapter 5.1.1, where we apply

the aromaticity concepts and aromaticity indices discussed earlier in this introduction,

and Sections 2.3–2.5, respectively.

1.3.2 Macromolecular, Ã, Ã-Doubly and 3D Aromatic Systems

Carbon-based materials play a pivotal role in diverse scientific fields, including environ-

mental science, energy storage, and materials science. Carbon’s electronic configuration,

particularly its versatility to adopt sp, sp2, and sp3 hybridization, enables a vast array

of structural forms, many featuring stable, delocalized electron systems due to the

prevalence of Ã systems. This is further enriched by the potential for heteroatom

integration. Aromaticity, a key stabilizing factor, fuels ongoing discoveries in carbon

structures, spanning porphyrins, fullerenes, hoop-shaped Ã systems, nanographenes,

and innovative supramolecular complexes like saturnene, which comprises a fullerene

surrounded by a [n]cycloparaphenyleneacetylene ring. These structures not only high-

light carbon’s fascinating chemistry but also exhibit properties critical to their utility,

such as enhanced conductivity, tunable optical properties, and remarkable stability

[272–274].

In this thesis, we delve into some of these aromatic carbon-based materials. Sections

5.1.1 and 5.2 are dedicated to analyzing the aromaticity in Zn-subphthalocyanines and

Zn-phthalocyanines and the study of global aromaticity in nanographene, respectively.

Furthermore, exploring new forms of aromaticity, such as double aromaticity featuring

both Ã- and Ã-delocalization, represents a thrilling frontier in organic chemistry. This

aspect, opens new theoretical avenues, as discussed in Section 5.3.

Additionally, the unique characteristics of icosahedral boron clusters, such as the

isomeric icosahedral closo C2B10H12 carboranes in their anionic and neutral forms,
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represents a fascinating study in aromaticity. Their low nucleophilicity, chemical

inertness, and adaptable hydrophilicity are explored in Section 5.4.1. Moreover, we

investigate the potential for achieving double aromaticity in boron clusters with an

external iodine shell in Section 5.4.3, seeking to rationalize experimental evidence and

expand our understanding of aromaticity in these systems.

Porphyrin-related Macrocycles

Having already explored the structure and various applications of porphyrins and

phthalocyanines in the previous section, we now turn our attention to the specific

structural variations and unique properties of porphyrin-related macrocycles. Common

strategies for designing new variants typically involve the following structural modifi-

cations to the parent porphyrin: (i) substituting CH groups at meso positions with

nitrogen [133, 275], (ii) replacing peripheral hydrogen atoms with functional groups

of varying electronic and steric properties [275, 276], or introducing isoindoles and

pyrroles fused with different rings instead of pyrrole [275], (iii) altering the number

of pyrrole/isoindole units to create contracted or expanded porphyrinoids, and (iv)

changing the central coordination, which includes using different transition metals and

axial ligands in metalloporphyrins and phthalocyanines [267, 277], or substituting with

boron in contracted porphyrinoids [133]. These modifications significantly impact the

physical and chemical properties of the resulting compounds. For instance, changing

the nature of peripheral substituents can adjust the solubility [278], electronic absorp-

tion spectra [276], and redox properties [279] of the porphyrin complexes. Similarly,

the central metal ion, which can range from transition metals like iron and zinc to

lanthanides, imparts unique characteristics to the porphyrin’s electronic structure and

reactivity. This adaptability is crucial in applications ranging from catalysis [280, 281]

to photodynamic therapy [191, 260]. Further diversification is seen in the synthesis

of phthalocyanine or subphthalocyanine systems, where replacing a pyrrole unit with

an isoindole or altering the central metal atom significantly affects their electronic

properties. These changes not only enhance light absorption and energy transfer

efficiencies but also influence the stability and reactivity of these macrocycles [133, 134].

For example, the introduction of heavier or multiple metal atoms in the core can lead to

novel optical and magnetic properties, opening up possibilities for their use in advanced

photonic and electronic devices [265]. Moreover, the ability to fine-tune the electronic

structure through such modifications enables the tailoring of these compounds for

specific functions, ranging from gas sensors to organic semiconductors. The exploration
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of these variants offers a rich landscape for developing new materials with enhanced

performance and novel functionalities.

A completely different strategy for creating porphyrin-derived systems involves

assembling them into tape-like structures [282], or belt-shaped nanorings [46], thereby

broadening their application scope. By linking porphyrin units together, the electronic

and photophysical properties of the original molecule are significantly altered, enhancing

or diversifying their characteristics. In tape-like systems, the extended conjugation

across multiple porphyrin units leads to improved light absorption and altered electronic

characteristics, making them suitable for applications in photovoltaic cells and sensors

[283]. Porphyrin nanorings, formed by a closed-loop arrangement of porphyrins, present

a distinct topology that affects their electronic properties, offering potential uses in

light harvesting systems [284]. These modifications not only expand the functional

capabilities of porphyrins but also provide valuable insights into the interplay between

molecular structure and properties in synthetic chemistry.

The aromaticity of porphyrinoids has sometimes been overestimated [108, 146].

Understanding the intricate details of their aromaticity is crucial, as aromaticity plays

a pivotal role in determining the electronic, photophysical, and chemical properties

of these compounds. This overestimation can lead to misconceptions about their

behavior and properties. Therefore, more careful evaluations are essential to improve

our understanding and rationalization based on aromaticity estimations.

Nanographenes

In the realm of advanced materials, graphene stands out as a unique carbon allotrope,

characterized by its two-dimensional structure composed of a single layer of carbon

atoms arranged in a hexagonal lattice. This structure endows graphene with exceptional

electronic, mechanical, and thermal properties [285]. One of its defining characteristics

is its condition as a zero-gap semiconductor. This is due to the seamless overlap of its

conduction and valence bands, which leads to the lack of an optical bandgap. As a result,

graphene lacks certain optical properties, limiting its direct application in optoelectronic

devices [286]. In contrast, considering smaller segments of graphene—graphene flakes or

nanographenes—, typically comprising tens to hundreds of carbon atoms (exceeding 1

nm in size), the electronic confinement within this reduced space generates new energy

levels, effectively increasing the band gap [287]. These nanographenes, not only retain
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many advantageous properties of pristine graphene but also exhibit photoluminescence,

broadening their applicability in various fields.

The absence of chirality in graphene is another notable limitation, but this property

can be introduced in nanographenes. Chirality can be achieved by following two

strategies: (i) a top-down approach involving the addition of chiral element (i.e.,

supramolecularly or covalently connected to chiral substituent) to the nanographene

[288–290], or (ii) a bottom-up approach using standard synthetic methodologies to

form nanographenes that incorporate topological defects [291–293], thereby making

the nanographene inherently chiral. We are particularly interested in the latter case,

which is achieved by incorporating non-hexagonal rings within the nanographene’s

hexagonal honeycomb-like framework. The introduction of rings containing a different

number of atoms, such as five- or seven-membered rings, introduces curvature in

these molecules. For example, pentagonal rings generate positive curvature, leading

to bowl-shaped structures exemplified by corannulene. In contrast, heptagonal rings

result in negative curvature, as observed in saddle-shaped structures like [7]circulene

[294]. This structural variation significantly expands the functional capabilities of

nanographenes, offering new possibilities for their application in various fields [295].

A prominent example of this type of chirality is [6]helicene, depicted in Figure 1.18a.

This PAH is three-dimensional due to the steric hindrance between the terminal 6-MRs,

forming a ‘chiral helix’ that imparts spiral chirality to the compound, even in the absence

Figure 1.18 Spiral chirality exemplified with the two isomers of a) [6]helicene and b) C80H30

nanographene. The P (plus) and M (minus) nomenclature corresponds to right-handed and
left-handed chirality, respectively.
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of stereogenic carbons. In spiral chirality, the analogs of R and S configurations,

commonly used in regular organic chemistry to describe chirality, are P (plus) and M

(minus) configurations. Here, priority is determined by the direction of an arrow drawn

from the top ring to the bottom ring, with clockwise (giving P) or counterclockwise

(giving M) directions indicating the respective configurations.

The same procedure for determining chirality is applied to more complex systems,

such as curved nanographene C80H30 [291], which possesses a structure featuring

both concave and convex curvatures. This results in the formation of PMPMP- and

MPMPM-isomers, as shown in Figure 1.18b, which are enantiomers.

The presence of varying sizes and curvatures in nanographenes allows fine-tuning

of their properties [295, 296], including optical characteristics [297] and complexation

capabilities with other curved molecules like fullerenes [298]. This adaptability not only

holds promise for supramolecular chemistry applications but also for studying electron

transfer processes in donor-acceptor complexes. To advance in the development of new

materials, it is important to have tools for the characterization of structure-property

relationship. A notable example is illustrated in the study by Zhou et al. [299], where

a corannulene-based helical nanographene coordinated with Na metal exhibited a shift

in aromaticity—from aromatic to antiaromatic—upon the two-electron reduction of

the system. This observation highlights the role of aromaticity in monitoring and

characterizing changes in nanographenes, thus contributing to a deeper understanding

of their electronic structure.

Furthermore, the study of aromaticity in such distorted nanographene structures,

which encompass multiple fused conjugated rings, presents a significant challenge.

Accurate characterization of aromaticity, employing multiple indices, is key for both

technical and chemical perspectives. Technically, it helps evaluate the performance

of various aromaticity measures, while chemically, it is crucial for understanding the

electronic structures and establishing structure-property relationships for these systems.

These unique structural features of nanographenes not only serve to test the limits

of existing aromaticity indices and rules but also broaden the potential of nanoscale

materials. The exploration of these notably distorted geometries in nanographene

opens new avenues in material science, paving the way for innovative applications and

a deeper comprehension of aromaticity in systems with complex topologies.
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Doubly Aromatic Systems

Since the discovery of the first doubly aromatic system, the 3,5-dehydrophenyl cation

[61] (see Figure 1.5), there has not been much research on finding organic systems

with two orthogonal cyclically delocalized electronic systems. There are examples of

Ã-,Ã-doubly aromatic organic and inorganic species [49, 51, 53]. Yet, the examples of

the former are reduced to doubly oxidized substituted benzene [155–161]. For instance,

in the case of the doubly aromatic C6I2+
6 , the dual oxidation of C6I6 generates a vacancy

in one of the iodine’s 5p orbitals. This leads to the formation of six resonance structures,

of which only three are depicted in Figure 1.19. The presence of these resonance forms,

combined with the fulfilment of Hückel’s rule, are required for the system to exhibit Ã-

and Ã-aromaticity [300].

Figure 1.19 Schematic representation of the double aromaticity in dicationic hexahalo- or
hexachalcogeno-substituted benzene. The upper part of the figure shows the σ-delocalization,
leading to double Hückel π- and σ-aromaticity upon double oxidation of the neutral system.
The lower part represents the double aromaticity in C6E2+

6 , which requires the formation of
an electronic hole to enable σ-delocalization. Adapted from reference [101].

In these cases, the substituted C6R2+
6 (with R being halogen or other functional

groups, e.g. chalcogen substituents) compounds exhibit double aromaticity, but the

large distances between substituents, a consequence of the R–C–C (where C–C represent

to adjacent carbon atoms) ~120◦ angles in hexagonal geometry, result in only weak

Ã-aromaticity. These double aromaticity instances have led to innovative strategies,

such as the strategic positioning of iodine atoms in aromatic systems, where reactive
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intermediates and iodinated oligomers can form high-energy in-plane Ã-antibonding

orbitals, significantly altering the electronic structure [301].

An alternative exploration for double aromaticity was proposed in 8-MRs, specifically

C8I
q
8 with charges q = 0,+1,+2,+4, and−2 [151–153]. It has been noted that in 8-MR

rings, the increased overlap leads to significant I-I steric repulsion, resulting in puckered

geometries. Consequently, and taking into account that aromaticity is observed in

substituted benzene we decided to explore the intermediate 7-MR situation as discussed

in Section 5.3, substituted tropylium ions are considered potential candidates for

double aromatic systems. This consideration stems from both synthetic and structural

perspectives, as elaborated in Sections 1.2.3 and 5.3. Our interest in these ions is

threefold: (i) in the case of the tropylium cation (C7X+
7 ), the X–X distances are

intermediate between those in 6- and 8-MR, potentially enhancing conjugation while

mitigating repulsion; (ii) the halogen substituents in tropylium cations contribute to

a 14 Ã-electron system, which conforms to a 4n + 2 rule, suggesting the possibility

of forming a neutral aromatic Ã-ring; and (iii) the oxidized form (C7X3+
7 )- in the

lowest-lying triplet state can potentially show Hückel aromaticity in the benzene ring

and Baird aromaticity in the aromatic Ã-ring. These ions, therefore, could offer a

unique equilibrium, reducing the steric repulsion seen in larger ring systems while

preserving significant conjugation.

The tropylium cation, a classic example of a non-benzene aromatic system, adheres

to Hückel’s rule with its 6 Ã-electrons. The synthesis and study of these tropylium

derivatives could unveil new insights into double aromaticity. Theoretical investiga-

tions into these systems would enhance our understanding of electronic structures and

stabilization mechanisms in aromatic compounds, especially those exhibiting double

aromaticity. This is not only significant for advancing fundamental knowledge in

quantum chemistry but also holds potential in the synthesis of complex molecules,

where the tropylium ion already plays a crucial role. Moreover, the study of these

systems provides a deeper understanding of carbocation chemistry and the behavior of

7-MR systems, which are less common compared to 6-MR rings. Theoretical studies fo-

cusing on electronic effects, including hyperconjugation and resonance in these systems,

would enrich the theoretical foundations of organic chemistry. The investigation of

double aromaticity in such systems could also influence physical properties like UV-Vis

absorption, opening new avenues in spectroscopic studies and materials science.
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3D Aromatic Systems: Boranes and Carboranes

Boranes, or boron hydrides, are known for their general instability and reactivity.

This reactivity is attributed to the fact that they are electron-deficient compounds,

with the possibility to form three-center two-electron B–B–B bonds or three-center

two-electron B–H–B hydrogen bridges [302]. Despite their substantial reactivity, a

subclass known as polyhedral boranes exhibits remarkable stability. These polyhedral

boranes, characterized by being made up of triangular faces, are classified into three

primary categories: closo-, nido-, which are stable, and arachno-boranes, which are

unstable at room temperature. These categories are depicted in Figure 1.20.

Figure 1.20 Molecular structures of the isoelectronic closo-[B12H12]2−, nido-[B11H11]4−, and
arachno-[B10H10]6− boron clusters (on top, from left to right); o-, m-, and p-isomers of
[C2B10H12] carboranes (bottom, from left to right); and closo-o-[Co(C2B9H11)2]− (right part).

The closo-boranes class, previously introduced in Section 1.2.3 (see Figure 1.12),

presents a highly symmetrical structure. An example is [B12H12]2−, which forms a

dodecahedron. Next, nido-boranes are characterized by their open structures, which

result from the closo form through various transformations. For example, nido-boranes

can originate from closo-boranes like [B11H11]2− through the addition of two electrons

(without the loss of a vertex), resulting in structures like nido-[B11H11]4− (in general,

[BnHn]4−), as shown in Figure 1.12. Alternatively, the transition from closo- to nido-

boranes may involve the addition of hydrogen atoms, leading to neutral species such as

nido-[B11H15] (representing [BnHn+4]). Another rearrangement involves the removal of

a vertex (without loss of electrons) from the closo-borane with n + 1, as exemplified

by the conversion of closo-[B12H12]2− to nido-[B11H11]4−. Lastly, arachno-boranes are
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obtained by further addition of electrons ([BnHn]6−) or hydrogens ([BnHn+6]); or by

removal of one more vertex [303, 304].

The closo boranes are the most stable and least reactive among the three classes,

characterized by their three-dimensional aromaticity according to the Wade-Mingos’

rule [166–169]. It is important to note that while these rules are useful in assessing

aromaticity, their primary application is in determining the structural configurations

of borane compounds. Similarly, these electron counting rules, along with other

systematization schemes [304], are also applicable to heteroboranes and metalloboranes.

The extension of these schemes to carboranes and other derivatives is crucial since

they serve as tools in synthesis planning, guiding the design of new compounds in the

field of borane chemistry, which is relevant from both a theoretical point of view and

across various practical fields such as catalysis, medicine, and materials science.

Carboranes, which arise from substituting a BH− unit with an isoelectronic CH

unit in the previously discussed boranes, constitute a distinct class of compounds

related to polyhedral boranes. This modification significantly enhances their stability

over traditional boranes due to the additional electron density provided by carbon

[305, 306]. Their augmented stability makes them important in the realm of weakly

coordinating anions. Furthermore, the introduction of a heteroatome facilitates selective

functionalization of these compounds. These advancements in boron chemistry paved

the way for the development of metallacarboranes, specifically [M (C2B9H11)2]
−, where

M represents a transition metal, also known as metallabis(dicarbollides) [308–310].

Ultimately, the wide range of applications of boranes and related compounds in

diverse fields underscores their versatile nature. For instance, hydrogenated versions of

closo boranes, like BnHn+1, and their alkali metal derivatives (MBnHn), are known for

their roles as superhalogens and hyperhalogens, a special class of superatoms that mimic

the chemistry of alkali and halogen atoms [311, 312]. The robust three-dimensional

structure, aromaticity, and stability of certain polyhedral boranes position them as

promising candidates for luminescent and nonlinear optical materials [313]. Boranes

also find applications in medicinal chemistry, where compounds like o-carborane (re-

ferred to as carboranyl when it acts as a ligand) are occasionally viewed as phenyl

isosteresf because of their comparable stability and lipophilicity, although this is not

eIn carboranes, carbon atoms are treated as heteroatoms, given the electronegativity difference (∆χ)
of 0.51 between C and B. This value is comparable to ∆χ(N,C) of 0.49 [307].

f(Bio)isosterism is a concept primarily utilized in medicinal chemistry and drug design, referring to
molecules with similar chemical and physical properties that also present similar bioactivity [314].
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strictly the case [315]. Despite not being isosteres with benzene, carboranes offer

unique applications in this field of medicinal chemistry and materials science due to

their distinctive properties such as high thermal and chemical stability, and the ability

to form structures with varied electronic properties. Their larger volume compared

to benzene allows for the exploration of new spatial interactions in molecular design,

potentially leading to drugs with novel mechanisms of action [316]. Moreover, the

lipophilicity of carboranes can be harnessed to improve the pharmacokinetic profiles

of therapeutic agents. Additionally, owing to their high volumetric and gravimetric

hydrogen content, boranes are being explored as effective hydrogen storage materials

for transportation applications [317, 318]. Extending beyond these applications, the

related metallacarboranes have gained attention for their roles in nuclear waste remedi-

ation [308, 319–323], advanced material development [324, 325], healthcare [326, 327],

and energy production [328], attributed to their unique stability and electron transfer

properties.
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As indicated by the title of this thesis—Exploring the Boundaries of Aromaticity through

Computational Analysis of Excited States and Complex Molecular Topologies—the

work done relies on computational approaches to study various systems, primarily

using quantum mechanical methods. The following sections are organized to provide

an overview of these theoretical approximations. First, we discuss different electronic

structure methods. A brief discussion on ab initio Hartree-Fock (HF) theory and

more sophisticated methods to include electron correlation will be provided. Then,

particular emphasis is given to density functional theory (DFT), and time-dependent

DFT (TDDFT), which constitute the core methodologies used in the projects of

this thesis. Second, we shift our focus to revise the theoretical concepts and tools

employed for the study of aromaticity discussing molecular space partitions, electron

delocalization indices, magnetic-based aromaticity measures, and finally other analysis

techniques that do not fall into the previous categories.

2.1 Electronic Structure Methods

Our primary interest lies in the calculation of quantities of molecular systems in

stationary states. In this context, the electronic structure and physical properties of

any molecule in any of its states can be determined by solving the time-independent

Schrödinger equation [329]:

ĤΨi = EiΨi. (2.1)

This is an eigenvalue problem characterized by the eigenfunction Ψi, which corresponds

to the system wavefunction of the state i, and contains complete information about both

electrons and nuclei within the molecular structure (with M nuclei and N electrons).

The eigenvalue, represented by Ei, is the energy of this state. Finally, Ĥ is the
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Hamiltonian operator given by

Ĥ(r,R) = T̂Nu(R) + T̂e(r) + V̂NuNu(R) + V̂ee(r) + V̂eNu(r, R), (2.2)

where T̂ are the kinetic energy operators of the nuclei (Nu) and the electrons (e),

and V̂ are the potential energy operators that account for the different attractive and

repulsive interactions. The operators are expressed in terms of the 3N spatial electronic

coordinates (r ≡ {ri}i=1,...,N), 3M spatial nuclear coordinates (R ≡ {Ri}i=1,...,M), or

both.

Born and Oppenheimer [330] proposed a physical means of reducing the complexity

of ĤΨ = EΨ, by considering the electrons to be moving in a field of fixed nuclei. This

consideration leads to the decoupling of the motions of electrons and nuclei, allowing the

splitting of the total Hamiltonian into two simpler equations: the electronic Schrödinger

equation ĤeΨe = EeΨe and the nuclear Schrödinger equation ĤNuΨNu = ENuΨNu.

The rationale behind this separation is the mass disparity between electrons and nuclei,

which allows electrons to adjust rapidly to nuclear motions. The Born-Oppenheimer

(BO) approximation proves to be useful for most chemical phenomena; consequently,

our focus will be on solving the electronic Schrödinger equation. Under the BO

approximation, the Hamiltonian simplifies. The nuclear kinetic energy term T̂Nu is

separated and included in the nuclear Hamiltonian, reflecting the motion of nuclei.

The V̂NuNu term is a constant for a given nuclear geometry, and the remaining terms

form the electronic Hamiltonian (Ĥe), that in atomic units is given by:

Ĥe = −
N∑

i=1

1
2

∇2
ri

︸ ︷︷ ︸

T̂e

−
N∑

i=1

M∑

A=1

ZA

|ri − RA|
︸ ︷︷ ︸

V̂eNu

+
N∑

i=1;j>i

1
|ri − rj|

︸ ︷︷ ︸

V̂ee

, (2.3)

where ZA and RA refer to the charge and position of the Ath nucleus, respectively. In

this formulation, the positions of the nuclei R are treated as parameters, since the

nuclei are fixed for the electronic problem. Thus, we can group T̂e and V̂eNu to rewrite

Ĥe in a more compact form

Ĥe =
N∑

i=1

ĥ1 (ri) +
N∑

i=1;j>i

ĥ2 (ri, rj) . (2.4)

We often refer to ĥ1 and ĥ2 as the one- and two-electron operators, respectively.
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The solutions of the electronic Schrödinger equation include the Ψe(r, Ã; R) and

the corresponding electronic energy. In Ψe, r and Ã are the spatial and spin electronic

coordinates (collectively indicated as x) that the wavefunction explicitly depends on,

and R are the nuclear coordinates on which it depends parametrically. Consequently,

the electronic energy is subject to the fixed R. To obtain the total energy (Etotal) of

the system, one must also consider the nuclear-nuclear repulsion term, given by:

Etotal = Ee +
M∑

A=1;
B>A

ZAZB

|RA − RB|
. (2.5)

Unless otherwise indicated, from this point forward, we will refer to Ĥe, Ψe, and Etotal

simply as Ĥ, Ψ, and E, respectively.

The Potential Energy Surface (PES), critical for guiding our understanding of

molecular transformation pathways, is constructed by solving the electronic Schrödinger

equation repeatedly for a variety of nuclear geometries. However, this equation cannot

be solved exactly for most systems, which brings us to the importance of the variational

principle. The variational principle states that the expectation value of Ĥ over any

well-behaved approximate wavefunctiona, also referred to as a trial wavefunction, will

always provide an upper bound to the ‘true’ ground state energy, Etrue. This is

mathematically expressed as:

∫

Ψ∗ĤΨdÄ
∫

Ψ∗ΨdÄ
= Etrial g Etrue. (2.6)

This principle guarantees that the energy calculated from an approximate Ψ will always

be equal to or higher than Etrue, offering a criterion for evaluating the accuracy of Ψ.

In molecular orbital theory, the approximate molecular wavefunction can be for-

mulated as a determinant of spinorbitals (ϕ), known as the Slater determinant (SD),

represented in Equation (2.7). This approach allows for the construction of an anti-

symmetrized wavefunction in accordance with the Pauli exclusion principle [34]. In the

SD, each row corresponds to an orbital—often an MO written as a linear combination

of basis functions, with the shape of the atomic orbitals (LCAOs) [331]—while each

aA well-behaved, realistic trial wavefunction must be finite, single-valued, and continuous across all
space, have a continuous spatial derivative dΨ

dx
, and be square-integrable, ensuring that the integral

of |Ψ(x, t)|2 over all space is finite.
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column represents an electron,

È(x1,x2, . . . ,xN) =
1

√
N !

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

ϕ1(x1) ϕ1(x2) . . . ϕ1(xN)

ϕ2(x1) ϕ2(x2) . . . ϕ2(xN)
...

...
. . .

...

ϕN(x1) ϕN(x2) . . . ϕN(xN)

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

. (2.7)

However, in certain cases, the single SD wavefunction is not sufficient to correctly

describe the electronic configuration of the molecule, especially for systems with

near-degenerate or degenerate orbitals.

For instance, cyclobutadiene (CBD) is an illustrative example. Despite being an

apparently simple molecule, CBD exhibits intriguing electronic features. In its planar

D4h square structure the last two non-bonding orbitals, eg, have the same energy

[332, 333], as depicted in Figure 2.1. This orbital degeneracy implies that there are

multiple ways to distribute the two electrons among the two eg orbitals.

Given this scenario, a method relying on a single-determinant wavefunction (e.g.

HF or Kohn-Sham-DFT) would artificially favor one configuration over the others,

leading to inaccurate results.b In practice, Ψ must be written as a superposition of

multiple configurations. The SD, Eq. (2.7), is formulated using N occupied orbitals,

forming an N ×N determinant. However, it is worth noting that there are additional

unoccupied (virtual) orbitals, making the total set of available spinorbitals larger

(Norb > N). These unoccupied orbitals become relevant in methods that go beyond a

single-determinant description.

Turning our attention back to the case of D4h CBD, significantly better results can

be obtained if Ψ is expressed in terms of two SDs, as it has been done for the two

first singlet states in Figure 2.1c. In general, the most practical solution to accurately

account for the multiconfigurational character is by describing Ψ as a weighted sum of

multiple SDs (ÈK):

Ψ =
Nc∑

K=1

cKÈK , (2.8)

where cK are the coefficients indicating the contribution of each SD, and Nc is the

total number of configurations included. This approach serves as the foundation for

bKS-DFT, in general, is not well-suited for studying near-degenerate states (i.e. including static or
nondynamic correlation). Yet, certain exchange-correlation functionals can partially account for a
portion of nondynamic electron correlation effects.
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Figure 2.1 Cyclobutadiene in its D4h-square geometry. a) MOs diagram with computed
HF/STO-3G orbitals. The AOs of C and H used in the LCAO to generate the MOs are
connected via light gray lines. b) The four π-orbitals with their energy diagram. c) The lowest
singlet states described by the three possible electronic configurations and their corresponding
multireference average-quadratic coupled cluster (MR-AQCC) with aug’-cc-pVTZ basis set
(the prime implies that f functions on carbon and d functions on hydrogen were deleted in
the augmented set) energies (eV) from reference [334].

methods such as configuration interaction (CI) or the multiconfigurational self-consistent

field (MCSCF) family. The best method is the particular case of CI where the

combination of all possible determinants, Nc =
(

2N
orb

N

)

, is used, the so-called full

configuration interaction (FCI) [335]. FCI provides the exact solution to the Schrödinger

equation within the constraints of a given basis set, under the Born-Oppenheimer

approximation, and assuming that the molecular system does not change over time.

However, in most cases, the computational cost of this calculation is unaffordable

primarily due to the exponential scaling of Nc with the system size. For this reason,

we must consider the use of other less demanding post-HF methods to incorporate
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electron correlation. A more detailed discussion on electron correlation and post-HF

methods will continue in Section 2.1.1.

Following the observation that FCI provides an exact solution within the limitations

of a given basis set, it is crucial, not only for FCI but all electronic structure methods, to

choose an appropriate basis set for the calculation. Among the various basis set methods

available, we used atom-centered functions to represent atomic orbitals. Consequently,

we will not discuss alternative options such as plane waves [336] or the auxiliary basis

sets used in the resolution of the identity [337, 338]. The use of atomic orbital basis

functions is particularly well-suited here, as we focus on non-periodic molecular systems

that are computationally manageable in size, and we primarily employ the KS-DFT

formulation.

In this context, the term ‘basis set’ refers basically to a set of one-particle functions

centered on atoms. Many different expressions could fit in this category, but in practice,

the most common choice is the use of Gaussian functions (GF) or primitives [339, 340],

which are represented as

ÇGF
abc (³, a, b, c;x, y, z) = Cxaybzce−αr2

, (2.9)

where C is a normalization constant, ³ is the Gaussian exponent, and a, b, and c are

integral exponents for the x, y, and z Cartesian coordinates. These integral exponents

define the shape and orientation of the GF and serve a similar purpose to the angular

momentum quantum numbers.c Lastly, r represents the radial distance from the

nucleus to the point being evaluated.

The basis sets are constructed following specific methodologies and can be classified

accordingly. One of the simplest forms is the minimal STO-3G basis. In it, each atom

is represented in the same way as in descriptive organic chemistry, using only the

occupied atomic orbitals for that atom type (AOs are represented as Çµ with n = 1, 2,

3, and so on, and l = s, p, d, f, and so forth). In turn, each of these orbitals is made

up of three primitives (ÇGF
abc ), optimized to closely match a Slater-type orbital (STO).d

The result of the linear combination (LComb) of primitives is known as contracted

Gaussian function (ÇCGF
nl ) and corresponds to Çµ [341]. Thus, using this basis set, a

carbon atom is described by five ÇCGF
nl corresponding to two s-type and three p-type

cWhile the exponents a, b, c and the angular momentum quantum numbers (l, m) define the shape
and orientation of the orbital, they are unrelated and come from different mathematical frameworks.

dThe name ‘STO-3G’ comes from using three of these GFs to approximate an STO.
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orbitals, illustrated in Figure 2.1a. Therefore, the construction of the MOs will follow

the sequence

ÇGF
abc

ÇCGF
nl

∼= Çµ ϕi

LComb GF LCAO-MO

primitive
︷ ︸︸ ︷

AO
︷ ︸︸ ︷ MO

︷︸︸︷

ϕi =
∑N

orb

µ=1 cµiÇµ (2.10)

In general, the addition of more functions can give a better description of the

system [342], for instance, a double zeta basis set comprises twice the number of ÇCGF
nl

in STO-3G. Basis sets that go beyond STO-3G are known as extended basis sets.

Additionally, we have polarization functions, that correspond to the inclusion of atomic

orbitals with an l quantum number greater than the highest required to describe the

ground state of the neutral atom [343]. These functions improve the description of

the molecular electron density and its response to an external field. For studying

phenomena like anions, Rydberg excited states, or any situation where electron density

extends far from the nucleus, the basis set benefits from the inclusion of spread-out, or

diffuse, functions. In commonly used basis sets, these diffuse functions are typically

denoted by the prefix ‘aug-’ or a ‘+’ sign.

Within this thesis, we predominantly employ basis sets of triple-zeta quality. In

particular, we use Pople’s 6-311G(d,p) [344], occasionally augmented with the + or

++ variants, and cc-pVTZ Dunning’s correlation consistent [345, 346] basis sets. This

approach is affordable and sufficient for most of the molecules analyzed, which are

made of elements up to 3rd period. However, in Sections 5.3.1 and 5.4.3 we studied

systems bearing iodines. It is known that relativistic effects can be neglected in most

cases for lighter atoms, but have to be included when dealing with heavy elements

like iodine [347]. Hence, effective pseudopotentials or core potentials (ECPs) [348] are

employed to maintain computational efficiency, capturing key relativistic effects and

avoiding the explicit treatment of iodine’s 53 electrons.

Switching perspectives: Another way to tackle the electronic Schrödinger equation

is by focusing on the electron density rather than Ψ. The electron density is an

observable, and describes the spatial distribution of electrons in a molecule or atom,

quantifying the probability of finding an electron at a specific point in space. It is

viable to experimentally obtain high-resolution electron density maps showing the

details of the electron density in the chemical bonds [16, 349].
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In quantum mechanics, the electron density is derived from the square of Ψ. From

this operation, we get the N -order density matrix (DM) as

ÄN(x1, . . . ,xN ; x
′
1, . . . ,x

′
N) = Ψ∗(x1, . . . ,xN)Ψ(x′

1, . . . ,x
′
N). (2.11)

Given our primary focus on one- and two-electron operators, for example, the

terms in Ĥ, as described by Eq. (2.4), we usually only consider two cases: the one-

electron reduced density matrix (1RDM or Ä1(x1; x
′
1)) and the two-electron reduced

density matrix (2RDM or Ä2(x1,x2; x
′
1,x

′
2)). These are obtained by integrating out the

coordinates of N −1 or N −2 electrons, respectively, from the N -electron wavefunction.

From the 1RDM, the electron density Ä(x1) corresponds to its diagonal part, i.e.

Ä(x1) = Ä1(x1; x1). Similarly, the pair density, Ä2(x1,x2) = Ä2(x1,x2; x1,x2), can be

obtained from the 2RDM [350, 351]. These matrices not only simplify computational

efforts but also provide valuable insights into the electronic structure of molecules and

chemical bonding, discussed in more detail in Section 2.2. To do so, it is useful to

express both Ä1(x1) and Ä2(x1,x2) in terms of molecular spinorbitals

Ä1(x1) =
N

orb∑

i,j

1Di
jϕ

∗
i (x1)ϕj(x1) (2.12)

Ä2(x1,x2) =
N

orb∑

i,j,k,l

2Dij
klϕ

∗
i (x1)ϕ∗

j(x2)ϕk(x1)ϕl(x2). (2.13)

These general expressions, valid for both single and multi-determinant wavefunctions,

involve 1Di
j and 2Dij

kl, known as the 1-density and 2-density matrices, respectively, which

correspond to the tensor representation of the densities. In the particular case of single

Slater determinant wavefunctions, although the theoretical framework includes a full

basis set of Norb orbitals, the practical calculations exclusively involve the N occupied

orbitals. This simplifies the expressions: the 1-density transforms into a diagonal

matrix

1Di
j = ¶i

j =







1 if i = j

0 otherwise
∀i, j f N, and 1Di

j = 0 ∀i > N ( ∀j > N (2.14)

and the 2-density is reduced to

2Dij
kl =

∣
∣
∣
∣
∣
∣

1Di
k

1Dj
k

1Di
l

1Dj
l

∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣

¶i
k ¶j

k

¶i
l ¶j

l

∣
∣
∣
∣
∣
∣

. (2.15)
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Alternatively, in the case of correlated wavefunctions, the 1- and 2-densities can be

simplified by using a different set of orbitals. These are called natural spinorbitals (¸i)

and are related to ϕi by a unitary transformation, for which the 1-density is diagonal

[352]. Then, Ä1(x1) can be expressed as

Ä1(x1) =
N

orb∑

i

ni¸
∗
i (x1)¸i(x1), (2.16)

where ni are the natural spinorbital occupation numbers.

Density matrices can serve as the basis for advanced electronic structure methods,

including reduced density matrix functional theory (RDMFT) [353]. By focusing on

the 1RDM, RDMFT offers an efficient and scalable framework for capturing electron

correlation [354]. Despite its efficiency, the large degrees of freedom and computational

demands associated with the 1RDM limit the practical use of RDMFT to small-to-

moderate systems.

A more popular way for approximating the solution to the N -body Schrödinger

equation is density functional theory (DFT). The central quantity of DFT is the

electron density, Ä(r).e In wavefunction theory, one deals with a function of 3N

variables (ignoring the spin) leading to 3N degrees of freedom. Pure DFT instead

focuses solely on Ä(r) that depends on just three coordinates, offering a substantial

reduction in computational cost. The problem is that, as we will discuss in more detail

in Section 2.1.2, the exact expression of the exchange-correlation functional—necessary

for solving the Kohn-Sham equations—remains unknown. This is the main reason

for the ever-increasing number of density functional approximations (DFAs) available

[355]. Among the array of existing DFAs, long-range corrected (or range-separated)

functionals have shown consistent accuracy in evaluating aromaticity in systems similar

to our focus [76, 144–146]. Hence, these will be our preferred choice. Whenever

alternative DFAs are employed, benchmark studies will be conducted to validate the

selection.

In reviewing the fundamentals of quantum mechanics, we have noted that the

most accurate solutions to the Schrödinger equation, such as FCI with a complete

basis set, present excessively high computational requirements. However, various

approximations offer a trade-off between computational cost and accuracy. Therefore,

eHere, ρ(r) is obtained from ρ(x) by integrating out the spin coordinate σ. Moreover, for a normalized
wavefunction,

∫
ρ(r) dr = N .
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the critical question becomes: How does one choose the appropriate method? This

decision is further complicated when there is a lack of experimental data to use as

a reference. Even when experimental data is available, reproducing the complete

experimental setup—including conditions such as temperature, pressure, solvent, and

concentration—is often challenging. Additionally, the plethora of electronic structure

methods developed over the nearly 100 years since the Schrödinger equation has

given rise to a multitude of very sophisticated software packages [356–358]. This

diversity in software can introduce variability due to inconsistent implementations of

the same theoretical methods, complicating the comparability of results reported in the

literature. A deep understanding of the methodologies is essential for mitigating these

effects. Such knowledge effectively reduces these issues to minor concerns, especially in

non-solid-state calculations.

Despite the advancements in method development, including potential game-

changers like quantum Monte Carlo [359], the application of automatic differentiation

in machine learning for backpropagation in neural networks [360, 361], and quan-

tum computing [362–364], the field remains open to further optimization. Method

selection continues to depend on the specific requirements of the system under study,

underscoring the importance of knowing the strengths and limitations of the current

methods.

Computational approaches can be categorized according to their accuracy, especially

concerning predicted energy results [365]. This is illustrated in the form of a tri-axis in

Figure 2.2, emphasizing that more accurate calculations often require simultaneous

escalation across these axes, and this improvement comes with a cost.f The methods

are classified ranging from HF which does not account for electron correlation at all,

to methods that include a substantial amount of it. It is worth noting that, in some

cases, lower-order methods can yield better descriptions of certain properties due to

error cancellation, especially, this can be the case with KS-DFT. Increasing the basis

set size typically enhances results [341]. Finally, the third dimension accounts for

the Hamiltonian, where higher dimensions correspond to the inclusion of nth-order

components in the relativistic Hamiltonian [366]. Relativistic effects become significant

primarily for heavy elements, necessitating adjustments to the Hamiltonian. For low-

lying (i.e. first- and second-row) transition metals, employing ECPs is often sufficient

fBy computational cost, we refer to the combined considerations of computational time (related to
the algorithmic scaling with system size, O(Nx)), memory requirements, disk space needs, parallel
efficiency, and convergence behavior of the method.
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to account for these effects [367], offering a practical balance between accuracy and

computational demand. For our purposes, we stay at the non-relativistic Ĥ level, and

will only account for relativistic effects employing ECPs.

Figure 2.2 Approximate classification of theoretical approaches to electronic structure based
on their precision and computational cost. Adapted from reference [366]. The notation ‘+’

indicates iterative processes, which may push computational effort beyond N
xth

-order due to
the convergence demands of the calculation. aThe scaling of KS-DFT can vary from O(N2)
to O(N4) depending on the exchange-correlation functional.

In summary, understanding the foundational principles of computational methods is

crucial for informed decision-making. It is important to find a balanced approximation

between cost and accuracy. Thus, benchmarking against established standards, partic-

ularly along the method and basis set dimensions, corresponding to the purple region

in Figure 2.2, will help to refine our method selection. Following this rationale, we will

review in more detail the most prevalent ab initio methods and DFT approximations.

2.1.1 Hartree-Fock and Post-HF Methods

The Hartree-Fock (HF) approximation was developed through the collaborative efforts

of Hartree, Fock, and Slater. This method is aimed to solve the BO-time-independent

Schrödinger equation by applying the variational principle (Eq. (2.6)), and using

the independent particle model, which makes the HF method exact for systems of

non-interacting electrons. The latter allows us to define a mono-electronic operator (F̂ ).

Employing a Slater determinant (Eq. (2.7)) as the wavefunction of the system, the HF
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equation for a single-electron orbital (ϕi) takes the following form:

F̂ ϕi = εiϕi, (2.17)

where

F̂ = ĥ1 +
N∑

j=1

(Ĵj − K̂j). (2.18)

Here, Ĵj and K̂j are the Coulomb and exchange terms representing the average

electron-electron interactions in the mean field approximation. While Ĵj accounts for

the electron-electron repulsion by averaging over the positions of all other electrons, K̂j

is a consequence of the Pauli exclusion principle. Acting on ϕi, they are expressed as

Ĵjϕi(x1) =
∫ |ϕj(x2)|2

|r2 − r1|
dx2 ϕi(x1) (2.19)

K̂jϕi(x1) =
∫ ϕ∗

j(x2)ϕi(x2)

|r2 − r1|
dx2 ϕj(x1). (2.20)

These equations are solved using the self-consistent-field (SCF) method; an initial guess

for the spinorbitals is used to construct the Fock matrix F , which is diagonalized to

produce new orbitals. This new set of spinorbitals is then used for the next iteration,

and the process is repeated until the orbital energies εi and wavefunctions ϕi converge

to within a predetermined tolerance.

In the Hartree-Fock approach, the treatment of the spin and occupancy of the

orbitals (canonical HF orbitals) is a key factor. Based on that, there are three main

formalisms: the restricted (RHF), restricted Open-Shell (ROHF), and unrestricted

(UHF) Hartree-Fock. In RHF, designed for closed-shell systems where all electrons

are paired, the wavefunction is constructed with restricted spinorbitals. That means

orbitals are constrained to have the same spatial parts for ³ and ´ electrons, so RHF

cannot be applied to triplet or any other states with unpaired electron spins. ROHF

utilizes different F̂ operators: one for the doubly occupied molecular orbitals, as in RHF,

and another for the partially occupied orbitals. Thus, for closed-shell singlet states,

ROHF and RHF yield the same results, but ROHF can also be applied to any open-shell

situation. Finally, UHF allows all the ³ and ´ spinorbitals to vary independently,

offering a more flexible approach for handling different spin configurations [368].

As highlighted in Section 1.3.1, we are interested in studying closed-shell singlet,

open-shell singlet, and triplet states. Although HF may not be employed directly
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in our work, we will utilize single-determinant methods conceptually similar to HF,

specifically KS-DFT. We introduced the ROHF method for the sake of completeness;

however, our analyses will primarily focus on the restricted and unrestricted formalisms.

Hence, we will discuss the main differences between the RHF and UHF approaches, as

they are most relevant to our investigations.

Electrons with opposite spin tend to pair and occupy the same spatial orbital.

In such scenarios, both UHF and RHF display identical behavior, leading to the CS

solution. However, when these electrons are separated, as illustrated by the homolytic

cleavage of H2 depicted in Figure 1.15b on page 32, RHF encounters limitations due to

the separability problem, characterized by fictitious self-repulsion, and thus fails to

accurately describe the expected energy curve. In contrast, UHF is capable of providing

a qualitatively correct description of the energy curve [369, 370]. Thus, only with UHF

one will achieve the broken symmetry solution required to describe (bi)radical forms.

Unfortunately, the ΨUHF, i.e., a single SD made of different orbitals for different spins,

is not an eigenfunction of the total spin operator, Ŝ2. And while for an OS singlet

state we expect an ïŜ2ð value of zero (s(s + 1) = 0, where s denotes the total spin

number), higher values (ïŜ2ð ≠ 0) are often encountered. This phenomenon is known

as spin contamination, and it arises from the fact that UHF does not strictly enforce a

correct total spin for the system. As mentioned earlier, it allows the ³ and ´ orbitals

to vary independently. This flexibility can lead to energetically favorable solutions that

incorporate components of other spin states. For a conceptual understanding, we can

illustrate the wavefunction asg

ΨUHF = C2s+1Ψ2s+1 + C2s+3Ψ2s+3 + . . . (2.21)

Consequently, our OS state having two unpaired electrons but with an overall zero

spin, will contain contributions (C) from a triplet, a quintuplet, etc. with the highest

C being the nα + nβ + 1 multiplicity (where nα or nβ correspond to the number of ³

or ´ electrons, respectively) [340].

In a 1982 publication, Mayer [370] noted that “unrestricted Hartree Fock method

applying single determinant DODS (different orbitals for different spins) wavefunction

is, as well known, probably the simplest one accounting for a part of the correlation

energy”. Then again, he discussed the inherent limitations of both RHF and UHF,

gThe ΨUHF representation in Eq. (2.21) is a simplified illustration to facilitate the understanding of
the UHF potential spin contamination. It is not an exact representation.
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as they treat electronic motions independently. It is evident that, in reality, the

motions of electrons are correlated. When limiting ‘reality’ to systems studied under

non-relativistic Born-Oppenheimer approximations, electron correlation energy is

defined as the energy difference between the exact FCI and the RHF value [371, 372].

Ecorr = EFCI (exact) − ERHF (2.22)

There is a more convenient description given by Pines [373], which defines the

Ecorr of a given method as the energy of that method minus the HF energy, so we

can consider electron correlation as an intrinsic property of the method. This will be

the definition of Ecorr adopted in this discussion. Additionally, correlation effects can

be subdivided into two main categories: nondynamic (also referred to as static) and

dynamic correlation [374]. As we have already seen, the former arises from the need to

use more than one SD to properly describe the system. In contrast, the latter refers

to the correlation effects deriving from the movement of electrons in relation to each

other, and it becomes more important with increasing N in the system.

With a set of equations (HF theory) providing the foundational basis for solving

the eigenvalue problem, along with an understanding of its limitations in approaching

the exact result, the stage was set for the development of methods to obtain Ecorr,

the so-called post-Hartree-Fock methods. Of these, we will briefly discuss the most

relevant.

Configuration Interaction

As we have seen, instead of a single SD, we can use a large number of determinants to

build Ψ (Eq. (2.8)). Having already introduced FCI, we will now focus on discussing

truncated configuration interaction (CI) methods.

Starting from a HF reference, ΨHF, the way to generate new determinants is to

replace the spinorbital ϕa by ϕr, or the spinorbitals ϕa and ϕb by ϕr and ϕs, etc., to

obtain Ψr
a, Ψrs

ab, or successive excited determinants. These are the singly (S), doubly (D),

. . . , n-tuply excited determinants, and the order at which we truncate the expansion

designates the method: CIS, CISD, and so on. Then, through the linear variational

method, we obtain the energies (of both ground and excited states) and the optimal

CI coefficients. At this point, the calculation is simplified discarding non-interacting

terms based on group theory, Condon-Slater rules, and Brillouin’s theorem [341, 375].

It must be noted that, unlike HF, in CI only the expansion coefficients are optimized
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while the molecular orbitals are fixed using the ones from the HF solution. Therefore,

truncated CI will consistently yield energies closer to the exact solution. At lower

truncation levels, such as CISD, the improvement is primarily due to the introduction

of dynamic correlation effects. At higher levels, like CISDTQ, the method also captures

most nondynamic correlation effects. In many cases, where ΨHF is already a good

approximation to the system true Ψ, truncated CI at accessible orders often represents

an optimal approach. However, for systems with orbital degeneracy requiring significant

nondynamic correlation treatment, the computational cost of sufficiently high-level CI

truncations may be prohibitive, necessitating alternative approaches.

Additionally, truncated CI calculations are more sensitive to the size of the basis

set than HF. This increased sensitivity arises because CI methods, unlike HF, use

virtual orbitals to construct excited determinants. The quality of the virtual orbitals

representation—dictated by the basis set—directly influences the ability to model elec-

tron excitations and, consequently, Ecorr. Hence, it requires larger basis sets to capture

Ecorr more efficiently. In practice, due to the large computational cost and problems like

size extensivity and consistency, other CI variations are more used nowadays [376–378].h

Multiconfigurational Self-Consistent Field

An alternative approach to reduce the number of excited configurations is to limit the

number of spinorbitals where the excitations occur. Typically, excitations from very

low-energy orbitals or to very high-energy orbitals contribute less to Ψ compared to

those involving frontier orbitals. Given this, we can define a space, ‘the active space’,

that includes the most relevant orbitals for the description of the chemical problem. By

allowing excitations only within this active space, we significantly reduce the complexity

of the system. The key point is that by reducing the problem to the active space, we

enable a treatment involving a combination of a high number of determinants, each

representing distinct electron configurations, only within this reduced space. This

strategic focus forms the fundamental idea behind multiconfigurational self-consistent

field (MCSCF) methods [335, 341, 379].

Among MCSCF methods, the most common is the complete active space self-

consistent field (CASSCF). In CASSCF, the orbitals constituting Ψ fall into three

classes—orbital subspaces: occupied, active, and virtual orbitals as represented in

hSize consistency implies that the energy of two non-interacting fragments equals the sum of the
energies of the individual fragments. Size extensivity indicates the method’s correct scalability with
the system size.
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Figure 2.3. Similar to the HF method, occupied orbitals remain fully filled, and virtual

orbitals are empty. In contrast, active orbitals are treated at the FCI level. This allows

for the description of systems with multiconfigurational character (those exhibiting

an important amount of nondynamic correlation), e.g. bond breaking and formation,

diradicals, and conical intersections, provided the active space contains all orbitals

relevant to these events.

Figure 2.3 Schematic representation of the configurations included in a two electrons in
two orbitals (2,2) CASSCF wavefunction for a singlet state. The active space orbitals and
electrons are highlighted in green and red, respectively, while the inactive occupied and
virtual orbitals are in black.

Moreover, in CASSCF, both the expansion coefficients and the orbitals within the

active space are optimized. This can be advantageous for dealing with near-degeneracy

effects, where ΨHF could be biased towards specific covalent or ionic configurations. The

flexibility given by the active orbital optimization provides a better representation of

these orbitals and allows the description of the electronic state mixing. In this context,

it is pertinent to discuss the role of natural orbitals, which are frequently employed in

correlated methods. Unlike canonical orbitals that are restricted to integer occupation

numbers of 2, 1, or 0, natural orbitals allow for fractional occupation numbers (ni)

ranging between 0 and 2. Natural orbitals are obtained by diagonalizing the 1-density

in Eq. (2.12), resulting in Eq. (2.16), where the eigenvalues of the diagonal matrix

correspond to ni. This characteristic of natural orbitals provides a more detailed view

of electron distribution.

The most important limitation of CASSCF is the active space dependence. Selecting

the type of orbitals and how many must be included in the active space requires
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judicious choice. Moreover, CASSCF is often limited to a maximum of 20 orbitals

and a comparable number of electrons [380]. This limitation also results in a lack of

dynamic correlation, which requires considering a large number of excitations in the

whole space. Other MCSCF schemes like the restricted active space (RAS) partially

mitigate this by allowing variable excitation levels across more orbital subspaces

[381, 382]. Variants of RAS, such as the RAS Spin-Flip configuration interaction

approach, and methods like complete active space configuration interaction (CASCI),

illustrate the diverse strategies employed to improve results or reduce computational

costs by modifying the treatment of orbital optimization and excitation selection

[378, 383–385]. Finally, further incorporation of dynamic correlation energy can be

achieved by coupling CASSCF with perturbation theory or DFT, resulting in methods

such as CAS Møller-Plesset second-order perturbation theory (CASPT2) [386] or

multiconfigurational pair-density functional theory (MCPDFT) [387]. While these

methods provide accurate descriptions of dynamic correlation effects, it is important to

note that CASPT2, in particular, can be computationally more demanding, emphasizing

the challenge of balancing computational costs with accuracy.

Coupled Cluster

In coupled cluster (CC), the excited determinants, used to improve the single SD

approach, are generated by applying the so-called cluster operator T̂ (Eq. (2.23)) on

the ground state Slater determinant (ΨHF),

T̂ = T̂1 + T̂2 + T̂3 + · · · + T̂N . (2.23)

The application of T̂n generates a linear combination of all the excitations of order n.

For example, the application of T̂2 gives

T̂2ΨHF =
occ.∑

i<j

vir.∑

a<b

tab
ij Ψab

ij (2.24)

where t are the CC amplitudes. The operation of 1 + T̂ on the ΨHF produces the FCI

wavefunction. The actual CC wavefunction is defined not by the action of T̂ but the

exponential of T̂ on the HF reference,

ΨCC = eT̂ ΨHF. (2.25)
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The application of the exponential generates both connected and disconnected clusters

of n-tuply excitations that allow accounting for the interactions more efficiently. One

important consequence of the application of the exponential is that the final wavefunc-

tion is size-consistent. Similar to truncated CI, there are various levels of CC depending

on how many excitations are included. CCSD(T) corresponds to the inclusion of singly

and doubly excitations given by T̂1 and T̂2 and the triply excitations estimated using

the perturbation theory method [375].

For ground state systems not having multiconfigurational characteri, the coupled

cluster method, particularly CCSD(T), is recognized for its high level of accuracy

within the range of ab initio methods available [388, 389], and CCSD(T) is referred to

as the gold standard in computational chemistry. However, the trade-off is a significant

increase in computational cost, which scales poorly with the system size. This high

computational cost can be mitigated by employing certain approximations that build

upon the CCSD methodology [390, 391]. Moreover, these CC methods are not directly

applicable to excited states, unlike truncated CI and CASSCF. The most common CC

extension used for treating excited states is the equation of motion coupled cluster

(EOM-CC) [392].

iIn the case of small systems with multiconfigurational characteristics, such as the dissociation of H2,
with two electrons, CCSD effectively provides an accurate description equivalent to FCI. For such
systems, the range of possible excitations is comprehensively covered by the CCSD method. However,
for larger systems exhibiting nondynamic correlation effects, the CCSD or CCSD(T) approximation
may not capture all relevant configurations, making it insufficient to fully describe these systems’
electronic structure.
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2.1.2 Density Functional Theory and Time Dependent-DFT

Density functional theory (DFT) stands as one of the most extensively employed

electronic structure methods in quantum chemistry, offering a favorable balance between

computational efficiency and accuracy [393]. Modern DFT started with the application

of the theoretical formalisms resulting from the contributions made by Hohenberg,

Kohn, and Sham, which consist of the two Hohenberg-Kohn (HK) theorems [394] and

the Kohn-Sham (KS) method [395].

The first theorem establishes that for a given Ä(r) there exists a unique external

potential (Vext(r)). This unique correspondence between Ä(r) and Vext(r) (Ä ´ Vext)

implies the existence of a unique functional, solely dependent on the one-electron

density, capable of determining the ground state energy or any other property of the

system from Ä(r). For the energy, the electronic energy functional is expressed in terms

of the electron density, capturing the essential components necessary for calculating

the system’s total energy. Thus, it is written as

E[Ä(r)] = Vext[Ä(r)] + T [Ä(r)] + Vee[Ä(r)]
︸ ︷︷ ︸

FHK[ρ(r)]

=
∫

Ä(r)Åext(r)dr + FHK[Ä(r)], (2.26)

where Vext(r) contains the electron-nucleus attraction potential and all other potentials

that interact with the N -electron system (e.g. external electric or magnetic fields) but

the electron-electron potential. The other terms are the potential operator (Åext(r))

and the Hohenberg-Kohn functional (FHK[Ä(r)]), which is universal and it is defined as

the sum of the kinetic energy functional (T [Ä(r)]) and the electron-electron potential

energy functional (Vee[Ä(r)]), but its precise expression is not known.

The second theorem proves that, for real N -electron systems, the ground state

Ä(r), which satisfies the conditions of integrating to the total number of electrons
∫

Ä(r)dr = N , having Ä ´ Vext, and being non-negative Ä(r) g 0 everywhere, is the

one that minimizes the energy functional. Consequently, any approximate electron

density (Ä̃(r)) will result in an energy that is equal to or greater than the energy of

the true system. This is analogous to the variational principle in wavefunction-based

methods (Eq. (2.6)).

The lack of knowledge about the exact expression of the FHK[Ä(r)] limited the

applicability of DFT until Kohn and Sham proposed their method. They introduced a

hypothetical system consisting of N non-interacting electrons whose total density is
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the same electron density as the real system, where the electrons do interact. For this

Kohn-Sham system, the Hamiltonian operator is

Ĥs =
N∑

i=1

ĥs(ri) =
N∑

i=1

(−
1
2

∇2
ri

+ Ås(ri)), (2.27)

here ĥs is the KS one-electron operator and Ås(r) is the KS potential constructed to

obtain a ground state electron density that matches the electron density of the real

system.

Since we are working with a fictitious non-interacting electrons system, the HF

approximation is exact. Thus, the exact Ψ of the KS system can be described as in

Eq. (2.17) with the single-electron orbitals fulfilling

ĥsϕi = εiϕi. (2.28)

According to the first HK theorem, the total energy of the KS system will be given by

Es[Ä(r)] = Ts[Ä(r)] +
∫

Ä(r)Ås(r)dr =
N∑

i=1

εi, (2.29)

and this energy corresponds to the sum of KS orbital energies, εi. Additionally, the

electron density can be expressed as

Ä(r) =
N∑

i=1

|ϕi(r)|2, (2.30)

which is constructed to match the electron density of the real system (Eq. (2.12)), in

accordance with the design of the Kohn-Sham approach. Then, we can write the total

energy functional (omitting the nucleus-nucleus repulsion therm) of the real system as

E[Ä(r)] = Ts[Ä(r)]+Vext[Ä(r)]+
1
2

∫∫ Ä(r1)Ä(r2)
|r1 − r2|

dr1dr2

︸ ︷︷ ︸

J [ρ(r)]

+ ∆T [Ä(r)] + ∆Vee[Ä(r)]
︸ ︷︷ ︸

EXC[ρ(r)]

(2.31)

where Ts[Ä(r)] is the kinetic energy functional of the KS system, Vext[Ä(r)] is the external

potential containing the electron-nucleus interactions, J [Ä(r)] represents the classical

Coulomb electron-electron interaction energy, and EXC[Ä(r)] is the exchange-correlation

functional, which accounts for the non-classical effects of electron-electron interactions,

including both exchange and correlation phenomena. This functional incorporates
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corrections to the kinetic energy (∆T [Ä(r)]) and captures the difference between the

real Vee[Ä(r)] and J [Ä(r)].

The KS method enables the exact calculation of all terms within the total energy

functional except for EXC[Ä(r)]. This functional, describing all non-classical corrections

(i.e. exchange and correlation) to Vee[Ä(r)] and the kinetic energy beyond the non-

interacting model, is unknown. Therefore, to apply the KS method in practical

calculations we need to approximate EXC[Ä(r)].

KS-DFT equations resemble those of HF Eqs. (2.17), (2.18), and (2.19). Both HF

and KS-DFT are based on the single-determinant approximation of Ψ. The main

difference lies in the fact that HF approximates Ψ of the true interacting electrons

system, providing the exact exchange term (Eq. (2.20)), but omitting completely

the electron correlation energy. In contrast, KS-DFT represents the Ψ of the non-

interacting system whose ground-state density matches that of the real system, thereby

incorporating electron correlation effects [375, 396–400].

The undetermined form of EXC[Ä(r)] necessitates the use of density functional

approximations (DFAs) to make the application of the theory feasible in practical

scenarios. Some functionals are designed for general use, whereas others are highly

parameterized for specific tasks or based on fundamental principles. Perdew’s ‘Jacob’s

Ladder’ (Figure 2.4) ranks DFAs according to the complexity of their physical ingredi-

ents [401]. DFAs include various electron density or kinetic energy descriptors to refine

EXC[Ä(r)]. These descriptors account for factors ranging from the occupied orbitals

via the density itself [395] to its first (∇Ä(r)) [402], second derivative (∇2Ä(r)) or the

kinetic energy density (Ä) [403]. Additional refinements consider occupied orbitals

through HF exchange (EHF
X ) [404, 405] or virtual orbitals via Görling-Levy-based

perturbation theory (EPT2
C ) [406, 407], among other variations. Before delving into the

five primary categories of DFAs based on EXC, it is important to consider that the

categories outlined below represent the general frameworks of DFAs, but individual

functionals within these categories may diverge from the general formula. Accordingly,

the categories are as follows:

• Local Density Approximation (LDA): EXC = EXC [Ä(r)]

• Generalized Gradient Approximation (GGA): EXC = EXC [Ä(r),∇Ä(r)]

• meta-GGA (mGGA): EXC = EXC [Ä(r),∇Ä(r),∇2Ä(r), Ä(r)]

• Hybrid: EXC = EXC[n] + ³
[

EHF
X − EX[n]

]

, where n ≡ Ä(r),∇Ä(r),∇2Ä(r), Ä(r)
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• Double Hybrid: EXC = ³EX + (1 − ³)EHF
X + ´EC + (1 − ´)EPT2

C

Figure 2.4 a) Jacob’s Ladder for DFAs. Adapted from schemes in references: [401, 408, 409].
b) Distribution of carbon-carbon bond lengths (in Å) for the TCNQ molecule, calculated
using CCSD, HF, BLYP, B3LYP, and CAM-B3LYP together with 6-311+G(d,p) basis set.

Among these, hybrid functionals are widely employed in quantum chemistry, primar-

ily because they offer improved performance in predicting thermodynamic properties

and accurately estimating reaction barriers. For the majority of properties, these

functionals show the best performance. On the one hand, it is known that pure func-

tionals (LDA and GGA) suffer from the delocalization error (DE) and self-interaction

error (SIE) [410–413]. This is due to their inability to exactly cancel the electron

self-interaction, which is the interaction of an electron with itself, leading to over-

delocalization of the electron density and incorrect energy level alignments, resulting

in underestimated energy barriers. Additionally, accurately reproducing the behavior

of electrons at long range, which affects DE, significantly impacts the evaluation of

aromaticity in macrocycles [76, 144–146]. On the other hand, HF does not suffer from

this DE but neglects electron correlation effects, often leading to highly localized bonds

and overestimated energy gaps. These effects can be seen in the plotted bond lengths of

tetracyanoquinodimethane, as depicted in Figure 2.4b, which shows that optimization

at the HF level leads to the geometry with the greatest bond alternation, while the

GGA BLYP functional results in a more delocalized structure with lower bond-length
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alternation. Hybrid functionals such as B3LYP and CAM-B3LYP are not exempt from

DE but they behave better by including a percentage of EHF
X , the higher the amount

of EHF
X , the lower the DE.

A well-known failure of DFAs is the incorrect asymptotic behavior of the functional

at long interelectronic distances, which is crucial to account for dispersion forces. These

often fail to accurately capture van der Waals (vdW) interactions because they lack

the appropriate long-range dynamic correlation. The inadequate representation of

dispersion compromises the accuracy of predicted geometrical arrangements. Moreover,

these interactions are crucial for accurately modeling excitations to Rydberg states and

charge transfer processes [396]. To overcome this deficiency, a common approach is to

divide the electron-electron Coulomb operator into short-range (SR) and long-range

(LR) terms using an error function (erf)

1
|r1 − r2|

≡
1

r12

=
1 − erf(Ér12)

r12
︸ ︷︷ ︸

SR

+
erf(Ér12)

r12
︸ ︷︷ ︸

LR

. (2.32)

Here, É is the range separation parameter, also called attenuating parameter, which

is usually determined empirically and controls the percentage of EHF
X included in the

exchange-correlation functional at each interelectronic distance. With this, we achieve

a functional that can behave more like a GGA at short range and like HF at long range.

Some examples of functionals using a modification of Eq. (2.32) are CAM-B3LYP [414]

or ÉB97X-D [415].

In certain cases, determining an optimal É value for each specific system serves

to reduce the error in calculated properties (e.g., excitation energies). Among the

various optimization strategies, the ∆SCF method [416–418] is frequently utilized.

This method aims to fine-tune É to minimize the discrepancy between calculated and

exact values of the ionization potentialj (IP) and the electron affinityk (EA), thus

ensuring that the functional adheres as closely as possible to Janak’s theorem [421].

The optimization focuses on minimizing the tuning conditions, for which minimizing

the J∗(É) function, as defined in Eq. (2.33) below, has generally been identified as the

jWithin HF theory, Koopmans’s theorem [375, 419] states that the ionization potential of the N -
electron system, calculated by subtracting the energy of the N -electron system from the energy of the
system with N − 1 electrons, equals the negative value of the HOMO energy of the neutral system
(εHOMO(N)). According to the IP-theorem [420], this also applies to KS-DFT.
kThe electron affinity is calculated as the difference between the ground state energies of the system
with N electrons and with N + 1 electrons. According to the IP-theorem [420], the EA of a neutral
molecule corresponds to the minus HOMO energy of the anion, εHOMO(N + 1).
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best approach [422, 423].

J∗(É) =
√

|εω
HOMO(N) + IP(N)|2(É) + |εω

HOMO(N + 1) + EA(N)|2(É), (2.33)

where εω
HOMO(N) and εω

HOMO(N + 1) are the HOMO energies for systems with N and

N + 1 electrons, respectively. The application of this process to tune É results in the

so-called optimally tuned (OT) range-separated functionals.

Additionally, the poor description of the van der Waals forces can be further

corrected by incorporating an extra term accounting for dispersion to the KS equation.

This term, designed to account for geometrical effects without imposing significant

computational costs, is empirically derived to enhance the treatment of dispersion

interactions. One of the most widely adopted approaches for this purpose is the

empirical dispersion correction proposed by Grimme [424], with the D3 correction

[425], enhanced by the Becke-Johnson (BJ) damping [426–428] for improved accuracy,

being particularly popular. The more recent D4 version [429] offers further refinements,

extending the applicability and precision of dispersion corrections.

The KS-DFT approach has many advantages, but the most important is the

inclusion of electron correlation effects in the electron density and derived properties

at a lower computational cost than correlated wavefunction methods. Moreover, the

delocalization error and failures at describing long-range interactions can be mitigated

by the use of exact exchange and range-separated functionals. Nonetheless, KS-DFT

method is still limited to the study of the lowest energy state of a given space-spin

symmetry. To address the study of excited states, alternative approaches like time-

dependent density functional theory (TDDFT) have been developed, expanding the

scope of DFT to excited state chemistry.

Time-dependent density functional theory applies a similar philosophy of the

KS method to time-dependent problems. The time-dependent Schrödinger equation is

solved for a non-interacting system whose orbitals result in the same time-dependent

density Ä(r, t) as the real system. This can be done because the Runge-Gross theorem

[430] establishes that the time-dependent external potential, Åext(r, t), in a many-

electron system is uniquely determined, up to a constant, by the time-dependent

electron density. Then, the time-dependent KS equations are defined as

i
∂ϕj(r, t)

∂t
=

(

−
∇2

2
+ Ås[Ä](r, t)

)

ϕj(r,t), (2.34)
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where the first term is the time derivative of the j-th time-dependent KS orbital ϕj,

multiplied by the imaginary unit i. The Ås is the KS potential, and the density is

Ä(r, t) =
N∑

j=1

|ϕj(r, t)|2. (2.35)

The KS potential can be written as the sum of three terms

Ås(r, t) = Åext(r, t) + ÅH(r, t) + ÅXC(r, t). (2.36)

Here the external potential, Åext, includes contributions from nuclei and any time-

varying or constant external fields. ÅH is the Hartree potential representing the classical

electrostatic interaction and ÅXC is the exchange-correlation functional. The analysis

also incorporates the initial wavefunctions of both the interacting system, denoted by

Ψ0, and the Kohn-Sham system, ΨKS
0 . However, in practice, we apply the adiabatic

approximation, in which the exchange-correlation potential at a given time is assumed

to depend only on the electron density at that exact moment, and not on its past

values or the initial wavefunctions. This simplification is generally valid when Åext

changes slowly enough for the electron density to adapt instantaneously [431].

While the TDDFT method was originally formulated for systems subject to time-

dependent external potentials, it can also be utilized to compute static properties of

the system. In this thesis, our primary interest is to employ TDDFT as a tool to

obtain mainly vertical excitation energies and the corresponding electron densities of

various excited states.

To determine excitation energies and other properties of excited states, the linear-

response approach within time-dependent density functional theory (LRes-TDDFT) is

most commonly employed. The main idea of LRes-TDDFT is to consider excitations

as the system’s response to an external electromagnetic field, which is introduced as

a perturbation in the KS potential (Ås). In this framework, the vertical excitation

energies are obtained as solutions to the Casida equation [396, 432],




A B

B∗ A∗








X

Y



 = É




1 0

0 −1








X

Y



 . (2.37)

This equation in matrix form represents the eigenvalue problem to be solved to get the

excitation energies (denoted by É), where matrix A contains orbital energy differences

and the Coulombic electron-electron interactions, which are crucial for describing the
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direct coupling effects between electronic transitions. Matrix B, on the other hand,

accounts for the exchange-correlation contributions to these couplings, derived from

the exchange-correlation potential within TDDFT. The specific forms of A and B

matrices depend on the exchange-correlation functional. For the particular case of a

hybrid functional they are given by:

Aia,jb = ¶ij¶ab(εa − εi) + (ia|jb) − ³(ia|jb) + (1 − ³)(ia|fXC|jb) (2.38)

Bia,jb = (ia|bj) − ³(ij|ab) + (1 − ³)(ia|fXC|jb), (2.39)

where ³ determines the percentage of HF exchange in the functional. Then, the

exchange-correlation kernel (fXC) on the KS orbitals is written as

(ia|fXC|jb) =
∫∫

ϕ∗
i (r)ϕa(r)

¶2EXC

¶Ä(r)¶Ä(r′)
ϕb(r′)ϕ∗

j(r
′)drdr′. (2.40)

As we have discussed previously, computing electronic transitions that feature

a significant electron-hole spatial separation (i.e. charger transfer states) poses a

challenge for DFT. In these cases, it is necessary to employ energy functionals with

appropriate long-range behavior, such as range-separated hybrid functionals [225, 433].

One negative aspect of using long-range corrected functionals is that these can lead

to significantly underestimated triplet excitation energies [434]. One way to solve

this problem is to employ the Tamm-Dancoff approximation (TDA) [435, 436], which

corresponds to setting the matrix B = 0 in Equation (2.37). Moreover, the use of TDA

for those singlet excited states with the same spatial symmetry as the problematic

triplets can also improve the singlet excitation energy results, in particular in the case

of delocalized electronic structures [437].

2.2 Atoms In Molecules and Electron

Sharing Indices

The Schrödinger equation arises from the wave-like properties of particles. These

particles do not have a definite position until measured; rather, their probable locations

are determined by a probability distribution. This distribution is quantitatively

described by the probability density, |Ψ|2, emphasizing their wave nature and the

probabilistic description of their presence at any point in space. In this quantum picture,

with delocalized electrons and unclear atomic boundaries, most traditional chemical
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concepts cannot be firmly established or rigorously defined. Chemistry often involves

rationalizing global molecular properties by examining isolated atoms or functional

groups within a molecule. This understanding also relies on valuable concepts like Lewis

structures [438], which help estimate bond strength, molecular stability via resonance

forms, and oxidation states to name a few. Therefore, considerable efforts have been

invested in developing a theory of atoms in molecules (AIM) bridging traditional

chemical intuition and quantum mechanics. Beyond this, examining the atomic

contributions of well-defined observables, derived from operators, also helps interpret

these quantities. Overall, the theory of AIM offers valuable insights contributing to

the understanding and prediction of molecular behavior.

One significant issue is that there is no unique approach to the definition of AIM.

In his 1985 seminal paper, Bader [439] posed the following: “it would appear that to

find chemistry within the framework of quantum mechanics one must find a way of

determining the values of observables for pieces, that is, subsystems, of a total system.

But how is one to choose the pieces? Is there only one or are there many ways

of dividing a molecule into atoms and its properties into atomic contributions? If there

is an answer to this problem then the necessary information must be contained in the

state function, for it tells us everything we can know about a system”. This viewpoint

highlights the intrinsic difficulties of identifying chemically meaningful quantities from

quantum mechanical descriptions.

As previously discussed, our approach to represent the states of a system, Ψi, within

the Hilbert spacel involves an expansion in MOs, which, in turn, are built from AOs.

This construction allows us to decompose these MOs into their atomic contributions

logically. This atomic decomposition is known as Hilbert space partitioning, through

which the part of an MO associated with a specific atom in the molecule, denoted as A,

is defined as the set of atomic orbitals centered on A. The most popular Hilbert space

partition is the Mulliken partition [440]. An alternative is the Natural Bond Orbital

(NBO) scheme, which employs NBOs instead of canonical MOs. These NBOs arise

from a natural atomic orbital (NAO) basis, which is a set of orthogonal orbitals that

maximize electron localization and closely resemble the idealized bonds and lone pairs

of Lewis structures [441–443].

lThe Hilbert space is a complete, infinite-dimensional vector space endowed with an inner product
operation. It serves as the fundamental framework in quantum mechanics, wherein the states of a
quantum system, represented by wavefunctions, are defined as elements of this space.
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Alternatively, the atomic contributions can be obtained by partitioning the Cartesian

space (real space) occupied by the molecule. These are known as real space partition

methods. The most popular real space partitioning techniques include the Hirshfeld(-

iterative) method [444, 445], Voronoi cells [446], Fuzzy or Becke atoms [447], and

Bader’s topological analysis in the framework of the quantum theory of atoms in

molecules (QTAIM) [439, 448]. Ultimately, the choice between different Hilbert and

real space partitioning depends on the balance between its mathematical characteristics

and the chemical utility [449]. Throughout this thesis, we will primarily rely on QTAIM,

although other methods have been also employed.

The central quantity of QTAIM is the electron density, Equation (2.12). The

topological analysis of Ä1(x1) allows us to identify and classify its critical points (CP)

through the second derivatives (collected in the Hessian matrix). These CPs are

characterized by their rank (r) and signature (s), where the rank represents the number

of non-zero curvatures and the signature is the net count of positive (+1) and negative

(−1) curvatures at the CP. There are four distinct CPs: Attractor Critical Points

(ACPs) with (r,s) of (3,−3), Bond Critical Points (BCPs) with (3,−1), Ring Critical

Points (RCPs) with (3,+1), and Cage Critical Points (CCPs) with (3,+3). These

denote the electron density concentrations (usually matching atomic positions), bonding

interactions, ring structures, and cage-like enclosures in a molecule, respectively [450].

In QTAIM, the way to partition a molecule into atoms is based on the behavior of

the electron density. The atomic domain is defined by the zero-flux surface around a

nucleus, as depicted by the black line in Figure 2.5, or is defined by the limits of the

system at infinity. As a result, the atomic basins do not overlap.

Figure 2.5 Electron density in homonuclear diatomic molecules.
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Population Analysis and Delocalization Indices

Among the variety of chemical concepts, atomic populations (NA), and charges (QA =

ZA − NA), provide a quantification of the electron distribution around atoms. This

also leads to the concept of the delocalization index (DI), which further describes the

nature of electron sharing between atoms, offering insights into molecular structure

and reactivity. Simultaneously, bond order, defined as the number of electron pairs

shared between a pair of atoms, emerges as another fundamental measure of chemical

bonding. Although distinct in their definitions, for simplification, these two concepts

are sometimes considered interchangeable. While these concepts are sometimes treated

as interchangeable for simplicity, it is crucial to remember their distinct definitions. In

particular, the DI offers insights unrelated to direct bonding between atoms [451, 452].

In Hilbert space, the most popular concepts are Mulliken population analysis [440]

and Mayer bond order (MBO) [453]. These can be calculated by taking the definition

of an MO in terms of AOs (Eq. (2.10)), and determining the MO part that corresponds

to atom A as the set of n AOs centered in A. Using also the general definition of the

electron density given in Eq. (2.16), the Mulliken population of atom A is

NA =
∑

µ∈A

n∑

ν

PµνSµν , (2.41)

where Pµν is the density matrix obtained from the MO coefficients (cµ) and occupation

numbers (ni). The general form of Pµν is

Pµν =
∑

i

nicµicνi, (2.42)

and Sµν is the overlap between AOs,

Sµν =
∫

Çµ(x1)Çν(x1) dx1. (2.43)

Then, the Mayer bond order between two atoms A and B is given by

MBOAB =
∑

µ∈A

∑

ν∈B

(PS)µν(PS)νµ. (2.44)

We have seen that is pretty straightforward to calculate populations and bond

orders from Hilbert space partitioning. Unfortunately, in real space, the calculation of

these quantities requires numerical integration over the atomic domain of A, adding
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computational cost and associated numerical errors. The atomic population in this

case is expressed as

NA =
∫

A
Ä(x1) dx1 =

∑

i

niSii(A), (2.45)

where

Sij(A) =
∫

A
ϕ∗

i (x1)ϕj(x1) dx1, (2.46)

Sij(A) is the overlap between molecular spinorbitals i and j within the basin of A.

To obtain the bond order also referred to as delocalization index (¶(A,B)) or,

more generally, when this is extended to n centers (n g 2), the electron sharing

indices (ESI) in the real space framework, we will make use of the exchange-correlation

density (XCD). The XCD is composed of the Ä2(x1,x2) and a fictitious pair density of

independent electrons Ä(x1)Ä(x2) (like in the KS method),

ÄXC(x1,x2) = Ä(x1)Ä(x2) − Ä2(x1,x2). (2.47)

The XCD, which has information about the motion of electron pairs, can be used

as a measure of the interactions between electrons in two different regions in space, A

and B. By integrating over the space occupied by atoms A and B we get

¶(A,B) = 2
∫

B

∫

A
ÄXC(x1,x2)dx1dx2. (2.48)

For single-determinant wavefunctions (HF and KS-DFT), ¶(A,B) can be written in

terms of atomic overlaps (Eq. (2.46)) as:

¶(A,B) = 2
∑

i

∑

j

Sij(A)Sij(B). (2.49)

Here the sums run over all the occupied molecular spinorbitals.

2.3 Electronic Aromaticity Indices

A fundamental characteristic of aromatic compounds is their cyclic electron delocaliza-

tion. Consequently, the evaluation of aromaticity can be done from the quantification of

this electron delocalization, which, despite not being an eigenvalue of the wavefunction

of the system, offers indispensable insights—as discussed in the preceding section.

Definitions such as delocalization indices (¶(A,B)), and higher-order electron sharing

indices, obtained specially from QTAIM space partitioning have been widely tested and
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proved to give proper aromaticity descriptions [95, 128, 454]. Moreover, the electron

density of delocalized bonds (EDDB) based on the Hilbert partitioning is also capable

of accounting for multicenter bonding at a reasonable cost [455]. Unfortunately, the

accuracy of individual aromaticity measures cannot be determined because aromaticity

is a property that cannot be measured directly by any physical or chemical experiment,

impeding the establishment of unambiguous reference values; therefore, using a variety

of indices is recommended. When most indices point in the same direction, it strength-

ens the confidence in our assessment of aromaticity. Additionally, understanding the

specific characteristics of each aromaticity index is crucial, as this can lead to clearer

interpretations and alert us to any inconsistencies. Thus, in this section, we will give

the definitions and describe the main features of those electronic indices more relevant

to this thesis. In the subsequent section (2.4), we will review important aspects of

magnetic aromaticity measures. Lastly, geometric, energetic, and other measures, will

be briefly described or listed in Section 2.5.

Assessing and interpreting aromaticity results requires comparing the values ob-

tained for the molecule under study with a benchmark aromatic compound, typically

benzene. For instance, the fluctuation index (FLU) [17, 456] compares the DI of the

atom pairs in a ring (A = A1, A2, . . . , An) to the DI of well-known aromatic molecules

(e.g. benzene for C−C, and pyridine or pyrrole for C−N bonds),

FLU(A) =
1
n

n∑

i=1

[(

¶ (Ai)
¶ (Ai−1)

)α (
¶(Ai, Ai−1) − ¶ref(Ai, Ai−1)

¶ref(Ai, Ai−1)

)]2

, (2.50)

where the function ³ in the first term corresponds to:

³ =







1 if ¶(Ai−1) f ¶(Ai)

−1 if ¶(Ai) < ¶(Ai−1)
(2.51)

Figure 2.6 Pairs of atoms considered by the FLU index.

Figure 2.6 illustrates the pairs of atoms considered in FLU calculation for the case

of benzene. In Equation (2.50), we see that in addition to the second term accounting
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for the differences of the delocalization indices, there is a first term where ¶(A) is the

atomic valence for a closed-shell system and the ³ function ensures that the term

always takes values greater or equal than one. ¶(A,B) has been previously described

in Eq. (2.49). According to FLU, aromatic molecules will present small values, close

to zero (and exactly zero in the case of benzene), and larger values for non-aromatic

or antiaromatic molecules. It is worth noting that indices based on references are

more suited to evaluate the relative aromaticity degree of compounds that resemble

its references like substituted benzenes, small annulenes, or small heteroaromatics but

fail in other cases like the transition state of the Diels–Alder reaction [95, 457] or the

identification of the annulene pathway as the most aromatic in 18H porphyrin [146].

Furthermore, we can only use FLU for molecular systems with available DI reference

values. Consequently, it cannot be used in the context of metal aromaticity, systems

with halogens, or B–C and B–B bonds, as well as other bond types that deviate from

those typically found in classical organic molecules. Yet, this limitation might be

addressed by agreeing on DI values for aromaticity in these systems, allowing for a

wider use of FLU.

One interesting feature is that from the expression in Eq. (2.49) we can easily obtain

the separation of the FLU index into the ³ and ´ components, by only considering

³ and ´ molecular spinorbitals [109]. The FLU divided into spin components can

provide more insight in the evaluation of open-shell electronic structures providing

quantitative support to the Mandado’s 2n+1 rule [119] for aromaticity of separate

spins. The difference between the ³ and ´ contributions to the FLU index can be

quantitatively assessed using the following expression [109]:

∣
∣
∣
∣
∣

∆FLU
FLU

∣
∣
∣
∣
∣
=

FLUα − FLUβ

FLU
. (2.52)

Another aromaticity index based on bond orders is the bond-order alternation

(BOA). This index does not rely on references. Instead, it is based on measuring the

degree of bond equalization or bond alternation. Thus it evaluates the DI difference

of consecutive bonds, represented in red and green in Figure 2.7, indicating a greater

or lesser degree of aromaticity when bonds are more or less equalized, respectively

[458]. For instance, in benzene, where all ¶(C–C) have the same 1.394 value, at the

CAM-B3LYP/6-311G(d,p) level of theory, the BOA is zero [128].
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The original formula of BOA [459], initially proposed for open fragments, is mainly

suited for rings containing an even number of atoms (n = 4, 6, 8, . . .). It is given by

the equation:

BOA(A) =
1
n1

n1∑

i=1

¶(A2i−1, A2i) −
1
n2

n2∑

i=1

¶(A2i, A2i+1), (2.53)

here, n1 and n2 are determined using the floor function, denoted as +x,, which returns

the largest integer less than or equal to x. Specifically, n1 = +(n+1)/2, and n2 = +n/2,,

applying the floor function to round down to the nearest whole number.

Figure 2.7 Pairs of atoms considered by the BOA index.

For rings with an odd number of atoms, an alternative definition is recommended

[135] due to the inadequacy of the original formula. This situation arises because the

original approach averages two consecutive bonds, resulting in a value that depends on

the atom sequence in the ring. The alternative is formulated as follows:

BOA(A) =
1

2n

n∑

i=1

|¶(Ai, Ai+1) − ¶(Ai+1, Ai+2)| . (2.54)

A different approach based on the evaluation of bond orders is the para-delocalization

index (PDI). The PDI index consists of the average DI between atoms in para-position

in a six-membered ring (Figure 2.8) [79]. This was proposed after the observations by

Fulton [460] and Bader [461] that benzene has larger DI between the atoms in para

position than in meta.

PDI(A) =
¶(A1, A4) + ¶(A2, A5) + ¶(A3, A6)

3
(2.55)

The definition of this index only allows for the evaluation of six-membered rings,

giving large values for aromatic molecules (e.g. a PDI = 0.103 for benzene and pyridine)

and small values close to zero for non-aromatic and antiaromatic molecules. Moreover,

PDI can fail to correctly predict the aromatic character of heteroaromatic rings [95].
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Figure 2.8 Pairs of atoms considered by the PDI index.

A way to improve the evaluation of aromaticity is to extend the two-center index

approach and account for the electron delocalization among various atoms simul-

taneously [462]. The preferred option will be to consider all atoms in the ring, as

illustrated in Figure 2.9, which correspond to the Iring [463] and MCI [464] indices,

offering a thorough understanding of cyclic and global electron delocalization in the

ring, respectively.

Figure 2.9 Structures considered in Iring and MCI to calculate the n-center indices involved
in their calculation.

Iring(A) measures the electron delocalization between n centers A1 to An by con-

sidering overlap integrals across the Kekulé structure, which, in the case of benzene,

correspond to a hexagonal ring bonding arrangement. Its expression reads:

Iring(A) =
∑

i1,i2,...,in

ni1
. . . nin

Si1i2
(A1)Si2i3

(A2) . . . Sini1
(An), (2.56)

where ni is the orbital occupancy and Sij(An) is the overlap of molecular spinorbitals i

and j in the atom An, defined in Eq. (2.46). The Iring values for reference aromatic

(benzene), non-aromatic (cyclohexane), and antiaromatic (cyclohexatriene with a ratio

of 0.8 between two consecutive bond distances (a/b)) molecules are 0.048, 0.000,

and 0.012, respectively, as calculated using the CAM-B3LYP/6-311G(d,p) level of

theory [128].

In contrast, the multicenter index MCI(A), introduced by Bultinck and coworkers,

measures the amount of electron delocalization present in a ring by averaging the
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products of overlap integrals over all possible permutations of the n atoms in A,

MCI(A) =
1

2n

∑

P(A)

Iring(A), (2.57)

where P(A) represents the n! permutations of the elements in A. Thus it considers

not only the Kekulé but all structures resulting from taking into account all possible

bonding arrangements between the atoms in the ring. These cross-contributions of

electron delocalization are particularly important for the description of aromaticity

in small rings [465]. This expression of the MCI index (as well as Eq. (2.56)) is

ring-size dependent. In most cases, the larger n, the smaller the values. To allow

comparisons between rings of different sizes normalized versions of the index were

proposed [466, 467], but here we have simply used MCI1/n [18]. In both unnormalized

and normalized cases, aromatic compounds provide large positive numbers, and small

or even negative numbers are obtained for non-aromatic and antiaromatic species. For

instance, the MCI (MCI1/n) CAM-B3LYP/6-311G(d,p) values are 0.072 (0.646), 0.000

(0.260), and 0.013 (0.484) for benzene, cyclohexane, and cyclohexatriene (a/b = 0.8),

respectively [128].

Adopting the strategy utilized for the FLU index, it is equally feasible to analyze all

other discussed electronic indices (IND) by separating their ³ and ´ spin components

(INDα and INDβ). This approach allows for the calculation of |∆IND|/IND ratios in

open-shell systems, providing a metric to assess the Baird contribution in the T1 state

[110]. A low value of |∆IND|/IND suggests that the ring is predominantly Hückel

aromatic with an equal number of ³ and ´ Ã-electrons, whereas a large value points to

a Baird aromatic ring unit with two more ³ than ´ Ã-electrons.

An important limitation of multicenter approaches, especially MCI, is that they

are only feasible options for rings of small to medium size, with up to 12 members [18].

This size limitation arises from the high computational cost, and the accumulation

of numerical integration errors, which are particularly significant in large molecular

systems and when using correlated wavefunctions (where the second- or higher-order-

density matrices are non-diagonal and the dimensions of the atomic overlap matrix

are largerm). With the aim to overcome these drawbacks, in 2016 Matito proposed

the AV1245 index [18] based on the simultaneous delocalization among four atom

fragments. This allows for the evaluation of extended delocalization while maintaining

mIn practical scenarios, approximations to these density matrices are employed, which simplifies the
problem to managing the increased size of the atomic overlap matrix.
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a reasonable computational cost. AV1245 is calculated as the arithmetic mean of the

successive four-center multicenter index (4c-MCI) for the relative atomic positions

1–2 and 4–5 along the perimeter of the ring, as shown within solid line rectangles in

Figure 2.10. The dashed lines in the figure represent the n! possible permutations of

the elements in the string A = {A1, A2, A4, A5}. Regarding a different yet pertinent

detail, the AV1245 index values, which are inherently small, are presented scaled up

by a factor of 1000/3 to facilitate the discussion of the results.

Figure 2.10 Four-center indices considered by AV1245 index.

Examining the results of the AV1245 index, the same as for previously discussed

indices, the higher the value, the more aromatic the compound is. For benzene,

cyclohexane, and cyclohexatriene (a/b = 0.8) the AV1245 CAM-B3LYP/6-311G(d,p)

value is 10.72, -0.01, and 2.99, respectively [128]. This index has been specifically

created for analyzing large rings, thus AV1245 cannot be calculated for rings of less than

six members. It has been used primarily for the study of aromaticity in porphyirinoid

systems [102, 129, 146] as well as annulenes [135], porphyrin nanorings [76, 77], and even

for exploring the delocalization in polymers [468]. Notably, the AV1245 index values

tend to decrease as the size of the system increases, regardless of its aromatic nature.

The AV1245 values at CAM-B3LYP/6-311G(d,p) level of theory for aromatic 18H

porphyrin and C18H18 are 2.16 [146] and 1.80 [135], respectively, which are significantly

low compared to the value of benzene. A decrease in the aromaticity values in systems

with larger n is inherent to the index’s calculation. Mathematically, indices based on

n-center-MCIs involve the product of terms, each of which is a number less than unity.

As the ring size increases, the number of these multiplicative terms rises, leading to a

cumulative effect where the overall product becomes progressively smaller. Moreover,

it has been observed that species with extended rings of large sizes can be aromatic

but not as aromatic as small cyclic compounds [469]. This trend is explained by

the increasing difficulty in maintaining the optimal overlap between orbitals—which

favors electron conjugation—as the ring size increases, leading to a reduction in both

aromaticity and antiaromaticity [135].
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After the application of AV1245 in various studies [77, 102, 135, 146], the authors

realized that while for small and highly symmetric rings it provides enough information

about the system, for porphyrinoids and other species with large rings and less

symmetrical structures, the 4c-MCIs display significant variability. In these systems,

subsequent 4c-MCI values along a circuit are not narrowly clustered but can vary

widely, sometimes showing large values followed by much smaller ones, thus a single

AV1245 value can hide important information. One general limitation of indices based

on averaged values (i.e. BLA, HOMA, FLU, BOA, or AV1245) is that they can mask

the extreme values of electronic delocalization in ring fragments. This is critical to

characterize aromaticity since a molecule with one fragment showing very low electronic

delocalization is less aromatic than another with the same average value but higher

delocalization in its least delocalized fragment. To address this, Casademont-Reig et

al. recommend to analyze the AV1245 profiles showing sequential 4c-MCI, as depicted

in Figure 2.11, and check the minimal absolute value of these 4c-MCIs, the so-called

AVmin index [468]. For the analysis of AVmin results, the authors defined a threshold

of AVmin g 1 for a compound to be aromatic, however in many cases is still difficult to

differentiate between aromatic, non-aromatic or antiaromatic molecules, thus the use

of AV1245 and AVmin in conjunction with other aromaticity measures such as BOA is

advised [128].

Figure 2.11 AV1245 profile for the inner 16-atom circuit of the Zn-porphyrin.

The Zinc porphyrin example presented in Figure 2.11 allows us to see that delo-

calization is less effective between atoms at the bridging meso-positions. The index

distribution profile facilitates a detailed examination of the aromatic nature of different

ring fragments. By using it, one can discern variations in aromaticity across a molecule,

identifying the most and least aromatic segments. This can be particularly interesting

for identifying potential positions to functionalize in order to tune the aromatic charac-
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ter or to pinpoint the most reactive positions (unprotected by aromatic delocalization).

Additionally, it is useful for differentiating compounds with intermediate aromaticity

results, as it offers insights that are not readily apparent through other methods.

The last method based on electronic criteria we review is the electron density of

delocalized bonds (EDDB) [455, 470, 471]. It is based on decomposing the one-electron

density (ED) in different terms corresponding to the electron density localized on atoms

(EDLAs) that includes the core electrons, lone pairs, and so on, the electron density of

localized bonds (EDLBs) representing the Lewis-like 2-center 2-electron bonds, and

the electron density of delocalized bonds which includes the rest of the density that

cannot be assigned to atoms or bonds due to its delocalized nature, as represented in

Figure 2.12. The latter term accounts for the conjugation of a bond with the rest of 2c

and 3c bonds in the molecule.

ED(r) = EDLA(r) + EDLB(r) + EDDB(r) (2.58)

Figure 2.12 Decomposition of the one-electron density in electron density localized on atoms,
localized bonds, and delocalized bonds. Adapted from Ref. [125]

The spinless global EDDB function (EDDBG(r)) is expanded in the basis of natural

atomic orbitals, ¹i, and for a single determinant Ψ is defined as

EDDBG(r) =
N

orb∑

ij

¹∗i (r)DΩG

i,j ¹j(r), (2.59)

where

DΩG = 2
∑

σ=α,β

Pσ





ΩG∑

A,B

Cσ
A,Bϵ

ΩG,σ
A,B

(

¼σ
A,B

)2
Cσ∗

A,B



Pσ. (2.60)
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The following list provides a detailed breakdown of the terms and matrices introduced

in Equations (2.59) and (2.60):

• DΩG : Global density matrix, whose trace is interpreted as the population of

delocalized electrons across conjugated bonds in the molecule, serving as a

measure of global aromaticity. For a system with n atoms, ΩG represents the set

of all n(n−1)
2

possible atomic pairs (regardless of whether the atoms are formally

bonded or not) [455]. In this context, the subscript ‘G’ indicates that the full set

of atomic pairs present in the molecular system is considered. Details on other

sets that can be defined in this context are provided later in the text.

• Pσ (with Ã = ³, ´): Ã-spin-resolved charge and bond-order (CBO) matrix that

encompasses the charge densities and bond orders for the Ã spin state.

• Cσ
A,B: Matrix of linear coefficients for the orthogonalized Ã-spin-resolved two-

center bond-order orbitals (2cBO) for the bond A–B [472, 473], derived from

diagonalizing the appropriate off-diagonal blocks of the CBO matrix [474].

• ¼σ
A,B: Diagonal matrix containing the eigenvalues of the 2cBOs, representing the

occupation numbers for these orbitals, typically squared in this context.

• ϵΩG,σ
A,B : A diagonal matrix of Ã-spin bond-conjugation factors [475, 476], indicating

the degree of conjugation of each bond based on the bond-orbital projection

(BOP) criterion; elements near zero for well-localized bonds, and close to one for

conjugated bonds.

Thanks to this description it is easy to restrict the set of atomic pairs in Ω giving rise

to different variants of EDDB [125]. The global EDDBH function excludes hydrogens

to focus on Ã-aromaticity, avoiding delocalization from Ã-subsystem, which can lead

to less precise conclusions. Local functions like EDDBF and EDDBP provide insights

into aromaticity within molecular fragments or specific pathways, respectively. The

EDDBF and EDDBP functions serve as local aromaticity descriptors, where EDDBF

encompasses all atomic interactions within a molecular fragment, while EDDBP only

considers electron delocalization along a specific pathway (without considering cross-

ring conjugation). The distinction between these two indices is equivalent to the

relation between MCI and Iring indices. Moreover, all these functions can be dissected

into ³ and ´ spin components, and Ã-, Ã-, and higher-symmetry components, yielding

natural orbitals for bond delocalization (NOBD) that facilitate the identification of

aromaticity in complex molecular structures, including non-planar compounds. Finally,
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it is worth mentioning that these EDDB functions can be graphically depicted as

surfaces representing the delocalized electron density. As illustrated in Figure 2.13, the

reference values for benzene and CBD offer a clear comparison; aromatic molecules

such as benzene show substantial delocalization with a continuous surface and high

EDDB values close to six delocalized electrons (almost one delocalized electron per

C atom), whereas the antiaromatic S0 state of CBD has a zero surface and very low

delocalized electron values. A limitation to consider is that EDDB, like other electronic

aromaticity indices, cannot clearly differentiate between antiaromatic and non-aromatic

molecules. This challenge arises because both types of systems may exhibit values

close to zero, although with some nuances. Specifically, while non-aromatic compounds

are typically characterized by values near zero, antiaromatic systems can sometimes

present intermediate values, that fall between those of aromatic and non-aromatic.

Figure 2.13 Representation of the EDDBG isosurfaces using an isocontour of 0.02, and
EDDBG and EDDBH values for a) benzene, and b) cyclobutadiene at CAM-B3LYP-GD3BJ/6-
311G(d,p) level of theory.

2.4 Magnetic Aromaticity Indices

Magnetic aromaticity indices serve to evaluate the characteristic response of antiaro-

matic and aromatic molecules when these interact with an external magnetic field

(B or B0). This response is distinct from that of non-aromatic species, reflecting the

unique nature of their electronic structures. In the case of aromatic and antiaromatic

molecules, the application of an external magnetic field perpendicular to the plane of

the molecular ring induces an organized response current density. This current flows

clockwise, or in a diatropic manner (Jd), around the molecule, and counterclockwise, or
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in a paratropic direction (Jp), inside the molecular ring, as represented in Figure 2.14

by the blue and red circular arrows, respectively. The aromatic character of a molecule

is discerned by the resultant current strength, which is the sum of the diatropic and

paratropic currents of the molecule; a net diatropic current is related to aromaticity,

whereas a net paratropic current indicates antiaromaticity. By convention, aromatic,

non-aromatic, and antiaromatic molecules have positive, close to zero, and negative,

net ring-current strengths, respectively [19, 477].

Figure 2.14 Diatropic (blue, clockwise) and paratropic (red, counterclockwise) directions of
the induced current flow relative to the external magnetic field (green).

In quantum mechanics, to describe the effect of a uniform magnetic field on a

molecule we need to choose the origin of the magnetic vector potential, a point called

the ‘gauge origin’ (O). This relates the magnetic vector potential (A)n to the magnetic

flux (B) as

A(r) =
1
2

B × rO, (2.61)

where rO is the vector between the position r and the gauge origin.

In the presence of a magnetic field, the molecular Hamiltonian incorporates the

vector potential A to account for magnetic interactions. The additional terms modify

the kinetic energy of the electrons due to the Lorentz force [478]. Consequently, the

nThe magnetic vector potential is defined such that the curl of A gives the magnetic field B, in
accordance with Maxwell’s equation for a divergence-free magnetic field.
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Hamiltonian Ĥ in a uniform magnetic field is expanded as:

Ĥ = Ĥ0 + Ĥmag, (2.62)

where Ĥ0 is the field-free Hamiltonian, and Ĥmag includes two terms accounting for

the interaction with the magnetic field. These terms are: the first-order Ĥ(1), which

has a linear dependence on A, and the second-order Ĥ(2) with a quadratic dependence

on A, see Ref. [477] for the complete formulation of the Ĥmag terms.

While direct measurement of these current densities is at present beyond our experi-

mental capabilities, they are physical subobservables [479] and can be computed as the

expected value of an operator. However, this requires solving the Schrödinger equation

with the modified Hamiltonian. In practice, J(r) is calculated using perturbation theory.

As a result, we get the total current density with diamagnetic Jd, and paramagnetic

Jp contributions.

The induced current densities, especially the paramagnetic component, are relevant

to evaluating molecular aromaticity. These current densities reflect the degree of

electron delocalization under an external magnetic field, thereby offering a measure of

Ã-electron movement patterns under an external magnetic field. As outlined earlier in

the introduction, the analysis of the current density vectors and the net ring-current

strengths contributes to understanding the aromatic characteristics of a molecule.

Various computational tools are available for assessing ring-currents in molecular

systems [480, 481]. Among them, in our analysis, we employ the gauge-including

magnetically induced current (GIMIC) method [482] to conduct these evaluations.

In the current density vector plot of pyridine, in Figure 2.15 (right), we observe

distinct ring-currents and bond currents when a magnetic field is applied perpendicular

to the molecular plane. There is a clockwise, diatropic current around the molecule’s

periphery and a counter-clockwise, paratropic current within the pyridine ring (this

is not unique to pyridine but characteristic of cyclic systems in general), as well as

diatropic circulations around each of the bonds. The orientation of the magnetic field

is crucial, as it dictates the presence and direction of these currents.

To quantify the total ring-current strength in a molecule, integration over a defined

path or area is necessary. To understand better the current integration we have

represented pyridine’s illustrative example (Figure 2.15). An integration plane is

positioned in pyridine such that it is perpendicular to the molecular plane and crosses
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Figure 2.15 On the left, the differential profile of the current density of pyridine obtained
by numerical integration of the current density along the integration plane represented in the
bottom-right part of the plot. On the right, induced ring-currents at the molecular plane.

any of the bonds (two C–C bonds in this case). Then, the differential profile of

the current density is obtained by numerically integrating the current density flux

in thin vertical slices of the plane crossing the C–C bonds and through the whole

molecule (scanning in the integration direction represented in the right figure). The

net ring-current strength of pyridine, represented by a solid black line in the plot,

is measured to be significant. The positive and negative contributions refer to the

current density flowing downward and upward, respectively, in the right-hand side

representation. The vertical dashed bar at x = 0 marks the origin of the vortex. The

values x < 0 correspond to the left side of the integration plane, while the right side of

the plane with x > 0 is the returning current on the other side of the vortex. Although

2D plots offer detailed visualization of current strengths, they are labor-intensive to

generate and analyze. Therefore, in our research, we opt for single-plane integration

that provides a direct measure of the current strength of each bond. As a reference, the

net current strength obtained for benzene at the B3LYP/def2-TZVP level of theory is

11.8 nA/T (the sum of 16.7 and -4.9 nA/T corresponding to diatropic and paratropic

contributions, respectively), while for cyclobutadiene, the net value is -19.9 nA/T [482].

In addition to current strength values, we used qualitative analysis of ring-current

such as vector plots, depicted in Figure 2.16 for benzene and CBD references. The

plots, especially at the plane 2.0 bohr (1.1 Å) above the molecular plane illustrate the

aromatic character of benzene with a predominantly diatropic ring-current (flowing
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clockwise when viewed from above). In contrast, the antiaromatic nature of CBD

is evidenced by the more intense paratropic ring-current (flowing counterclockwise).

Additionally, these current densities can also be visualized using streamline plots [477],

which graphically represent the trajectories of particles in the vector field. These

plots can be generated with Paraview [483] and help us analyze the directionality of

molecular ring currents.

Figure 2.16 Representation of the current density for benzene (top) and cyclobutadiene
(bottom) at CAM-B3LYP-GD3BJ/6-311G(d,p) level. Top view of the currents in the molecular
plane (0 bohr), and the planes located at 1 and 2 bohr (from left to right, respectively). The
color scale gives the modulus of the strength of the current density; white-yellow regions
correspond to larger current values (0.4 nAT−1Å−2), while dark red corresponds to vanishing
current densities (f 10−4 nAT−1Å−2).

Unlike GIMIC, which allowed for the direct evaluation of the induced current

density, nucleus-independent chemical shift (NICS) is a scalar quantity, which makes it

easy to use, thus it is probably the most popular method for evaluating aromaticity

[82]. NICS operates through the relationship between the induced magnetic field Bind

and the external magnetic field B0, governed by the magnetic shielding tensor σ [484].

Bind = −σB0, (2.63)
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where σ is defined as

σ =







Ãxx Ãxy Ãxz

Ãyx Ãyy Ãyz

Ãzx Ãzy Ãzz






, (2.64)

and each of its elements corresponds to

Ãij =
∂2E

∂µi∂Bj

, (2.65)

with i and j representing the Cartesian coordinates (x, y, z), E the electronic energy

of the molecule, B the external magnetic field, and µ, the magnetic moment (in a loop

µ = I · A, where I is the intensity and A is the area). This magnetic shielding tensor

is fundamentally related to the NMR spectroscopic chemical shifts, which serve as

experimental probes of the local electronic environment around a nucleus [485].

NICS is the average of the diagonal elements of the magnetic shielding tensor [83]:

NICS = −
1
3

(Ãxx + Ãyy + Ãzz) = −Ãav. (2.66)

The calculation of NICS requires the strategic placement of a ‘ghost’ or ‘dummy’

atom at the center of the ring or positions above or below it at various heights (the

evaluation at 1.7 Å from the ring plane is recommended to get better results [486])o,

as depicted in Figure 2.17. Moreover, there are several NICS variants consisting of (i)

the placement of multiple probe atoms such as NICS scans (also represented in the

right-hand side of Figure 2.17) [486, 487], NICS planes or maps [488], or 3D isotropic

magnetic shielding mapping [489, 490]; or (ii) limiting the evaluation of NICS to only

the Ãzz component or the separation into orbital (e.g. Ã, Ã, . . . ) [82] or spin (i.e. ³ and

´) [119] contributions. The interpretation of NICS is as follows: large negative NICS

values imply aromaticity, characterized by a diatropic ring-current, near-zero values

correspond to non-aromatic systems, whereas a positive value indicates antiaromaticity,

characterized by a paratropic ring-current.

While the visualization of current density vectors and calculation of NICS values can

provide valuable insights into electronic circulations in aromatic systems, it is crucial to

recognize the limitations of these methods in defining aromaticity. As such, although

oNICS(1.7) should, in principle, capture the presence of π-electron delocalization because the maximum
of the p orbitals occurs around these distances. Consequently, this should be a preferred measure of
aromaticity in organic molecules
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Figure 2.17 On the left, a depiction of the ghost atoms’ positions at the center (NICS(0)),
and at a distance ‘x’ (in Å) above and below (NICS(± x)) of a six-membered ring together
with the values for benzene in ppm computed with B3LYP/6-311G(d,p). On the right, Ghost
atoms and NICS(1.7)-XY -scan. For the latter, the NICS values were determined using
three different methods detailed in Ref. [486]; the represented plot has been adapted with
permission from the same reference.

aromatic compounds typically exhibit induced ring-current magnetic shielding, the

use of magnetic indicators and, in particular NICS, as a sole measure of aromaticity

can be misleading. The relationship between diatropic ring-currents and aromaticity

is complex, where a diatropic current is a necessary, but not sufficient, condition

for aromaticity. For this reason, NICS analysis, while helpful, is not definitive for

proving aromatic character. This is underscored by an increasing number of studies

that highlight pitfalls and failures of NICS [78, 89–95, 491, 492].

2.5 Other Aromaticity Indicators

In addition to the electron delocalization and distinct magnetic responses of aromatic

compounds, these are also characterized by specific structural and energetic factors.

Geometrically, aromatic species usually exhibit bond length equalization within the

ring. Energetically, they are distinguished by having enhanced thermodynamic stability

relative to their aliphatic structural analogs, along with a propensity to retain structural

integrity during chemical transformations. These characteristics can also be used as

indicators of aromaticity.

The degree of bond length equalization can be measured in multiple ways. One

geometrical indicator is the bond-length alternation (BLA) [459] which is formulated

in the same way as the BOA index, in Equations (2.53) and (2.54), but using bond

distances (RAi,Ai+1
) instead of bond orders. Another popular geometry indicator is the
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harmonic oscillator model of aromaticity (HOMA) [493, 494], that can be computed as

follows,

HOMA(A) = 1 −
³

n

n∑

i=1

(Ropt −RAi,Ai+1
)2 (2.67)

In this formula, ³ is an empirical constant chosen to result in values close to one

for aromatic species, and small or negative values for non-aromatic and antiaromatic

molecules. Specifically, for C–C bonds, ³ is set at 257.7 with Ropt being 1.388 Å. For

C–N bonds, ³ is 93.52 with Ropt at 1.334 Å [495]. Therefore, the HOMA values for

benzene, pyridine, cyclohexane, and cyclohexatriene at the CAM-B3LYP/6-311G(d,p)

level of theory are 1.000, 1.000, −4.167, and −31.266, respectively [128].

Another common geometric characteristic of aromatic molecules, complementing the

structural insights provided by BLA and HOMA, is the planarity of the system. While

archetypal aromatic compounds are often perfectly planar rings, it is important to

recognize that not all aromatic rings maintain such planar configurations. In particular,

in larger annulenes, the planarity is lost due to ring strain, which arises either from

steric hindrance between substituents or from the distortion of bond angles. In such

cases, the quantification of the planarity can be a useful aromaticity indicator. To

assess this we used the best-fitted plane Ã index or root-summed-square (RSS) index

[457]. This method determines the ‘best-fitted plane’ for a given set of atomic positions

within a molecular ring and calculates the RSS values, which represent the sum of

squared distances of each atom from this optimally fitted plane. Lower RSS values

indicate a higher degree of planarity, which can be related to more aromatic systems.

The energetic aspect of aromaticity is fundamental, where the relative stability

compared to non-aromatic references determines if a compound is aromatic (if it

presents stabilization) or antiaromatic (when it is destabilized). This aspect is an

indispensable quality of aromatic systems. However, the accurate quantification of

(de)stabilization energies in (anti)aromatic systems is a very complex task due to

the dependency on the chosen reference. Among the most prominent energy-based

approaches are the resonance energy (RE) and aromatic stabilization energy (ASE)

[19, 496]. Resonance Energy is calculated as the difference in energy between the actual

molecule and the most stable hypothetical resonance structure (often a single Kekulé

structure). It essentially measures the extra stability gained due to resonance. A higher

RE indicates more delocalization of electrons, contributing to greater stability of the

molecule. Unlike RE, ASE typically compares the energy of the aromatic molecule to

another molecule with the same structural features but with a non-aromatic character.
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It is challenging to find appropriate reference compounds with the same ring strain,

steric repulsion, hybridization, conjugation, and other characteristics present in the

system under study. These factors significantly influence ASE results, as evidenced

by the wide range of values (66.9 to 18.4 kcal/mol) obtained from fifteen different

reaction schemes for benzene [497]. In trying to mitigate this, hypothetical isodesmic

reactions are designed to ensure that the net energy of the proposed process is related

to the aromatic stabilization. An isodesmic reaction is a chemical reaction where the

types of bonds broken and formed are the same, providing a reliable comparison for

energy calculations. The related term, homodesmotic reaction, extends this concept by

also considering orbital hybridization and maintaining the same number of carbon to

hydrogen bonds. Despite these efforts, applying energetic indices in a generalized way

to assess aromaticity remains very challenging.

In addition to the previously mentioned indices for evaluating aromaticity, there are

other relevant methods reported in the literature. More exhaustive lists can be found in

Refs. [351, 498, 499], and Chapters 5 to 8 of Ref. [19] discussing several indices). These

methods, while not mentioned in the previous sections—primarily because they have

not been applied in the present thesis—can be encountered in other relevant studies.

For instance, the electron localization function (ELF) [500] is an electronic method that

offers a way to map electron pair probabilities in multielectronic systems. The anisotropy

of the induced current density (ACID) [501], and induced magnetic field maps (Bind
Z )

[502] are examples of magnetic-based indices offering perspectives on aromaticity based

on magnetic properties. Additionally, the reparameterized HOMA for Excited States

(HOMER) [503] represents an adaptation of the traditional HOMA method, fitted to

assess molecular geometry in excited states. The isomerization stabilization energy

(ISE) [504] is another energetic method calculated through isodesmic reactions that

involve a methyl derivative of the aromatic system. Else, a multifaced approach utilizing

neural networks, such as self-organizing maps (SOMs) [505]. These methods provide

a variety of perspectives and analytical tools for the aromaticity characterization in

chemical systems.
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3 Objectives

The aim of the present thesis is to explore the concept of aromaticity as a pivotal

tool for characterizing challenging situations arising from systems in their excited

states, as well as the structure of molecules with complex topologies. In the preceding

chapters, we highlighted the broad applicability of aromaticity to comprehend properties

at the molecular level. Remarkably, we have explored how Hückel’s and Baird’s

rules, spherical or double aromaticity, and the utilization of aromaticity indices serve

as fundamental frameworks for characterizing aspects of Ã-electron delocalization.

Furthermore, we discussed the impact of aromaticity in a range of applications, showing

its importance in guiding the design and synthesis of novel compounds with targeted

properties. Yet, we also discussed the limitations of existing aromaticity rules and

descriptors, identifying cases where new findings do not fit these theories or reveal

misapplication, underscoring the need for continuous refinement in our understanding

and methodologies. Consequently, we target two areas requiring further investigation:

excited state aromaticity and the exploration of systems with complex topologies, with

the goal of deepening our knowledge of aromaticity.

The objectives of this thesis are divided into two main blocks. The aim of the

first block is to achieve a better characterization of pro-aromatic quinoidal systems

in both their ground and excited states, with corresponding investigations detailed

in Chapter 4; while the aim of the second block is to analyze the aromaticity in

compounds with complex electronic structures and molecular topologies, with specific

objectives pursued through investigations detailed in Chapter 5.

The complex electronic nature of Kekulé diradicals, along with discrepancies found

in the literature concerning their aromatic character, motivated us to further investigate

their aromaticity in the ground and excited states and highlight their potential use

in photonic applications. To achieve this, we have established the following specific

objectives for the first block of the present thesis: (I) refine the understanding of excited

state aromaticity, particularly Baird aromaticity in symmetrically substituted conju-
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gated rings using spin-separated indices. (II) Investigate the pro-aromatic molecules

that exhibit potential Baird aromatic character in their lowest T1 and S1 states, focus-

ing on the characterization of these states as either predominantly Hückel-aromatic,

Baird-aromatic, or a hybrid of both. (III) To establish guidelines for the rational

design of molecules that exhibit excited state Hückel/Baird aromaticity, and identify

strategies to enhance Baird aromatic character. (IV) Understand the relationship

between electronic structure, stability, and aromaticity in the GS configurations of

poly-para-phenylenes; and (V) to define aromaticity as a design tool by identifying

its correlation with the singlet-triplet energy gap, aiming for precise control in the

development of new materials.

In the second block of this thesis, our investigation extends to a wide variety

of complex molecules, including large macrocycles, interconnected rings, and three-

dimensional structures. A significant portion of these molecules exhibit aromatic

characteristics, which aids in applying the concept of aromaticity to rationalize the

electronic structure, find structure-property relationships, guide synthesis, and identify

new compounds. However, the complexity and large size of these systems limit the use

of some aromaticity indices (e.g., MCI for its computationally demanding requirements

or FLU for the lack of reference DI values), or unmasks discrepancies between response-

and intrinsic-based aromaticity measures, complicating the interpretation of the results.

To address these challenges we aim to apply aromaticity indicators, developed in our

research groups, suitable for analyzing large molecular systems and apply aromaticity

rules tailored to these compound classes, seeking to achieve a meaningful interpretation

of the results. Hence, the detailed objectives of this block are divided into four

sections, each concentrating on a distinct class of compounds: phthalocyanines and

subphthalocyanines, C80H30 nanographene, double aromatic tropylium derivatives,

and icosahedral boranes and carboranes. Through this evaluation, we aim to deepen

our comprehension of their aromatic properties and refine our understanding of the

applicability of various aromaticity rules and measures. The objectives for each of

these four sections are outlined in the subsequent paragraphs.

Our objectives for investigating the electronic and optical properties of (sub)phtha-

locyanines and related systems (Section 5.1) are: (VI) to characterize the aromaticity

of these molecules and (VII) determine how it influences the UV-Vis spectrum.
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The primary objective in our exploration of the aromaticity in C80H30 curved

nanographene (Section 5.2) is (VIII) to determine the presence and identify which are

the most favorable Ã-aromatic circuits within this uniquely structured nanographene.

In our study detailed in Section 5.3, the focus is on expanding the understanding

of double aromatic compounds, exploring C7R
q

7 (where R = F, Cl, Br, and I; and

q = +3 or -1) systems with separate Ã- and Ã-delocalized currents, the main objective is:

(IX) to analyze the conditions necessary for achieving double Hückel-Baird aromaticity,

including electron counting rules and delocalization requirements.

The main objectives of the last part, devoted to the characterization of the aro-

maticity of boranes and carboranes (Section 5.4) are the following: (X) to understand

the isomerization process from o-C2B10H12 to m-C2B10H12 upon heating and relate the

ease of deboronation in these structures to their thermodynamic stability and aromatic-

ity; (XI) to elucidate the differences in aromaticity between metallabis(dicarbollides)

and metallocenes; (XII) to assess how aromaticity in boron clusters evolves during

structural transformation and electron addition (from closo to nido forms); (XIII) to

compare the aromatic nature of o-carboryne and o-benzyne, focusing on the differences

in the C–C bond nature between these two compounds; and (XIV) to combine the in-

sights from the study of aromaticity in (car)boranes and the double aromaticity section,

to study the possibility of having double aromaticity in iodine-substituted boranes.
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Hückel–Baird Hybrid Aromatic Character

of Pro-Aromatic Quinoidal Compounds
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Excited State Aromaticity Hot Paper

Guidelines for Tuning the Excited State Hgckel—Baird Hybrid
Aromatic Character of Pro-Aromatic Quinoidal Compounds**

S&lvia Escayola+, Claire Tonnel8+, EduardMatito, Albert Poater, Henrik Ottosson,* Miquel Sol/*

and David Casanova*

Abstract: Pro-aromatic molecules have higher-energy diradi-

caloid states that are significantly influenced by resonance

structures in which conjugated rings take on Hgckel-aromatic

character. Recently, it has been argued that there are also pro-

aromatic molecules that adopt central units with 4np-electron

Baird-aromatic character in the T1 state, although detailed

analysis suggests that these compounds are better labelled as T1

Hgckel—Baird hybrid molecules where Hgckel-aromaticity

dominates. Herein, we consider a series of symmetrically

substituted conjugated rings with potential Baird aromaticity in

the lowest excited triplet and singlet states. Our computational

results allow us to establish general guidelines for the rational

design of molecules with excited state Hgckel/Baird aromatic-

ity in pro-aromatic quinoidal compounds. We found two main

strategies to promote high Baird aromatic character: 1) anionic

and small conjugated rings with electron donating groups as

substituents and small exocyclic groups with electron with-

drawing substituents, or 2) electron deficient conjugated rings

with exocyclic electron—donor substitution.

Introduction

Molecules when excited to their lowest electronically
excited states often change their electronic structure consid-
erably, which impacts on a range of important molecular

properties. For example, the reactivity of a molecule in its
excited state often differs markedly from that in its S0 state.

[1]

Also, the charge distribution within a molecule is normally
altered upon excitation, and consequently, its interaction with
the surrounding medium. Excited states can be obtained as
electronic transitions with large hole/electron spatial overlap,
or alternatively, can involve substantial displacements of the
excited electrons.[2] The electronic structure changes upon
excitation are influenced by a number of factors; those that
are intrinsic to the molecule and those that are extrinsic. The
bonding and antibonding features of the orbitals populated in
the excited state is one of the most obvious intrinsic factors,
whereas the polarity of the surrounding solvent or medium
constitutes a typical example of extrinsic factors. An impor-
tant intrinsic factor is the ability of a molecule to switch its
electronic structure from a pro-aromatic structure to an
aromatic one.[3]

Aromaticity and antiaromaticity are concepts that come
in various forms. BairdQs rule[4] for the lowest pp* triplet state
(T1) tells that 4np-electron conjugated monocycles are
aromatic while (4n+ 2)p-electron cycles are antiaromatic,
and it often also applies to the lowest singlet excited state
(S1).

[5] Yet, Hgckel-aromaticity can also impact on features in
the excited states.[6] Interestingly, one may even have excited
states which are influenced simultaneously by Baird- and
Hgckel-aromaticity, as has been revealed for a 2,7-
dimethylenemethano[10]annulene exo-substituted with two
5-dicyanomethyl-thiophene (DT) moieties at the peripheries
(TMTQ). Tovar and co-workers explored TMTQ in its T1

state and reasoned that this compound is Baird-aromatic,[7]

although it was later shown to be a triplet state Hgckel-Baird
hybrid aromatic molecule with minor Baird character (vide
infra).[8] Recently, the S1 state of TMTQwas argued to display
Baird-aromaticity ascribed to photoinduced two-electron
charge transfer (CT) from the central ring to the two DT
units (Figure 1).[9]

Research on excited state Baird-aromaticity has intensi-
fied in the last decade.[10] Yet, comprehensive and critical
analyses combined with solid computational assessments are
required for the proper interpretation of experimental data as
there is presently no spectroscopic technique that can be used
as the sole method to evaluate excited state aromaticity in
a similar manner as 1H NMR spectroscopy can be used to
assess aromaticity in the S0 state. The correctness of the
interpretations is crucial as only then can the Baird-aroma-
ticity concept be developed into a tool that is useful to the
design of molecules with targeted optoelectronic properties
for potential use in, e.g., organic electronics.[11] Now, can the
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Baird-aromatic character in (symmetrically) substituted con-
jugated quinoidal rings be increased either (i) by going from
the T1 to the S1 state, (ii) by using different central pro-
aromatic units, (iii) by considering longer or shorter side
groups, and/or (iv) by altering their structures in some other
way?

Numerous pro-aromatic molecules can be designed which
on paper can be labelled as Hgckel-Baird hybrids in their
lowest triplet states (Figure 2). Here, an interesting aspect is
the difference in the number of CC p-bonds between the
Hgckel-aromatic and the Baird-aromatic resonances. For the
neutral pro-aromatic molecules, the difference is two, while
for the three charged pro-aromatic molecules the difference is
one, indicating that less number of p-bonds formally need to
be broken. Hence, an influence of the Baird-aromatic
structure in the ionic compounds should imply a smaller
energy penalty. Additionally, as the charge separation is
larger in the Baird-aromatic resonance structures for the
neutral molecules (@1, + 2, @1) than for the charged ones
(either @1, + 1, @1 or + 1, @1, + 1), we postulate that it could
be more facile to develop stronger Baird-aromatic character
in the T1 and S1 states of the latter ones.

Now, why can molecules with excited states having Baird-
aromatic instead of Hgckel-aromatic character be useful? In
the compounds of Figure 2, high involvement of Baird-
aromatic character in the triplet states implies a higher CT
extent than in the Hgckel-aromatic structures, a useful feature
for photovoltaics. A molecule with a Baird-aromatic CT state
may also exhibit a high photochemical stability, in analogy to
other Baird-aromatic molecules.[12]

The present work explores to what extent a range of
Hgckel-Baird hybrid compounds (Figure 3) have the ability
to adopt Baird aromatic character in the lowest singlet and
triplet excited states. The study intends to solve several
important questions. Are there pro-aromatic Hgckel-Baird
hybrid compounds for which the Baird aromaticity dominates
in the T1 state? How similar are the S1 and T1 states in

character?What is the extent of CT in S1 and T1? How can we
increase the Baird-aromatic character of the T1 and S1 states
through different central rings and exocyclic substituents? By
answering these questions, we aim to develop general guide-
lines for the design of hybrid Hgckel-Baird pro-aromatic
species with strong Baird-aromatic character in their lowest
excited states.

Results and Discussions

Excited State Aromaticity in Conjugated Rings

This section has two parts. We first discuss the Hgckel-
Baird aromatic character in the T1 and S1 states of molecules
with conjugated rings symmetrically substituted with two
dicyanomethylene units labelled as nR (Figure 3). In the
second part, we explore species in which one thiophene unit
has been added in each of the two side-arms (nR-T

compounds).
The lowest singlet and triplet states of nR with n= 5, 6, 9,

and 10 (n being the number of C atoms in the central ring),
i.e., 5R, 6R, 9R, and 10R, are obtained as the single electron
occupancy of the highest occupied molecular orbital (HO-
MO) and the lowest unoccupied molecular orbital (LUMO).
Both frontier p-orbitals are well delocalized over the
molecule (Figure 4). Triplet vertical excitation energies of
nR are within the 1.1–1.4 eV range (B3LYP, Table S18), and
about twice as large for S1. Structural relaxation stabilizes the
lowest triplet by 0.2–0.3 eVand considerably more in the first
excited singlet. The relative energies of T1 and S1 states
computed with other functionals yield very similar results
(Tables S1 and S2).

Minimal energy structures of T1 and S1 for the four nR

molecules exhibit a systematic bond length equalization with
respect to the bond alternation pattern in the ground state
(Figure 5a), which points out an increase of the aromatic

Figure 1. Quinoidal, diradical, and ionic resonance structures of importance for TMTQ (10R-T) involved in the description of S0, S1, and T1 states.
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character of the central rings in the excited states. Bond
length changes in 5R and 9R when going from S0 to S1 are
larger than those derived from the transition to T1, suggesting
larger electronic structure rearrangements within the central
ring in the excited singlet. The observed bond length equal-
ization is in line with the changes in the bond electron
delocalization indices (DIs)[13] (Figure 5b), and are supported
by the different methods we have employed to quantify the
aromaticity (Tables S86–S101) and GIMIC plots showing
a more intense diatropic ring current for the T1 state than for

S0 (Figures 6 and S35–S40). Interestingly, all indices suggest
a slightly higher aromaticity of the central ring in the S1 and T1

states of compounds 6R and 10R than in 5R and 9R. Besides,
structural relaxation on the excited triplet and singlet
potential energy surfaces induces an elongation of the two
exocyclic CC bonds with a concomitant decrease of the
corresponding DIs.

Therefore, structural analysis and (global) aromaticity
indices manifest a transition from non-aromatic to aromatic
character in the central ring of nR upon excitation to T1 and

Figure 2. Non-aromatic, Hfckel-aromatic (p-bonds in red), and Baird-aromatic (p-bonds in blue) resonance structures of the parent
dimethyleneannulenes in their lowest-lying singlet and triplet states.
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S1. In the following, we uncover the Hgckel, Baird or Hgckel-
Baird hybrid character of the central ring of the T1 and S1

states (Figure 2). Next, we analyze the a and b components of
the electron DIs corresponding to the C@C bonds of the
central ring in the T1 state of 5R, 6R, 9R, and 10R. The
difference between a and b components of these DIs is rather
small (Tables S54–S85), particularly for 6R and 10R, indicat-
ing an almost identical contribution of the a and b electrons to
the C@C covalent bond order in the conjugated ring.
Electronic indices (IND) can be separated into a and b spin
components (INDa and INDb) and one can obtain jDIND j /
IND values withDIND= INDa@INDb for the T1 state. These j
DIND j /IND values can be used to quantify the Baird
contribution to the T1 state.

[8] A low value of jDIND j /IND
in the central ring suggests that the central ring is predom-
inantly Hgckel aromatic with equal number of a and b p-
electrons, whereas a large value points to a Baird aromatic
ring unit with two more a than b p-electrons.

In the following, we focus on the results obtained with the
FLU index. Values obtained with other electronic indices with

a full list of references are found in the Supporting Informa-
tion. The percentage of Baird aromaticity is obtained by
comparison of the jDFLU j /FLU value of a given system with
that of the corresponding fully Baird aromatic species:
3C5H5

+, 3C6H6
2+, 3C9H9

+, and 3C11H10
2+ (Table S105). The

relatively low jDFLU j /FLU value denotes strong Hgckel
character of the central ring in the triplet state of 6R. For 5R,
9R, and 10R, the Baird character is higher and close to 50%
(Table S88). The lower involvement of the Baird form in the
neutral 6R when compared to the anionic 5R and 9R

compounds is in line with the hypothesis based on the
difference in the number of p-bonds between the quinoid and
Baird-aromatic zwitterionic resonance structures in charged
vs. neutral compounds (Figure 2). The Baird aromatic char-
acter of 10R is probably overestimated by jDFLU j /FLU
values (vide infra).

To further quantify the importance of the different
resonance structures in the description of the T1 and S1 states
of nR and assess the Hgckel-Baird aromatic character of the
conjugated central ring, we examine the charge and spin

Figure 3. Compounds investigated in this study.
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distributions using different schemes (Mulliken, Hirschfeld,
NPA, CHELPG, and QTAIM, Tables S20–S51). We focus
here on the QTAIM results, but trends are similar for the rest
of the methods. The results differ significantly for anionic (5R
and 9R) as compared to neutral (6R and 10R) molecules. For
5R and 9R, both T1 and S1 states show a similar Baird
aromatic character with charges in the 0.01–0.12 e range,
indicating that the Baird character in these states is about
50% (Figure 8), in agreement with T1 central ring spin
densities (1.006 e in 5R and 0.956 e in 9R) and jDFLU j /FLU
results. The atomic charges at the six-membered ring (6-MR)
obtained for the triplet state of 6R suggests an 18% Baird
character. The T1 charge at central ring of 10R is higher (0.499
e, 25% Baird), in good agreement with an increase of spin
density of 10R (0.684 e) with respect to 6R (0.351 e). Spin
density plots show that the presence of spin density in the
central ring of 6R and 10R is small (Figure S32), and we must
conclude that there is not enough spin density located in the
central rings to consider them fully Baird aromatic. The
positive charge at the conjugated rings of 6R and 10R in the S1

state exhibits a small increase with respect to T1, with 21%
(6R) and 29% (10R) Baird character.

Hgckel and Baird aromaticity in the central ring could be
achieved theoretically by adding to or withdrawing electrons
from the ground state configuration, suggesting electron
attachment and detachment processes, or by neutral excita-
tions with CT character in which the pro-aromatic ring
exchanges electrons with other parts of the system. Here we
tackle the latter by evaluating the CT character of low-lying
states of the studied molecules. Quantification of electron
density gain or loss in the central conjugated ring of molecules
nR indicates a very small displacement of electrons upon
transition to T1 and S1 states (Table 1), in line with a HOMO-
to-LUMO transition with the two orbitals delocalized over
the entire molecule (Figure 4). The computed charge differ-
ences between ground and excited state minima are very
small, with electron density variations in the central ring
smaller than 0.1 e in 5R, 6R, and 10R, and about 0.12–0.13 e
increase of electrons in the 9-MR of 9R. In most cases, there is

Figure 4. HOMO and LUMO for the nR series.

Figure 5. a) Bond lengths (inset with labels) and b) DIs of compound
5R. Data for all studied molecules are given in the Supporting
Information.

Figure 6. Current-density vector field for S0 and T1 states of 5R. Top
view of the currents in the perpendicular plane with respect to the
magnetic field vector B0 located at 0 and 1 b (left and right,
respectively) above the molecular plane. White-yellow regions corre-
spond to larger current values (0.1 nAT@1), while dark red to black
correspond to vanishing current densities (,10@6 nAT@1).
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an increase in the negative charge of the central ring when
going from S0 to T1 and S1. Charge variations upon S0!S1

transition at the Franck-Condon geometry are even smaller
(Tables S20–S51).

To further understand the CT character (or lack thereof)
of the T1 and S1 states in relation to their potential Hgckel/
Baird aromaticity in the central ring, we evaluate the relative
energy of the two potential electronic conformers (Hgckel
and Baird) of the nR series within the spin singlet and triplet
manifolds. To that aim, we perform electronic structure
calculations of the explicit Hgckel and Baird configurations
with two unpaired electrons, i.e., potentially associated to T1

and S1 states, by imposing the required charge and spin
restrictions on the central ring and exocyclic groups (indi-
cated in Figure 7 for T1) by means of constrained DFT
calculations.[14] Singlet and triplet Hgckel configurations are
more stable than the Baird forms in all four nR systems.
Moreover, the relative stabilization of the Hgckel structure
(Figure S41) is much larger in the two neutral molecules (6R

and 10R) than in the ionic systems (5R and 9R), in line with
our above analysis.

Furthermore, we might approximate the T1 wave function
as a mixing of Hgckel (TH) and Baird (TB) triplet structures
[Eq. (1)]:

Y T1ð Þ & cH@ THð Þ þ cB@ TBð Þ ð 1 Þ

where cH and cB amplitudes weight the Hgckel and Baird
contributions, respectively. The approximation in Eq. (1)
allows us to describe the energy of T1 as the lowest eigenvalue
of a 2X 2 model Hamiltonian written in the (TH, TB) basis
[Eq. (2)]:

H ¼
eH g

g eB

 !

ð 2 Þ

where eH and eB are the energies of the Hgckel and Baird
triplets, respectively, and g is the TH/TB electronic coupling.
Diagonalization of the Hamiltonian for the T1 state in Eq. (2)
can be used to obtain cH and cB amplitudes, and quantify the
Baird (and Hgckel) character of T1. The participations of the
Baird structure in the lowest triplet calculated from T1, TH,
and TB energies are shown in Figure 8a. The obtained results
follow the same trend as the ones obtained from the analysis
derived from QTAIM charges and spins (Figures 8b,c),
although with smaller Baird amplitudes. Such energy-based
analysis can also be performed for S1, although in this case the
Hgckel/Baird deconvolution is more involved than for the
triplet state, since in some cases the pristine closed-shell non-
aromatic configuration (left structure in Figure 1) might also
contribute to the S1 wave function.

From these results, we conclude that nR compounds
present central conjugated rings with mixed Hgckel/Baird
aromatic nature in the T1 and S1 states, in which the Baird
aromatic character increases for anionic and small rings. The
Baird aromatic character is slightly larger for S1 than for T1

states.
In the following, we consider a new set of compounds

derived from the nR series, in which we keep the central ring
and change the exocyclic groups. Compounds nR-T contain
the same central conjugated ring as in nR, but the nR-T

molecules accommodate a thiophene ring in each of the two
exocyclic moieties. The motivation for this substitution is
twofold: (i) to explore the impact of increasing the conjuga-
tion length of the exocyclic fragments, and (ii) to examine the
recent experimental characterization of the 10R-T compound
(TMTQ) in its singlet excited state.[9]

The presence of the additional thiophenes increases the
conjugation and orbital delocalization compared to the nR

compounds (Figure S5). As a result, excitation energies of
nR-T are systematically lower (Table S18). The larger con-
jugation of the twomolecular arms stabilizes the two unpaired
electrons in the T1 through radical delocalization, as shown by
the spatial representation of the spin density (Figure S32). On
the other hand, the total electron density on the central ring of
nR-T increases with respect to the corresponding counter-
parts without the thiophene rings, while the spin density on
the central ring decreases. As a result, there is a substantial

Tabelle 1: QTAIM charges (units are e) of the central ring at the S0, T1,
and S1 minima of nR molecules computed at the B3LYP/6-311+G(d,p)
level. Dq(T1)=q(T1)@q(S0), Dq(S1)=q(S1)@q(S0).

state 5R 6R 9R 10R

S0 0.066 0.445 0.134 0.551
T1 0.027 0.359 0.013 0.499
S1 0.120 0.420 0.006 0.589

Dq(T1) @0.039 @0.086 @0.121 @0.052
Dq(S1) 0.054 @0.025 @0.128 0.038

Figure 7. Hfckel and Baird triplet state configurations of nR mole-
cules.
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decrease of the Baird aromatic character in the T1 and S1

states of nR-Twhen compared to the neutral and anionic nR
molecules (Figures 8b,c). These results are consistent with the
systematic decrease of jDFLU j /FLU values (Table S88) and
the decrease of the Baird contribution derived from the
energy difference between Hgckel and Baird configurations
(Figure 8a).

The CT character of the S0!T1 and S0!S1 transitions in
nR-T is not larger than in nR (Tables S20–S38). These results
seem to be in contradiction with recent experimental
measurements, in particular for molecule 10R-T (TMTQ),
for which photophysical properties were associated to a low-
lying (singlet) excited state with two-electron CT character
from the central 10-MR to the two exocyclic moieties.[9] This
point will be discussed in the next section.

Connection to Experimental Characterization

As discussed in the previous section, computational
characterization of the nature of the lowest excited singlet
state of nR and nR-T compounds (and of 10R-T in particular)
indicates that the charge distribution in S1 barely changes
when compared to S0. All charge analysis schemes employed
in the present study indicate no charge displacement upon
excitation (Tables 1 and S20–S51), in agreement with a HO-
MO-to-LUMO transition with the two orbitals delocalized
over the entire molecule (Figures 4 and S5). Although these
results seem to be in contradiction with the experimental
data, in the following we argue that they are perfectly
compatible. Conversely, we state that the previous interpre-
tation[9] of the excited state character and aromaticity in 10R-

T needs to be revised.

Shift of the CN Stretching Band

Infrared (IR) spectroscopy measurements on the relative
position of the nitrile stretching band in conjugated systems
with terminal dicyanomethylene have been used as exper-
imental fingerprint of the CT character of electronic tran-
sitions on multiple occasions, since the increase of negative

charge on the C(CN)2 unit produces a redshift of the CN
stretching band.[15] Yet, experimental measurements[16] and
DFT calculations[8] have suggested that the displacement of
the nitrile vibrational frequency towards lower wavenumbers
can instead be caused by radical delocalization. To clarify the
potential source of the vibrational shift in dicyanomethylenes,
we perform benchmarking frequency calculations on one-
carbon and three-carbon model systems which are of either
neutral saturated, anionic, or radical character (Figure 9). To
compare the effect of charge vs. radical delocalization on
nitrile frequencies, we quantify the displacement of nitrile
vibrations for the anionic and radical forms compared to the
neutral molecules (Table 2).

Both charged and radical systems induce a redshift on the
computed CN stretching. Moreover, the shift decreases with
the conjugation of the system. Dicyanoallyl has the possibility
to delocalize the negative charge (e1) and the unpaired
electron (e2), reducing the charge and radical density on the
C atom with two cyano substituents, respectively. As a result,
the absolute shift of CN frequency is smaller than in
dicyanomethyl. Although the negative charge density induces
stronger shifts than the unpaired electron density, we

Figure 8. Baird contribution to the T1 state based on a) relative energies of the constrained Hfckel and Baird forms, b) QTAIM charges, and
c) spins in nR and nR-T series.

Figure 9. Dicyanomethane (m0), dicyanomethyl anion (m1) and dicya-
nomethyl radical (m2) (top), and 1,1-dicyanopropene (e0), 1,1-dicya-
noallyl anion (e1), and 1,1-dicyanoallyl radical (e2).
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extrapolate that for larger conjugated molecules both effects
will be less intense than in the model systems due to lower
charge/radical densities, and their differences will diminish.
Therefore, we conclude that the excited state redshift in
n(CN) cannot be unequivocally associated to a CT-induced
increase of the electron density on the dicyanomethyl anion.

Our calculations predict a redshift of the excited n(CN)
with respect to the ground state frequency in all nR and nR-T

compounds, which must be attributed to the radical delocal-
ization effect (and not to a CT character, Table S53). More-
over, the displacement towards lower frequencies is larger in
nR (24 cm@1 on average) than for the nR-T series (11 cm@1 on
average), which can be related to the larger delocalization of
the unpaired electrons in S1 provided by the thiophene rings.
Concretely, the S0 to S1 redshift in compound 10R-T (TMTQ)
is computed at 16 cm@1 (experimentally measured at
45 cm@1).[9] The obtained n(CN) redshifts for the triplet state
follow the same trends as in S1 (Table S53).

Photophysical Dependence on the Solvent Polarity

The excited state dependence on the solvent polarity can
be rationalized in terms of the different (permanent) dipole
moment in the ground and excited states, and by different
stabilization of the S1 state with changes in the solvent
polarity. Next, we discuss the dependency of the S1 state
properties on the solventQs dielectric constant, and we focus
on 10R-T since the dependence of its photophysical behavior
on the polarity of the solvent has been experimentally
described. Results for other compounds are found in the
Supporting Information.

The dipole moments of 10R-T in S0 and S1 are perpendic-
ularly oriented with respect to the central ring (Figure 10) and
increase with the solvent polarity (Table 3). Importantly,

despite the lack of CT character of S1 state in 10R-T, there is
a sizeable increase of the magnitude of the molecular dipole
moment upon S0!S1 transition, which might explain the
dependence of excited state dynamics on the solvent polarity
experimentally observed.[9] Results obtained with different
functionals are all in quantitative agreement with B3LYP
(Tables S1 and S2).

Moreover, calculations of the S1 excitation in solution with
two solvents with very different dielectric constants, i.e.,
toluene and nitromethane, indicate an increase in the differ-
ence between S0 and S1 dipole moments and a decrease of the
excitation energies with the solvent polarity (Table 3). All in
all, these results reaffirm the dependence of the excited state
decay on the polarity of the solvent without the need for
strong CT character in the electronic transition.

Searching for Systems with High Baird-Aromatic Character

Cyclopentadienylidene and Cyclopropenylidene Substitution

In this section, we explore the potential increase of Baird-
aromaticity by means of cyclopentadienylidene and cyclo-
propenylidene substitution at the five- and six-membered
conjugated rings (5R-5a–c, 6R-5a–c, and 6R-3a–c in Fig-
ure 3). Such substitution provides for terminal (exocyclic)
units which themselves can be Hgckel-aromatic.

The T1 state of compounds 5R-5a and 6R-5a, both having
cyclopentadienylidene rings, can display push-pull captoda-
tive aromaticity.[17] For this state, QTAIM charges (@0.225 vs.
0.102), spin densities (0.839 vs. 0.325), and jDFLU j /FLU
values (2.192 vs. 0.642) in the central rings and the relative
Hgckel/Baird stability (Figure S41) indicate a much large
Baird aromatic character in 5R-5a than in 6R-5a, although
5R-5a is less Baird aromatic than 5R. The same trend is
observed for the S1 state. This result is in contradiction with
a two-electron transfer from the central ring, which would
lead to two external Hgckel aromatic cyclopentadienyl
anionic rings and one Baird aromatic cyclopentadienyl
cationic ring in the middle. In fact, the T1 state in 5R-5a is
obtained as the delocalization of the two unpaired electrons
over the three 5-MRs (Figure 11), resulting in partial Baird-
aromaticity. Substituting 5R-5a with methyl groups to impose
steric congestion at the planar structure (5R-5b), forcing the
three rings out of the same plane, results in a minor reduction
of the negative charge and spin density in the central ring. On
the other hand, a more significant increase of & 0.26 e is
observed in the spin density of the central ring of 5R-5c,
thanks to the electron-donating groups (EDG) attached to
the central 5-MR and the electron-withdrawing groups
(EWG) at the exocyclic 5-MRs. Interestingly, constrained
Hgckel/Baird calculations of 5R-5a produce very similar

Tabelle 2: Average shift of the CN vibration (in cm@1) for the anionic (m1
and e1) and radical (m2 and e2) forms with respect to the neutral species
(m0 and e0) for the model compounds in Figure 9 computed at the
CCSD and B3LYP levels with the 6-311+G(d) basis set.

species CCSD B3LYP

m1 @143 @166
m2 @149 @179
e1 @104 @111
e2 @57 @75

Figure 10. Permanent dipole moments (blue arrows) for the ground
(left) and first excited singlet (right) states of 10R-T at the B3LYP/6-
311+G(d,p) level.

Tabelle 3: Permanent dipole moments (in Debye) for S0 and S1 and their
difference (Dm), and S1 adiabatic energy (DE(S1) in eV) of 10R-T at the
B3LYP/6-311+G(d,p) level in toluene and nitromethane.

solvent m(S0) m(S1) Dm DE(S1)

toluene 4.526 7.026 2.500 1.42
nitromethane 5.664 8.521 2.857 1.19
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results to those obtained for 5R, while the singlet and triplet
Baird configurations become slightly more stable than the
Hgckel forms in 5R-5b and 5R-5c.

The same substitution series produces rather different
results in the 6-MR counterparts (6R-5a–c). The three
conjugated rings are coplanar in 6R-5a with minor spin
density on the central 6-MR (Figure 11). Steric hindrance in
6R-5b breaks the molecular planarity with orthogonal
disposition of the central and side rings in the triplet state,
with the two unpaired electrons localized on the two external
cyclopentadienylidene units. Hence, the central ring has
a very strong Hgckel aromatic character. Substitution with
EWG and EDG groups in 6R-5c does not change the nature
of T1 and the central ring remains a local Hgckel singlet.

Results on 6R-5a–c clearly show that the symmetric
functionalization of the benzene ring with cyclopentadieny-
lidene is not able to generate significant Baird aromaticity in
the central ring. Hence, in order to induce Baird character to
the central 6-MR, we consider next the cyclopropenylidene
substitution (6R-3a–c) which potentially could lead to
molecules with CT in the opposite direction compared to
those of 6R-5a–c, i.e., two cationic cyclopropenylidene rings
and a dianionic central benzene. Here it is notable that
a planar hexasilylbenzene dianion which exhibits a triplet
state merely 1.0 kcalmol@1 above the singlet ground state has
been reported.[18] For the three compounds, we observe
a sizeable triplet state spin density of about 0.5 e on the
central ring, which would suggest an increase of the Baird
aromatic character (ca. 25%) in 6R-3a–c with respect to 6R-

5a–c. The order of Baird aromaticity in the central ring is 6R-

3b> 6R-3c> 6R-3a, in line with jDFLU j /FLU values (Ta-
ble S88). The relative stability of Hgckel/Baird configurations
indicate a strong preference for the Hgckel form in 6R-3a,
whereas in 6R-3b–c the gap between the two configurations is
much smaller (Figure S41). A close examination of the spin
density distribution in the triplet state of cyclopropenylidene
substituted 6-MR reveals that the two unpaired electrons
mainly localize on the external atoms with delocalization
towards the 6-MR moiety (Figure S32). This picture becomes

clear in 6R-3c, for which the excess of a spin density is
perpendicular to the p-system of the central ring, and should
be associated with spin delocalization from the external rings
rather than a Baird aromatic character of the central ring.

Four-Membered Heterocycles

Next, we explore the use of 4-membered heterocycles
with cyclopentadienylidene moieties (4RN-5 and 4RO-5).
Results based on charges, spin densities, and jDFLU j /FLU
values of the T1 state do not allow us to conclude which one
has the largest Baird aromatic character. Whereas jDFLU j /
FLU in the central ring is 1.845 in 4RO-5 and 0.870 in 4RN-5,
spin densities indicate that contribution of Baird aromaticity
is similar in both systems (21–23%), and electronic charges
give more Baird character to 4RN-5 with 0.045 e (S1) and
0.025 e (T1) than to 4RO-5 with @0.203 e (S1) and @0.231 e
(T1). Moreover, constrained energies indicate strong prefer-
ence for the Hgckel configuration in the singlet and triplet
states of 4RN-5 and 4RO-5. Hence, although the central ring
in 4RN-5 and 4RO-5 is more Baird aromatic than the 6-MR of
6R-5a, the Baird character is mild at most, and definitely
smaller than in the 5-MR of 5R-5a.

Protonated Systems

We now investigate whether the Baird character can be
enhanced by protonation. Concretely, we explore the proto-
nation of two cyano groups in 5R (5R-2H+), 6R (6R-2H+),
and 10R (10R-2H+), and four cyano groups in 5R-4H+.

Protonation of two and four cyano groups increases the T1

spin density at the 5-MR to 1.365 e (68% Baird in 5R-2H+)
and 1.567 e (78% Baird in 5R-4H+), with respect to 5R

compound (50% Baird). The strong excited state Baird
character in 5R-2H+ and 5R-4H+ is supported by ring charges
(Tables S21–S22) and the (triplet and singlet) lower energy
obtained for the Baird configurations with respect to the
Hgckel counterparts (eB < eH). Application of Eqs. (1) and (2)
reveals Baird aromatic characters of 69% (T1) and 66% (S1)

Figure 11. Spin density for the T1 state of 5R-5a–c and 6R-6a–c at the B3LYP/6-311+G(d,p) level. Isodensity of 0.005 e@bohr@3.
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in 5R-2H+, and of 86% (T1) and 82% (S1) in 5R-4H+, in very
good agreement with charge and spin analysis of T1. Double
protonation in 6R and 10R also results in a significant
increase of about 5–15% in the Baird aromatic character of
the central ring.

Seven-Membered Electron-Deficient Central Rings

Finally, instead of trying to pull electrons out of a non-
aromatic p-conjugated ring like in many of the systems
explored so far, we envisage the possibility of reaching excited
state Baird aromaticity by injecting electrons into a conjugat-
ed ring which is electron deficient.[19] To that aim, we design
two compounds with a cationic 7-MR with exocyclic carbons
substituted with EDG (7Ra and 7Rb).

The 7-MR ring in S1 and T1 states of 7Ra and 7Rb is
effectively neutral, suggesting equal mixing of Hgckel and
Baird character. The T1 spin density is notably located on the
central ring (Figure 12), accounting for &1.5 e delocalized on
the 7-MR for both molecules. Evaluation of the relative
stability of Hgckel and Baird configurations confirm the
strong Baird character with contributions estimated to be
57% (T1 and S1) in 7Ra and 68% (T1) and 67% (S1) in 7Rb.
Therefore, the combination of an electron deficient conju-
gated ring with electron-donor exocyclic substitution seems
a good strategy towards Baird aromaticity.

Conclusion

The results of this study stress that characterization of
Baird aromaticity needs to be carried out with care and that
the labelling of a conjugated ring as Baird aromatic requires
a detailed analysis of the excited state electronic structure.

Probably a safe procedure is the one presented here, in which
several parameters and computational tools are combined:
ring charge, ring spin density, DIs, aromaticity indices, and the
newly introduced energy-based analysis of the Hgckel and
Baird configurations.

The Baird aromaticity of the studied systems can be
related to the charge and spin in the central ring. However,
while ring charge and spin might be good indicators of the
Baird character of electronic states, they do not univocally
correspond to a specific type of aromaticity. In other words, it
is not possible (in general) to establish a one-to-one map
between charge (or spin) and the amount of Baird aroma-
ticity. Therefore, here we take a conservative approach for the
quantification of the Baird character of T1 and S1 states by
considering the lowest Baird percentage derived from charge
and spin analyses (Figure 13). Quantification of Baird aro-
maticity in S1 has been obtained from ring charges corrected
by the charge/spin differences in T1 (Eqs. S8–S11). The use of
relative energies between constrained calculations of Hgckel
and Baird configurations for the systems investigated is, in
general, in good agreement with the quantification of Baird
character from charge/spin measurements.

Generation of excited state Baird aromaticity in sym-
metrically substituted conjugated rings appears rather diffi-
cult. High Baird aromatic character (> 50%) in these systems
is achieved in molecules with anionic and small central rings
with EDG as substituents and small exocyclic groups
substituted with EWG. Alternatively, the combination of an
electron deficient conjugated ring with electron-donor exo-
cyclic substitution also seems a good strategy towards Baird
aromaticity. Interestingly, Baird aromaticity in S1 is typically
slightly larger than in T1 (Figure 13), especially for those cases
with appreciable Baird character (> 10%).

Overall, our analysis indicates that the symmetric sub-
stitution of conjugated rings favors the presence of low-
energy excited states with very weak CT character. The
coplanarity between the central ring and the two side groups
symmetrically arranged facilitates the hole and electron
delocalization, resulting in negligible charge separation. In
light of the present results, previously assigned excited state
Baird aromaticity in symmetrically substituted rings, in

Figure 12. Spin density for the T1 state of 7Ra and 7Rb at the B3LYP/6-
311+G(d,p) level. Isodensity of 0.005 e@bohr@3.

Figure 13. Baird contribution based on QTAIM charges and spins for
the T1 and S1 states in all studied systems.
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particular for 10R-T, based on the allegedly strong CT
character of the electronic transition needs to be revised.
Based on extensive computational results, we have presented
an alternative interpretation of the experimental measure-
ments, i.e., the shift in the CN IR stretching band and
dependence of excited state decay on the solvent polarity,
which does not require charge separation upon excitation and
seems, in our opinion, much more feasible.

Acknowledgements

The authors thank the Ministerio de Econom&a y Competiti-
vidad of Spain (projects PGC2018-097722-B-I00, CTQ2017-
85341-P, PGC2018-098212-B-C21, EUR2019-103825, and
PID2019-109555GB-I00), the Generalitat de Catalunya (proj-
ect 2017SGR39 and the ICREA Academia prize 2019
awarded to A.P.), the Eusko Jaurlaritza (projects PIBA19-
0004, IT1254-19, and 2019-CIEN-000092-01), and the Swedish
Research Council (grant 2019-05618). S.E. thanks Universitat
de Girona and DIPC for an IFUdG2019 PhD fellowship. A.P.
is a Serra Hfflnter Fellow. The authors are thankful for the
technical and human support provided by DIPC Computer
Center.

Conflict of interest

The authors declare no conflict of interest.

Stichwçrter: Baird aromaticity ·conjugated molecules ·
excited states ·Hfckel aromaticity ·triplet state

[1] P. Klan, J. Wirz, Photochemistry of Organic Compounds: From

Concepts to Practice, Wiley-VCH, Weinheim, 2009.
[2] a) T. J. Meyer, Pure Appl. Chem. 1986, 58, 1193–1206; b) J. F.

Endicott, in Electron Transfer in Chemistry (Ed.: V. Balzani),
Wiley-VCH, Weinheim, 2001, pp. 238–270; c) S. Sasaki, G. P. C.
Drummen, G.-i. Konishi, J. Mater. Chem. C 2016, 4, 2731–2743.

[3] a) X. Shi, E. Quintero, S. Lee, L. Jing, T. S. Herng, B. Zheng, K.-
W. Huang, J. T. Llpez Navarrete, J. Ding, D. Kim, J. Casado, C.
Chi, Chem. Sci. 2016, 7, 3036–3046; b) S. Escayola, M. Call&s, A.
Poater, M. Sol/, ACS Omega 2019, 4, 10845–10853; c) T.
Inouchi, T. Nakashima, T. Kawai, J. Phys. Chem. A 2014, 118,
2591–2598.

[4] a) N. C. Baird, J. Am. Chem. Soc. 1972, 94, 4941–4948; b) M.
Rosenberg, C. Dahlstrand, K. Kils,, H. Ottosson, Chem. Rev.

2014, 114, 5379–5425; c) H. Ottosson, Nat. Chem. 2012, 4, 969–
971; d) R. Papadakis, H. Ottosson, Chem. Soc. Rev. 2015, 44,
6472–6493; e) J. Oh, Y. M. Sung, Y. Hong, D. Kim, Acc. Chem.

Res. 2018, 51, 1349–1358; f) B. Durbeej, J. Wang, B. Oruganti,
ChemPlusChem 2018, 83, 958–967; g) C. Liu, Y. Ni, X. Lu, G. Li,
J. Wu, Acc. Chem. Res. 2019, 52, 2309–2321.

[5] a) P. B. Karadakov, J. Phys. Chem. A 2008, 112, 7303–7309;
b) P. B. Karadakov, J. Phys. Chem. A 2008, 112, 12707–12713;
c) F. Feixas, J. Vandenbussche, P. Bultinck, E. Matito, M. Sol/,
Phys. Chem. Chem. Phys. 2011, 13, 20690–20703; d) P. B.
Karadakov, P. Hearnshaw, K. E. Horner, J. Org. Chem. 2016,
81, 11346–11352; e) M. Rosenberg, H. Ottosson, K. Kils,, Phys.

Chem. Chem. Phys. 2011, 13, 12912–12919; f) M. Ueda, K.
Jorner, Y. M. Sung, T. Mori, Q. Xiao, D. Kim, H. Ottosson, T.
Aida, Y. Itoh,Nat. Commun. 2017, 8, 346; g) R. Kotani, L. Liu, P.
Kumar, H. Kuramochi, T. Tahara, P. Liu, A. Osuka, P. B.
Karadakov, S. Saito, J. Am. Chem. Soc. 2020, 142, 14985–14992;
h) D. Shukla, P. Wan, J. Am. Chem. Soc. 1993, 115, 2990–2991;
i) J. Toldo, O. El Bakouri, M. Sol/, P.-O. Norrby, H. Ottosson,
ChemPlusChem 2019, 84, 712–721.

[6] B. Oruganti, J. Wang, B. Durbeej, Org. Lett. 2017, 19, 4818–
4821.

[7] B. C. Streifel, J. L. Zafra, G. L. Espejo, C. J. Glmez-Garc&a, J.
Casado, J. D. Tovar,Angew. Chem. Int. Ed. 2015, 54, 5888–5893;
Angew. Chem. 2015, 127, 5986–5991.

[8] K. Jorner, F. Feixas, R. Ayub, R. Lindh, M. Sol/, H. Ottosson,
Chem. Eur. J. 2016, 22, 2793–2800.

[9] J. Kim, J. Oh, S. Park, J. L. Zafra, J. R. DeFrancisco, D.
Casanova, M. Lim, J. D. Tovar, J. Casado, D. Kim,Nat. Commun.

2019, 10, 4983.
[10] a) R. Ayub, O. E. Bakouri, K. Jorner, M. Sol/, H. Ottosson, J.

Org. Chem. 2017, 82, 6327–6340; b) C.-H. Wu, L. J. Karas, H.
Ottosson, J. I.-C. Wu, Proc. Natl. Acad. Sci. USA 2019, 116,
20303–20308; c) O. El Bakouri, J. R. Smith, H. Ottosson, J. Am.

Chem. Soc. 2020, 142, 5602–5617; d) D. Chen, D. W. Szczepanik,
J. Zhu, M. Sol/, Chem. Commun. 2020, 56, 12522–12525;
e) Y. M. Sung, M.-C. Yoon, J. M. Lim, H. Rath, K. Naoda, A.
Osuka, D. Kim, Nat. Chem. 2015, 7, 418–422.

[11] M. Mauksch, S. B. Tsogoeva, Phys. Chem. Chem. Phys. 2017, 19,
4688–4694.

[12] a) L. A. Paquette, M. Oku, W. E. Heyd, R. H. Meisinger, J. Am.

Chem. Soc. 1974, 96, 5815–5825; b) A. K. Pati, O. El Bakouri, S.
Jockusch, Z. Zhou, R. B. Altman, G. A. Fitzgerald, W. B. Asher,
D. S. Terry, A. Borgia, M. D. Holsey, J. E. Batchelder, C.
Abeywickrama, B. Huddle, D. Rufa, J. A. Javitch, H. Ottosson,
S. C. Blanchard, Proc. Natl. Acad. Sci. USA 2020, 117, 24305–
24315.

[13] a) X. Fradera, M. A. Austen, R. F. W. Bader, J. Phys. Chem. A

1999, 103, 304–314; b) X. Fradera, J. Poater, S. Simon, M.
Duran, M. Sol/, Theor. Chem. Acc. 2002, 108, 214–224.

[14] Q. Wu, T. Van Voorhis, Phys. Rev. A 2005, 72, 024502.
[15] a) J. S. Chappell, A. N. Bloch, W. A. Bryden, M. Maxfield, T. O.

Poehler, D. O. Cowan, J. Am. Chem. Soc. 1981, 103, 2442–2443;
b) V. Belova, P. Beyer, E. Meister, T. Linderl, M.-U. Halbich, M.
Gerhard, S. Schmidt, T. Zechel, T. Meisel, A. V. Generalov, A. S.
Anselmo, R. Scholz, O. Konovalov, A. Gerlach, M. Koch, A.
Hinderhofer, A. Opitz, W. Brgtting, F. Schreiber, J. Am. Chem.

Soc. 2017, 139, 8474–8486; c) H.M8ndez, G. Heimel, S.Winkler,
J. Frisch, A. Opitz, K. Sauer, B. Wegner, M. Oehzelt, C. Rçthel,
S. Duhm, D. Tçbbens, N. Koch, I. Salzmann, Nat. Commun.

2015, 6, 8560; d) A. A. Talin, A. Centrone, A. C. Ford, M. E.
Foster, V. Stavila, P. Haney, R. A. Kinney, V. Szalai, F. El Gabaly,
H. P. Yoon, F. L8onard, M. D. Allendorf, Science 2014, 343, 66–
69; e) D. Yuan, Chem 2019, 5, 744–745.

[16] T. Takahashi, K.-i. Matsuoka, K. Takimiya, T. Otsubo, Y. Aso, J.
Am. Chem. Soc. 2005, 127, 8928–8929.

[17] B. A. Shainyan, A. Fettke, E. Kleinpeter, J. Phys. Chem. A 2008,
112, 10895–10903.

[18] K. Ebata, W. Setaka, T. Inoue, C. Kabuto, M. Kira, H. Sakurai, J.
Am. Chem. Soc. 1998, 120, 1335–1336.

[19] L. J. Karas, A. T. Campbell, I. V. Alabugin, J. I. Wu, Org. Lett.

2020, 22, 7083–7087.

Manuskript erhalten: 7. Januar 2021
Akzeptierte Fassung online: 10. Februar 2021
Endggltige Fassung online: 24. M-rz 2021

Angewandte
ChemieForschungsartikel

10353Angew. Chem. 2021, 133, 10343—10353 T 2021 Wiley-VCH GmbH www.angewandte.de

 15213757, 2021, 18, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ange.202100261 by U

niversitatsbibliothek Stuttgart, W
iley O

nline L
ibrary on [23/03/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense





4.2 Effect of Exocyclic Substituents and π-System Length on the Electronic
Structure of Chichibabin Diradical(oid)s

4.2 Effect of Exocyclic Substituents and

π-System Length on the Electronic

Structure of Chichibabin Diradical(oid)s

This section corresponds to the following publication:

S. Escayola, M. Callís, A. Poater*, M. Solà*. ACS Omega, 2019, 4, 10845-10853.

Open Access Article. This article is licensed under a Creative Commons Attribution.

115





Effect of Exocyclic Substituents and π‑System Length on the
Electronic Structure of Chichibabin Diradical(oid)s

Sílvia Escayola, Marc Callís, Albert Poater,* and Miquel Sola*̀

Institut de Química Computacional i Catal̀isi and Departament de Química, Universitat de Girona, C/Maria Aurel̀ia Capmany, 69,
17003 Girona, Catalonia, Spain

*S Supporting Information

ABSTRACT: The ground state (GS) of Chichibabin’s polycyclic hydro-
carbons (CPHs) can be singlet [open- or closed-shell (OSS or CS)] or triplet
(T), depending on the elongation of the π-system and the exocyclic
substituents. CPHs with either a small singlet−triplet energy gap (ΔEST) or
even a triplet GS have potential applications in optoelectronics. To analyze the
effect of the size and exocyclic substituents on the nature of the GS of CPHs,
we have selected a number of them with different substituents in the exocyclic
carbon atoms and different ring chain lengths. The OPBE/cc-pVTZ level of
theory was used for the optimization of the systems. The aromaticity of the
resulting electronic structures was evaluated with HOMA, NICS, FLU, PDI,
Iring, and MCI aromaticity indices. Our results show that the shortest π-systems
(one or two rings) have a singlet GS. However, systems with three to ûve rings
favor OSS GSs. Electron-withdrawing groups (EWGs) and aromatic
substituents in the exocyclic carbons tend to stabilize the OSS and T states, whereas electron-donating groups slightly
destabilize them. For CS, OSS, and T states, aromaticity measures indicate a gain of aromaticity of the 6-membered rings of the
CPHs with the increase in their size and when CPHs incorporate EWGs or aromatic substituents. In general, the CPHs
analyzed present small singlet−triplet energy gaps, and in particular, the ones containing EWGs or aromatic substituents present
the smallest singlet−triplet energy gaps.

■ INTRODUCTION

Chichibabin’s polycyclic hydrocarbon (CPH), p,p′-bipheny-
lene-bis-(diphenylmethyl) (n = 2 and R = Ph in Scheme 1a),
was synthesized in 19071 by Russian chemist Aleksei
Yevgen’evich Chichibabin.2 Three years before, Thiele and
Balhorn3 reported an analogue hydrocarbon with n = 1 and R
= Ph, whereas Müller and Pfanz4 produced the species with n =
3 and R = Ph in 1941. The electronic structure of
Chichibabin’s compounds and that of their derivatives

(closed-shell quinoid vs open-shell diradical forms, Scheme
1a) have been a recurring topic of debate for both theoretical
and experimental chemists.5 In 1986, despite the extremely
oxygen-sensitive nature of Chichibabin’s hydrocarbon, Mont-
gomery et al.6 determined its molecular structure by X-ray
diffraction. In addition, they determined that this molecule has
a singlet ground state (GS) with a small singlet−triplet energy
gap (ΔEST) and a large amount of diradical character, i.e., it is a
Kekule � diradicaloid. Chichibabin’s, Müller’s, and related
hydrocarbons have usually a diradical or diradicaloid GS and
a small ΔEST.

6−8 These species are getting special attention
owing to the tunable character of their GS that can be singlet
[open- (OSS) or closed-shell (CS)] or triplet (T), depending
on the length of the π-system and the exocyclic substitu-
ents.9−11 In general, the longer the hydrocarbon, the greater
the diradical character.12 Indeed, many investigations support
this relationship and also add the fact that the aromaticity is
increased in larger CPH systems.13,14

π-Conjugated open-shell diradical(oid)s, such as Chichiba-
bin’s and Müller’s hydrocarbons and analogues, are being
intensively investigated as potentially multiple functional
organic materials that can be employed as semiconductors in
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Scheme 1. (a) Quinoid and Diradical (Benzoid) Resonance
Forms of CPHs; (b) Different Substituents Studied in This
Work
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organic ûeld effect transistors,15,16 as organic light-emitting
diodes,17 as light-harvesting dyes in organic solar cells,18 as
near-infrared üuorescent probes,19 and as chromophores in
nonlinear optics (NLO).11,20−22 Indeed, NLO properties were
shown to be particularly enhanced for systems having
intermediate diradical character such as Chichibabin’s hydro-
carbons.23−26 Unfortunately, the intrinsic instability of these
hydrocarbons prevents their practical applications. For this
reason, several related hydrocarbons with increased stability
have been synthesized in the last decade.12,27−36 The quest of
thermally stable diradicals arouses considerable interest
because these molecules have a great potential for numerous
advance applications.37

It has been recently shown that substituents on the two
biphenylmethylene moieties of tetrabenzo-Chichibabin’s hy-
drocarbons have a signiûcant inüuence on their chemical
bonding and physical properties.38 From a computational
point of view, studies regarding the effect of the substituents on
the molecular structure of CPHs or other oligothiophenes
analogues are limited to few examples. Most of the studies are
mainly focused on the effect of the CPH chain elongation.26,39

For the case of quinoidal thiophene oligomers, Nakano and co-
workers26,40 examined the effect of the substituent at the
terminal positions, by replacing R = H by CN, showing that
the effect of this replacement is small. The main aim of this
work is to study what is the effect of the exocyclic substitution
in Chichibabin’s hydrocarbons on their stability and diradical
character. We will also analyze the inüuence of the length of
the π-system. In particular, we will consider Chichibabin’s
hydrocarbons with n in the range of 1−5 and as substituents
the set depicted in Scheme 1b. Some of the substituents have
π-donor character (2, 3), others have π-acceptor character (4,
5), and some of them have aromatic rings with more or less π-
acceptor or π-donor character (6 to 11). Our hope is that the
results obtained provide clues that will help designing
polycyclic hydrocarbons with enhanced stability and tuned
diradical character.

■ RESULTS AND DISCUSSION

Geometry optimizations of different CPHs, with substituents
from 1 to 11 (Scheme 1) and chain lengths (n) from 1 to 5
rings (to refer to a speciûc compound, we will employ the
nomenclature: substituentn), were performed at the OPBE/cc-
pVTZ level of theory. Three electronic states, namely, closed-
shell singlet (CS), open-shell singlet (OSS), and triplet (T),
were considered for the calculations. Scheme 2 represents the
resonance structures proposed for the n ≥ 2 systems, which
can present from 0 to n aromatic π-sextets.41,42

Data in Table 1 show that for 71 and 72, for which
experimental X-ray data is available,6 the theoretical bond
distances are in good agreement with the experimental ones if
one considers that the GS of these CPHs is the CS, as
experimentally found.6 From all optimized geometries, only the
CS systems 1, 2, and 3 with n ≤ 2 are planar (dihedral angle
values (α) lower than 5°), indicating a huge contribution of
the quinoid resonant form in these cases. For the n = 2
geometries, the H···H distance between neighbor hydrogens of
the chain rings is about 1.95 Å, less than the sum of their van
der Waals radii. In spite of this, the molecule is planar because
the stabilizing effect of the conjugation is strong enough to
outweigh the H···H repulsion. However, in other systems with
n ≤ 2, the α values can be up to 22° (6), indicating a
diminished quinoid contribution to the CS structure in this

short-ring-chain cases. Most of these CPHs are nonplanar
because of the twisting distortion of the 6-membered rings.
The dihedral angle that measures this distortion can be either
positive or negative. Because of that, we have a number of
possible conformers (see Figure S3). We analyzed all possible
conformers for 1n (n = 2 to 5), and our results showed that
energy differences between conformers are not larger than
0.003 eV (see Table S2). For this reason, for the rest of the
systems, we decided to start the optimization from the planar
geometry and to use the ûnal geometry without analyzing
whether it corresponds to the most stable conformer. As can
be seen from the α values (Table 1), the loss of planarity is
smaller in the case of CS than in OSS and T structures, but
even so, the distortion in the CS case is still signiûcant. This
loss of planarity is also increased by enlarging the chain length.
In systems having more neighbor H pairs, the repulsive
contribution become more important; for example, in the case
of system 1 having n = 3 (so, two nonbonded H pairs), α
values are around 14°, whereas for n = 5 (four H pairs), the α
values range from 25 to 32°. H···H repulsions decrease with
torsion at the cost of reducing conjugation. The degree of
distortion is also affected by the nature of the R group; an
electron-donating group (EDG) (3) presents smaller α values
than EWG and aromatic substituents (5, 6, and 7). This can be
related to the fact that EDGs are not eýcient in stabilizing the
negatively charged C atom (structure II and zwitterionic
analogues of IV to VII), thus disfavoring the benzoid forms.
As said before, the twisting distortion is larger in OSS and T

states. For these states, the inter-ring C−C bond is a single
bond and, therefore, rotation over this bond is easier than in
the CS states. For the T states, α is always larger than 35°. This
situation reminds that of the biphenyl system that is distorted
by 44.4°43 to avoid steric hindrance with ortho hydrogen
atoms.44 For these systems, there is an interplay between the
gain of stabilization due to conjugation in the planar geometry
and the reduction of H···H repulsions for α = 90°. The actual
dihedral angle represents the best compromise between these
two counteracting forces for each case. EDG (3) presents

Scheme 2. Proposed Resonance Forms for the CS (Top)
and OSS/T (Bottom) States of the Chichibabin Polycyclic
Hydrocarbonsa

aThe different radical positions represented for the OSS/T case are
also possible for the equivalent CS situation with zwitterionic
structure (for instance, structure III is the radical analogue of II;
there are zwitterionic structures analogues of IV to VII). n represents
the total number of rings.
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smaller α values than EWG and aromatic substituents (5, 6,
and 7), as expected from the fact that EWGs and aromatic
substituents can better stabilize the radical centers, thus
favoring the benzoid forms.
Similar arguments can be applied to explain the bond

distances and harmonic oscillator model of aromaticity
(HOMA)45−47 values. In the previously discussed cases,
where the benzoid form is preferred, outer-ring bonds (d1,
d3, and d5) are larger and inner-ring bonds (d2, d4, and d6) are
closer to the aromatic C−C distance (1.40 Å). HOMA indices
are closer to 1 in these cases (an aromatic compound has an
HOMA value close to 1, whereas a nonaromatic has value 0 or
even lower). Moreover, we can observe that both bond
distances and HOMA values are indicating that central rings
(C and B) are more aromatic than the external ones (A). This
is in good agreement with the existence of the proposed
resonant forms (Scheme 2) since in most of the structures the
aromatic sextet is maintained in the central rings but not in the
external ones. Interestingly, HOMA values in between 0.5 and
0.7 are calculated for CPHs in their CS states, indicating a
partial aromatic character of the 6-membered rings that reveals
the importance of resonance structure II and analogues.
To gain deeper insight into the electronic structure of the

Chichibabin diradical(oid)s (OSS and T states), we analyzed
the Mulliken spin densities of those carbons contained in the
main axis of symmetry of the molecule (see Tables S20−S30 of
the SI for more details). We observe that in systems with small
n values the spin densities of carbons in position 1 are close to
1 (or −1), whereas the other carbon atoms have values close to
0. By increasing n, the spin population values decrease in
position 1 carbons and increase in position 2 carbons; for

example, in the R = H and n = 4 system, the populations of
positions 1 and 2 are 0.7 and 0.2, respectively. Alternatively, in
all cases, we have found values close to 0 for the position 3
carbons, indicating that the resonance forms with radicals in
these positions are not particularly relevant for describing the
OSS and T state structures.
The energies (ΔECS−X, where X = OSS or T) estimated by

means of quantum chemical calculations, in most of the cases,
suggest that the GS is a CS state for species with n ≤ 2 and an
OSS state for larger n compounds, having a situation like the
one depicted in Figure 1 for species 8. For systems with
diradical character, we would expect a T GS according to the
Hund rule. However, we found that even though the T state
lies close to the OSS singlet, it is always higher in energy.48,49

Table 1. Selected Bond Distances (Å), Angles (°), and Harmonic Oscillator Model of Aromaticity (HOMA)a Values (au)
Calculated (OPBE/cc-pVTZ) for 1, 3, 5, 6, and 7 Chichibabin Systems in Closed- and Open-Shell Singlet and Triplet States

systemn state d1 d2 d3 d4 d5 d6 α1
b

α2
b

α3
b

α4
b HOMAA HOMAB HOMAC

13 CS 1.373 1.365 1.433 1.372 13.7 13.7 0.576 0.755

OSS 1.393 1.375 1.460 1.383 28.7 28.7 0.773 0.910

T 1.401 1.379 1.472 1.387 36.9 36.9 0.833 0.948

15 CS 1.381 1.371 1.455 1.382 1.465 1.384 25.0 30.8 31.5 26.1 0.697 0.911 0.928

OSS 1.399 1.378 1.470 1.387 1.476 1.388 34.8 38.9 39.7 35.3 0.822 0.951 0.957

T 1.399 1.378 1.470 1.387 1.476 1.388 34.9 40.0 40.0 34.9 0.823 0.950 0.959

35 CS 1.409 1.374 1.453 1.382 1.463 1.384 22.4 28.8 29.5 23.2 0.752 0.899 0.918

OSS 1.413 1.377 1.463 1.386 1.473 1.387 29.1 36.3 36.7 29.5 0.793 0.935 0.949

T 1.414 1.377 1.464 1.386 1.474 1.388 29.9 37.4 37.8 30.1 0.796 0.938 0.952

55 CS 1.427 1.376 1.461 1.383 1.468 1.385 30.3 33.8 32.9 29.1 0.844 0.926 0.936

OSS 1.435 1.379 1.469 1.386 1.475 1.387 35.0 39.2 38.4 34.3 0.871 0.948 0.956

T 1.435 1.379 1.469 1.386 1.475 1.388 35.2 39.6 38.9 34.7 0.883 0.949 0.957

65 CS 1.446 1.384 1.472 1.387 1.475 1.388 36.2 38.5 38.6 37.6 0.915 0.953 0.955

OSS 1.454 1.386 1.475 1.388 1.477 1.388 39.0 40.5 40.4 39.7 0.936 0.959 0.960

T 1.454 1.386 1.475 1.388 1.477 1.388 39.0 40.5 40.4 39.7 0.936 0.959 0.960

71 X-rayc 1.381 1.346

CS 1.397 1.361 0.445

T 1.467 1.386 0.918

72 X-rayc 1.415 1.371 1.448

CS 1.411 1.369 1.431 16.0 0.668

T 1.456 1.385 1.474 38.0 0.918
aHOMA indices computed using the ESI-3D program. bThe dihedral angle results are in absolute values. cX-ray values for the 7 compound with n
= 2 from ref 6. See the Supporting Information (SI) for other systems results.

Figure 1. Energy (eV) diagram of the CS, OSS, and T states (referred
to CS) depending on n for the R = p-üuorobenzene system (8).
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This fact can be explained by the two-state model of Zilberg
and Haas.50 They attribute the extra stabilization of the OSS to
the possible resonance structures that can exist in the OSS but
not in the T form. Since in the T state, the parallel unpaired
electrons cannot form a bond, some of the resonance
structures are excluded.
Among all systems, there are three exceptions. The ûrst one

is system 3, having a CS GS for n = 1−3 (Table 2). Then,

systems 6 and 11, in which for n = 1 the GS is also CS, but in
the case of n = 2, the OSS solution lies 60.59 and 2.59 meV,
respectively, below the CS state. When the OSS solution is
lower in energy than the CS, the CS solution can be
considered a singlet excited state. In the case of T states, the
general trends for the relative energies (with respect to the CS
state) are dependent on the substituent nature in a manner
similar to the OSS results for n > 2. As regards to EDG (2 and
3), T state lies above the CS up to n = 3. In the case of 6 and
11, only the T state of n = 1 system is higher in energy than the
CS, and in the remaining cases, H (1), EWG (4 and 5) and
aromatic (7, 8, 9, and 10) substituents, the T is less stable than
the CS state for n up to 2. Interestingly, for compounds 6 and
11 with n ≥ 3, the OSS and T states are much more stable than
the CS. Especially, remarkable is the case of 113 and 114 where
the OSS solution is more than 0.40 eV more stable than the CS
one. Our study provides evidence that the exocyclic
substituents have a direct effect on the nature of the GS of
Chichibabin’s systems. EDGs favor the CS form, whereas
EWGs and aromatic groups stabilize the diradical form,
consequently favoring the OSS and T situations. Our
calculations indicate that 13, 43, 53, and 62 systems have
almost degenerated CS and T states (with energy differences
not larger than 0.03 eV), whereas almost all systems with n = 5
together with 113 and 114 have particularly stable diradical GS.
For all compounds, we observe a decrease of ΔEST when n is

increased until reaching the degeneracy of the states (Figure
2). This is because at high n values the distance between
radical centers increases, and hence, the energy difference
between OSS and T states is reduced. There is a clear trend
regarding the effect of increasing the chain length, that is the
lowering of the singlet−triplet gap with the increasing number
of n. Therefore, for small n values, we have CS CPHs; for
larger n, CPHs are diradicals; and for intermediate n values,

CPHs are diradicaloids,9 the borders between the different
species being somewhat fuzzy and R dependent. This is
corroborated by the increase of y values (see Computational
Details) from 0 (CS species) to 1 (pure diradical) going from n
= 1 to 5 (Table S19). Moreover, y is also affected by the
exocyclic substituents (Table 2b), and the results are
consistent with the structural and energetic measures. Systems
23 and 33 present CS character, whereas the others are
diradicaloids with y values from 0.3 to 0.7, with the aromatic
groups being the ones presenting larger y values. Finally, the
trends in ΔEST value differ for small and large systems. For
small n values (CS ground state), one can notice that there is a
signiûcant difference between the two EWG systems 4 and 5.
In the case of n = 1 and 2, the singlet−triplet energy gap for 5,
which has a large electron-accepting character, is larger than for
4. On the other hand, for the case of EDG, there are no
differences between both EDG 3 and 4. For n > 2 (OSS
ground state), ΔEST is almost the same for the two EWG 4 and
5 (see Figure 2), whereas for the two EDG 2 and 3, there are
some differences, ΔEST being somewhat larger for 3 having the
substituent with higher π-donor character (R = NH2).
We performed an exhaustive evaluation of the aromaticity

using many electronic indices, MCI, PDI, Iring, and FLU;
magnetic NICS(0)zz and NICS(1)zz indices; and the
previously commented geometric index, HOMA. In the case
of MCI, PDI, and Iring, positive values close to the result
obtained for benzene are indicative of the aromatic character of
the analyzed rings, whereas smaller values close to those of
cyclohexane correspond to nonaromatic species (Table 3). In
the case of FLU, the maximum aromaticity is achieved when
FLU = 0. Finally, for the nucleus-independent chemical shift
(NICS), negative values indicate that the compound is
aromatic, and vice versa.
The trends of aromaticity values given by the different

indices correlated with the CS-T energy gaps for compounds 1,
3, 5, and 6 (one substituent belonging to one of the four
different groups studied) are presented in Figure 3. In general,
we can observe a good agreement between the different
indices, showing the following orders from less to more
aromatic: 1 < 3 < 5 < 6 in the CS singlet and 3 < 1 < 5 < 6 in
the T state, with an exception in the case of NICS, which
classiûes 3 as the less aromatic compound in both cases, CS
and T. For the 1, 3, and 5 CS structures, the values obtained
resemble those of the nonaromatic cyclohexane and 1,4-
cyclohexadiene results. Instead, for most of the T and some of
the 6 CS forms, the results are more similar to those of
benzene. ΔEST is small when the difference between the

Table 2. Summary of the Calculated Relative Energies
(meV) Referred to the CS State for OSS and T States of n =
2 and n = 3 Systemsa

n = 2 n = 3

system OSS T OSS T y

1 0.00 437.86 −93.82 −24.25 0.31

2 0.00 541.91 −20.00 98.42 0.07

3 0.00 608.17 −0.04 187.39 0.00

4 0.00 155.80 −72.36 −17.44 0.38

5 0.00 272.09 −78.53 −20.32 0.26

6 −60.59 −18.05 −192.30 −186.26 0.73

7 0.00 188.66 −139.32 −118.51 0.53

8 0.00 193.22 −133.72 −112.34 0.52

9 0.00 123.74 −133.37 −123.42 0.57

10 0.00 278.99 −107.44 −71.40 0.42

11 −2.59 130.68 −455.30 −428.07 0.41
aFor n = 3, the diradical character (y) of the OSS systems is also
included.

Figure 2. Adiabatic ΔEST (where S is the lowest singlet state, which
can be CS or OS) against the number of rings, for R groups 1−11.
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aromaticity of the triplet and CS states is minor and vice versa.
Furthermore, it is important to mention that the T and OSS
singlet states of CPHs are not 4N e− Baird aromatic species as
in the cyclopentadienyl cation but Hückel-type systems having
6π e− per ring.
Figure 3 depicts the average aromaticity measures per ring.

Depending on the number of rings and the symmetry and
environment of these rings, we have deûned four different ring
types: A, B, C, and A′ (Figure 4a). A-type rings are located at
the ends of the chain, and they are connected to two R groups
on one side and another ring on the other side. B-type ones are
surrounded by two other ring units but are not in the middle of
the molecule. Finally, C and A′ type are in the center of the
molecule with symmetric substitution but with the difference
that C-type rings are in between two ring units whereas A′-type
rings are in a terminal position.
Regarding the electronic aromaticity indices of each speciûc

ring type, we observe that qualitatively MCI, PDI, Iring, and
FLU give the same results (see SI). The former four indices
indicate that, as expected from resonance structures of Scheme
2, Chichibabin compounds are more aromatic in the T state
than in the CS one, in which they are less aromatic (structures
of type II provide some aromaticity, especially in the central
rings) or are even nonaromatic, as can be seen for the case of A
and A′ type of rings (Figure 4b). OSS structures are in
between CS and T ones with n values from 3 to 5, and the
difference between the OSS and T forms become less notable
when n increases. The extra stabilization of the OSS comes
from the quinoid resonance forms, which is not occurring in

the case of the T. For this reason, the systems in the T state are
more aromatic, as their unique structure is the benzoid form.

Table 3. Aromaticity Indices of Reference Systems (Benzene, 1,4-Cyclohexadiene, and Cyclohexane) Calculated at the OPBE/
cc-pVTZ Level of Theory

MCI PDI Iring FLU NICS(0)zz NICS(1)zz

benzene 0.073 0.106 0.049 0.000 −15.2 −29.3

1,4-cyclohexadiene 0.002 0.020 0.002 0.073 26.1 4.4

cyclohexane 0.000 0.010 0.000 0.088 23.3 3.5

Figure 3. Singlet (CS)−triplet energy gaps as a function of average (a) MCI, (b) PDI, (c) Iring, (d) FLU, (e) NICS(0)zz, and (f) NICS(1)zz per ring
for systems 1, 3, 5, and 6 with n from 1 to 5. Solid and dashed lines correspond to singlet CS and the triplet values, respectively.

Figure 4. (a) Scheme of different ring types (A, A′, B, and C). MCI
aromaticity indices (b) of A-, A′-, B-, and C-type rings for CS, OSS,
and T states of system 1n with n = 1 to 5 and (c) of A-, B-, and C-type
rings for CS and OSS states of the R = 1, 3, 5, 6, and 11 systems with
n = 5.
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Figure 4b shows the behavior of the local aromaticity in 1n
species, which is the general trend found in CPHs. First, the
internal rings B and C are more aromatic than the terminal A
and A′ ones. Second, there is an increase in the aromaticity of
B and C rings with n in both singlet and triplet states. A-type
rings show the same trend for CS and OSS states, but in the
case of the T state, the increase of aromaticity with increasing n
is not observed (Figure 4b).
Results in Figure 4c show that the terminal substituents have

an inüuence on the aromaticity of the compounds, especially
on the external rings. EWG favors the T and OSS states
stabilizing the diradical character and increasing the
aromaticity of the rings. It seems that the aromaticity decreases
going from strong EWG as cyanide to strong EDG as amine,
with the exception of aromatic substituents, which are poor
EWG (the phenyl group has a weak π-donor and inductive
withdrawing character) but present the largest aromaticity
values. The latter family is especially good in stabilizing the
radical forms because it can be delocalized over the π-system,
which also explains why the R = aromatic are the systems with
the most aromatic rings, especially the A-type ones. We can
also observe that the differences between diverse substituted
Chichibabin compounds are less noticeable in the central rings
than in the external ones. The particular case of 11, which has
the most stable OSS and T state structures, does not present
the high aromatic character that we would expect and the
values obtained are similar to the ones of 5.
The evaluation of the aromaticity by means of the NICS

index leads to results similar to those yield by the electronic
indices (see Tables S34−S36), as it was explained in the
general comparison thereby referring to Figure 3. Nevertheless,
there are differences when comparing individually the distinct
types of rings. For the A type in the CS and OSS cases, the
aromaticity increases going from small to large n values and
from EDG to EWG. On the contrary, in the T state, the
aromaticity decreases signiûcantly when n increases. However,
with the electronic indices, we observe that there was no
variation in the aromaticity of A rings with changing n and with
NICS we found meaningful changes. For example, compound
1n NICS(0)zz values for n = 1−5 are −3.3, −0.3, 1.8, 2.7, and
2.8. In B-type rings, the aromaticity increases with n for the
OSS and CS, and it is maintained for the T. Finally, for C-type
rings, the aromaticity increases when increasing n in all cases. It
is likely that this particular behavior of the NICS indicator of
aromaticity is caused by the coupling of the magnetic ûelds
generated by neighboring rings.51−53

■ CONCLUSIONS

The molecular and electronic structures of Chichibabin’s
polycyclic hydrocarbons have been studied to discuss the
effects of elongating the π-system and changing the exocyclic
substituents. For large n systems, an increase of the twisting
distortion is observed as a consequence of the H···H biphenyl-
like repulsions, leading to a loss of planarity and conjugation.
All CPHs systems present singlet−triplet energy gaps lower
than 1.4 eV. Among them, most of the systems with n > 2 have
small ΔEST ranging from 200 to 0.2 meV, thus being potential
candidates for the design of new materials with NLO
properties. The resonance structures proposed, together with
the fact that the energy difference between OSS and the triplet
is reduced when the distance between radical centers increases,
gives a good explanation for the lowering of the ΔEST when
going from n = 1 to 5. Species 13, 43, 53, and 62 have almost

degenerated CS and T states (with energy differences lower
than 0.03 eV), whereas almost all systems with n = 5 as well as
113 and 114 have particularly stable diradical GS. The
aromaticity measures show a gain of aromaticity with the
increase of n. Central B and C rings are more aromatic than
external A-type rings. Aromatic substituents and EWG tend to
stabilize the diradical(oid) forms better than EDG. These
ûndings help in understanding the effect of exocyclic
substituents and π-system length on ΔEST values of
Chichibabin diradical(oid)s and may aid in the design of
tuned π-electron materials for molecular electronics.

■ COMPUTATIONAL DETAILS

All geometry optimization, energy, and nucleus-independent
chemical shift (NICS) calculations were performed with the
Gaussian16 set of programs.54 To select an appropriate
method for the calculations, several DFT functionals were
tested and compared against CCSD(T)/cc-pVDZ//QCISD-
(T)/cc-pVXZ (X = D, T) results for the R = H and n = 1 and 2
systems (see Tables S1−S3 in the SI). As a result of this test
and also based on some calculations of spin-state splittings
found in the literature,55−60 we conclude that the best option
for these systems is to use the OPBE/cc-pVTZ level of
theory.61,62 In addition, for meta- and para-benzyne, it was
shown that pure generalized gradient approximation func-
tionals such as OPBE were superior to hybrid functionals for
the description of the open-shell singlet state.63−65 Moreover,
for systems 11−5, we compared the OPBE and the range-
separated LC-OPBE and ωB97xD results to see how long-
range corrections affect the description of the systems with
large n values (3−5). The range-separated functionals give
larger spin contamination values, with ⟨S�2⟩ between 1.2 and 1.8
for the case of OSS and more than 2 for T (see Table S4 of
SI). In the case of OSS systems, we perform broken-symmetry
calculations giving as a result the collapse on CS species in the
cases of n ≤ 2 and OSS structures in the other cases. We have
taken a pragmatic approach and have not applied spin
contamination corrections for three reasons: (i) the concept
of spin contamination is not completely meaningful at the
DFT level because of the absence of a strict deûnition of the
wave function;66 (ii) when the overlap between open-shell
orbitals is small, errors due to spin contamination are minor;67

and (iii) for benzyne isomers, spin contamination corrections
to DFT results lead to worse predictions of ΔEST as compared
to experimental results.68 We have checked the stability of the
approximated DFT wave function for all species. The diradical
character (y) of the OS systems has been estimated making use
of the spin-unrestricted natural orbitals (UNOs) with the
following index proposed by Kamada et al.69−71

=
−

+

=
−

y
T

T
T

n n(1 )

1
and

2

2

2
HOMO LUMO

(1)

where nHOMO and nLUMO are the occupation numbers of the
bonding and antibonding UNOs.
The aromaticity of the electronic structures was studied

using geometric (HOMA),45−47 electronic72 (PDI,73 Iring,
74

FLU,75 and MCI76), and magnetic (NICS) aromaticity
indices.77,78 For the latter, we have evaluated three positions
of the space NICS (0, 1, and −1) (shown in Figure S5 of SI).
The aromaticity indices (except for NICS, which has been
calculated with Gaussian16) have been computed using
AIMall79 together with ESI-3D packages.75,80,81
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ABSTRACT 

The advancement of synthetic methods has significantly enhanced our ability to tailor porphyrin 

derivatives with specific desired properties. This study examines substituted phthalocyanines and 

their contracted analogs, subphthalocyanines, which are characterized by nonplanar, bowl-shaped 

geometries. Central to these macrocycles is their extensive π-conjugated system, which confers 

distinctive properties, including aromatic ring currents. Metalloporphyrins exhibit characteristic Q 

and Soret bands within their UV-Vis absorption spectra, the positions of which vary with the 

molecular structure of each system. Through a combined computational and experimental study, we 

elucidate the relationship between the spectroscopic features and the degree of aromaticity. Notably, 

we establish a direct correlation between the aromaticity of the external conjugated pathways and the 

Q bands. This insight is pivotal for pinpointing modifications in porphyrinoid structures that lead to 

marked shifts in UV-Vis bands. Our findings offer a strategic framework for designing novel 

phthalocyanine derivatives with custom-tailored properties. 
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INTRODUCTION     

 

Over the last century, the continuous improvement of synthetic methodologies for generating 

porphyrin derivatives converged to the point where these can be obtained based on targeted 

properties.1 Among the wide variety of systems, some interesting examples are phthalocyanines 

(Pcs),2-4 porphyrazines (Pzs),5,6 tetrabenzoporphyrins (TBPs), and their respective ring-contracted 

versions, subporphyrins (SubPs),7 subphthalocyanines (SubPcs),7-9 subporphyrazines (SubPzs),8 and 

tribenzosubporphyrins (TBSubPs),10 see Scheme 1. The former are aromatic and composed of four 

isoindole units, interconnected via nitrogen (N) or methine (=CH−) bridges (at the meso positions, 

Scheme 1)11,12 and tend to be highly planar unless distortion is forced by addition of bulky 

substituents or large metal ions, as observed in some metal substituted Pcs and TBPs.13,14 The latter, 

also aromatic, only have three isoindole moieties and adopt nonplanar bowl-shaped geometries.15 

 

 

Scheme 1. Metallo or B−X coordinated (sub)porphyrins and (sub)phthalocyanines included in this study. The 
structural differences that relate porphyrin with phthalocyanine and subphthalocyanine are highlighted in dark 

blue (N-meso) and turquoise (fused 6-MR). In subporphyrin, we considered both central Zn and B−Cl 
coordination. 

 

A key feature of these macrocyclic compounds is the extended π-conjugated system, which is 

responsible for their unique properties. Compared to porphyrin, (Sub)Pcs exhibit characteristic 

Ultraviolet3Visible (UV-Vis) absorption spectra, with (blue)red-shifted Q bands and blue-shifted 

Soret, or B, bands. According to the Gouterman four-orbital model for porphyrins,16-18 Q and B bands 

arise from π3π* transitions and can be understood by considering the four frontier orbitals: a2u, a1u, 

and two eg (corresponding to HOMO-1, HOMO, LUMO, and LUMO+1, which will be referred to 

as H-1, H, L, and L+1, respectively), depicted in Figure 1. The different orbital mixing splits the 
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resulting excited states into lower-energy, Q bands (S0S1), and higher-energy, Soret bands 

(S0S2).19  

 

 

Figure 1. Spatial representation of frontier a2u, a1u, and eg (or a1, a2, and e in C3v) molecular orbitals, with an 
isocontour of 0.02, from top to bottom for P, Pc, SubP, and SubPc. In the case of SubPc, the a1 orbital 
corresponds to the HOMO-3. 

The typical absorption spectra of metalloporphyrins consist of two weak Q bands at 500-650 nm and 

a Soret intense band at 370−450 nm.19 In the case of metallophthalocyanines, Q and B bands lie 

around 600−800 nm and 300−400 nm, respectively, whereas in subphthalocyanines, Q and B bands 

appear at 460−560 and 260−370 nm regions.8 In Zn-Phthalocyanine (Pc) and Subphthalocyanine 

(SubPc), the relative intensity of Q and Soret bands is reversed compared to Zn-Porphyrin (P). This 

change has been primarily attributed to the N3meso substitution that breaks the a2u3a1u near-

degeneracy, responsible for the low intensity of Q bands, selectively stabilizing the a2u orbital, 

thereby making the S0S1 transition fully permitted.20,21 Their characteristic UV3Vis spectra, low-

lying singlet (S1)3triplet (T1) energy gaps (∆�Ā�→ÿ�), H3L gaps, and other properties (e.g. 

conductance)22 make them optimal candidates for solar cells,3,23-26 nonlinear optics,27 molecular 

electronics,28 and photonics.29,30 Furthermore, (sub)phthalocyanine derivatives are unique 

photoactive materials to prepare energy and electron donor-acceptor systems.31 In this regard, notable 

is the use of Pcs complexing heavy metals for triplet-triplet annihilation upconversion (TTA-UC),32-

35 and the use of SubPcs and SubPzs for singlet-fission downconversion (SF-DC).36-38 Overall, these 

compounds are promising materials for a wide array of applications. However, a clear establishment 

of structure3property and property3property relationships is crucial to fully exploit their highly 

tunable potential and applications. Some examples along the lines of identifying these relationships 
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are the independent studies of Zang et al.,20 Holst et al.,39 and Peterson et al.,40 where they found a 

correspondence between computed H3L gaps and spectroscopic properties or variations in S1 and T1 

state energies. The mere calculation of H3L gaps might not be adequate to pinpoint these properties 

due to potential accuracy issues, as highlighted by Holst and coworkers.39 There is an ongoing need 

for streamlined methods that enable quicker screenings through alternative computational analyses. 

Several authors have unveiled connections between the (anti)aromaticity in diverse free-base 

porphyrinoids, their UV3Vis spectra, and nonlinear optical properties.41-46 Ke et al. recently 

introduced a way to regulate the properties of silicon(IV) phthalocyanines by switching their 

aromaticity.47 These discoveries hint at a potential interplay between aromaticity and photophysical 

properties of porphyrinoids. Expanding upon this research, we propose the use of chemical bonding 

and aromaticity analyses as a systematic procedure to identify π-system3UV3Vis absorption and ∆�Ā1→ÿ1 correlations in porphyrin-related compounds.  

 

Aromaticity is widely acknowledged as a pivotal concept in characterizing electronic structures,48-52 

the Hückel rule (4N+2)53-55 offering the most straightforward approach to predicting the aromatic 

nature of molecules. While the application of the Hückel rule is primarily focused on planar 

monocyclic molecules, such as annulenes and their analogues,56 its simplicity spurred researchers to 

modify it for intricate systems.57-60 Traditionally, the aromaticity of porphyrins and Pcs has been 

ascribed to an 18π3electron aromatic cycle (and a 14π−electron cycle in SubPs and SubPcs) akin to 

[18]annulene, adhering to the Hückel rule.61,62 Obviously, this rule cannot differentiate among 

molecules with an identical number of π3electrons, and falls short when accounting for the 

aromaticity of some nonplanar systems, other tools becoming essential to comprehensively address 

aromaticity.41,42,44,45,63-65 Aromaticity investigations of Pcs and, especially, SubPcs are sparse and 

primarily restricted to nucleus-independent chemical shift (NICS) and the harmonic oscillator model 

of aromaticity (HOMA).66-71 Given the intricacy of these molecules4attributable to their size, 

topology, and the presence of multiple π-electron circuits4and the inherent limitations of NICS and 

HOMA as aromaticity gauges,72-74 there is a compelling case for using more reliable aromaticity 

descriptors. A more holistic method, integrating both global and local aromaticity metrics, remains 

desirable to unveil the most favorable pathways for electron delocalization in Pcs and SubPcs. 

 

One of the main challenges in the description of aromaticity in porphyrinoids is the identification of 

the most conjugated pathway among the complex ring constructed of bridged rings (including but 

not limited to pyrrole, isoindole, and derivatives), a task which is not suited for some popular 

aromaticity indicators such as global NICS analysis. The molecule can be divided into different 
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regions, including benzo (b), outer (o), and inner (i), as defined in Scheme 2. From these regions, 

potential circuits emerge. Determining the key pathways in such a complex system requires careful 

analysis and consideration of all possible routes. Over the last few years, significant efforts have been 

dedicated to the development and application of specific electronic indices to large rings.63-65,75,76 

The latter need emerges from the inadequacy of the most reliable indices of aromaticity72 for their 

application to ring structures with more than fourteen atoms.75 

 

Scheme 2. Possible routes to follow, i inner, o outer, and b benzo, at each pyrrole or isoindole moiety, which 
define the closed pathways along the molecule. Three examples are the bbb(b), ooo(o), and iii(i) pathways in 
blue, red, and green, respectively.  

In this work, we employ aromaticity indices to identify the key conjugated pathways and discuss the 

similarities and differences between P and Pc or SubPc. Considering the intrinsic connection 

between UV3Vis absorption spectrum and H3L gap in these molecules, and the relationship this gap 

maintains with the aromaticity of π-conjugated systems,77,78 we will investigate a previously 

unexplored correlation between UV-Vis absorbance and local pathways, which holds the promise to 

serve as a powerful tool for property-guided molecular design. Additionally, we also study the 

relationship between aromaticity in the singlet ground state and the excited-singlet3triplet gap, ∆�Ā�→ÿ�. The latter is particularly pertinent given the rising utility of this compound family in 

applications like triplet photosensitizers,79 optoelectronic components,69 and photodynamic therapy. 

Our final goal is to establish the connection between aromaticity and UV3Vis absorption spectra or ∆�Ā�→ÿ�, and identify the molecular segments that are key for the control of electron delocalization, 

offering a promising avenue to suggest specific modifications, leveraging cost-efficient DFT over 

TDDFT or more accurate wavefunctions methods that require a full study of the excited states. 
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RESULTS 

In the following, we present the results of our investigation comparing the structural differences 

between P, Pc, and SubPc. These differences (shown in Scheme 1) include (i) the replacement of 

CH at the meso position by N, (ii) the inclusion of C4H4 fragments at the β positions to have isoindoles 

instead of pyrroles, (iii) the reduction in the number of pyrrole or isoindole units from four to three, 

and (iv) the replacement of the central Zn atom by the B-Cl moiety in SubPc compared to P and Pc. 

This study does not contemplate the role of the central atom and its axial ligation or the effect of 

peripheral substitutions, which are other common structural changes to tune these molecules. While 

these modifications can also affect the molecular properties, their impact on the π−system is typically 

less pronounced compared to the modifications considered. We focused on Zn (d10) tetrapyrroles to 

avoid complications associated with axial ligation and the presence of π to d charge transfer and d-d 

excited states80,81 in open d-shell species. Apart from P, Pc, and SubPc, we also included other 

systems, presenting only one (or two, in the case of contracted systems) of the above-mentioned 

modifications with respect to P: Porphyrazine (Pz), Tetrabenzoporphyrin (TBP), Zn-Subporphyrin 

(ZnSubP), Subporphyrin (SubP), Subporphyrazine (SubPz), and Tribenzosubporphyrin (TBSubP). 

The study focuses on the changes (i)-(iii), mentioned above. However, for SubP, we also tested the 

role of the central coordination (iv), by considering the ZnSubP system, to assess whether the central 

element affects the aromaticity and whether the comparison between tri- and tetra-pyrrole/isoindoles 

is consistent. To determine structural changes in the physical properties, we compared the 

computational and experimental UV-Vis spectra, and analyze the ∆�Ā1→ÿ1, H3L gap, and aromaticity 

of the different molecules.  

UV-Vis absorption spectra, H-L gaps, and ∆�Ā�→ÿ� 

A detailed assignment of Q and B bands has been done through TDDFT and UV-Vis spectroscopy. 

Table 1 presents the vertical absorption energies, oscillator strengths, and TDDFT roots associated 

with Q and Soret (B) bands for the eight (sub)porphyrinoids under study. Computational absorption 

maxima (λmax, in nm) are slightly underestimated compared to the experimental counterpart. 

However, they follow the same trend, presenting an excellent linear correlation with r2 = 0.98 and 

0.94 for the Q and B bands, respectively (see Figure S3, SI). While CAM-B3LYP may not reproduce 

the absolute experimental excitation energies to the highest accuracy, it exhibits consistency in 

predicting qualitative band shifts. Indeed, the relative band shifts, defined as Δλmax = λmax,X − λmax,P 

(where X represents any system but P), show a minimal discrepancy with the experimental values, 

differences not exceeding 0.2 eV (26.6 nm). For this reason, further discussions will focus on CAM-

B3LYP values. 
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The Q and B bands are represented by a pair of degenerate excited states, resulting from the D4h and 

C3v symmetries of the tetra- or tri-pyrrole/isoindole systems. For the sake of simplicity, in the ensuing 

discussion, we will refer to the set of P, Pz, TBP, and Pc as phthalocyanines and ZnSubP, SubP, 

SubPz, TBSubP, and SubPc as subphthalocyanines. In all cases, the Q band arises from the first 

two singlet excited states (roots 1 and 2), while the B band originates from higher-lying singlet states. 

The latter states correspond to roots 3 and 4 in systems having CH at the meso position, or higher 

roots for systems containing N3meso. This outcome was expected, given that the a2u 

(phthalocyanines) and a1 (subphthalocyanines) orbitals (see Figure 1), are significantly stabilized in 

the presence of N3meso. In the same vein, we could also anticipate the difference in the oscillator 

strength (f) between systems with CH or N meso-substitution. P, TBP, ZnSubP, SubP, and 

TBSubPc have lower f values than their N3meso counterparts for the Q band, while the situation is 

reversed for the B band (see Table 1 and Tables S8 to S16, SI; for instance, compare the results of 

Tables S13 and S14).  

Table 1. Comparison of computational and experimental vertical absorption spectra for P, Pz, TBP, Pc, SubP, 

SubPz, TBSubP, and SubPc. TDDFT roots corresponding to the Q and Soret (B) bands, energies (λmax in 

nm), computed oscillator strengths (f), and experimental λmax. Computational results obtained considering the 

same solvent as that used in experiments. 

  Q band Soret (B) band 

 root λmax f λmax exp. root λmax f λmax exp. 

P 1, 2 520.3 0.010 565a 3, 4 354.1 1.370 398a 

Pz 1, 2 537.9 0.316 596b 6, 7 323.2 0.226 343b 

TBP 1, 2 582.9 0.304 623a 3, 4 368.1 1.603 422a 

Pc 1, 2 636.3 0.675 671b 12,13 297.0 1.139 348b 

SubP 1, 2 403.9 0.025 454c 3, 4 304.2 0.855 341c 

SubPz 1, 2 425.7 0.221 497b 9, 10 262.7 0.458 290b 

TBSubP 1, 2 461.0 0.308 514d 3, 4 312.4 1.055 355d 

SubPc 1, 2 503.3 0.475 565b 10, 11 262.9 0.866 305b 
aIn ethanol from ref. [111]. bThese results were generated by our own experimental setup in THF. In the case of SubPz, 
the spectrum corresponds to the β-substituted-SubPz (see Fig. S2a, SI). In dichloromethane (DCM) from ref. c[83], and 

d[110].  
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Figure 2. TDDFT-determined transitions between key molecular orbitals contributing to the Q (red) and B 
(green) bands. Apart from the main transitions, other transitions are included only if they have coefficients 
with an absolute value exceeding 0.35. Line thickness indicates the coefficient's magnitude, with thicker lines 
representing larger coefficients. In Pz, additional transitions originating from the b2u orbital contributing to 
the B band are represented by dark green arrows. Orbital transitions with positive TDDFT coefficients are 
depicted with solid lines, while those with negative coefficients are dashed. aFor B1 and B2 bands in Pc and 

SubPc, there are also other transitions with similar weight (< 0.2) to a1u (a2)eg (e). Further details can be 
found in Tables S8-S19, SI. 

The contraction from phthalocyanines and subphthalocyanines results into larger H3L gaps that give 

rise to the blue shifting of absorption Q bands. Similarly, B bands are also blue shifted upon 

contraction. The substituted phthalocyanines (Pz, TBP, and Pc) exhibit red and blue shifts in the Q 

and B bands, respectively, compared to P. While the band position is shifted, the intensities 

(quantified by f) of Q and B bands in Pc and SubPc are also affected. With respect to P, the Q band 

in Pc and SubPc exhibits an increased intensity, while the B band shows a decrease. However, these 

variations in intensity, as determined by our computational analysis, do not alter the order of the 

intensities of these bands, as experimentally found.2,8 The Q and B band shifts of the substituted 

subphthalocyanines (SubPz, TBSubP, and SubPc) with respect to SubP exhibit the same behavior 

as the shifts observed in their phthalocyanine counterparts (Pz, TBP, and Pc) when compared to P. 

In fact, the magnitude of these band shifts is comparable between the analogs of both groups, 

indicating a consistent pattern in the response to substitution. The sole exception to this rule is TBP, 

where the B band is slightly red-shifted owing to the destabilizing influence of the fused benzene in 

the a1u (H) orbital, coupled with the absence of stabilization in the a2u (H-1) orbital due to the presence 

of CH3meso groups. The latter similarities between phthalocyanines and subphthalocyanines suggest 

the modifications in meso and β positions have a similar effect regardless of the molecule’s planarity 

and number of pyrrole or isoindole units. In comparison to P reference, SubP, SubPz, and TBSubP 

show a blue shift in both Q and B bands in agreement with the increase of the spacing between H 
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and L orbitals in these contracted systems (Figure 3). In the case of SubPc, the Q band is observed 

at wavelengths comparable to those in P, while the predicted H-L energy gap is 0.2 eV narrower in 

SubPc. For the B band of this system, a blue shift is observed, consistent with the trend seen in the 

other subphthalocyanines. Hence, in general, the reduction in the number of pyrrole or isoindole units 

increases the band gap, as expected from the decrease of the π-conjugated units (the same happens 

with linear paraphenylenes, for instance).82 Finally, the comparison between SubP and ZnSubP 

confirms that the previously mentioned changes are not due to the central coordination, thereby 

primarily attributing the blue shifts with respect to P to adjustments within the π-system and other 

differences in the carbon-nitrogen framework.  

The optical spectra of P and SubP are primarily influenced by the frontier orbitals. As seen in Figure 

2, the character of the states related to the Q band (red arrows) is determined primarily by the a1ueg 

and a2e transitions in P and SubP, respectively. For the B band (green arrows), a2ueg (P) and 

a1e (SubP) transitions play a major role. In general, an increase in the Δεa1u-eg and Δεa2u-eg (or Δεa2-e 

and Δεa1-e in C3v systems) leads to higher absorption energies in the Q and B bands, respectively. 

This role of the frontier orbitals on the absorption spectra aligns with the Gouterman model and is 

further confirmed by our analysis of the nature of the excitations. There is a particularly good 

correlation between the Q band and Δεa1u-eg (Δεa2-e), as displayed in Figure 4. It is worth noting that 

for SubP, the energy gap Δεa1u-eg of 5.7 eV at the CAM-B3LYP/cc-pVTZ level should be compared 

with a value of 3.64 eV obtained using B3LYP/6-311G(d).83 Despite the correlation between the B 

band and Δεa2u-eg (Δεa1-e), data points tend to cluster based on substitution at the meso positions and 

number of pyrrole and isoindole units, leading to a non-uniform distribution along the regression 

line. In the case of systems with CH3meso, the B and Q bands only have contributions from H-1(a2u), 

H (a1u), and L (eg). A similar pattern is observed for the Q band in N3meso systems. Yet, the B band 

in these systems not only has a significant contribution from a2u to eg but also incorporates transitions 

from b2u to eg. Thus, in these cases, the Gouterman model is insufficient to explain the nature of the 

B band. Given the involvement of additional transitions in the B band, we expanded the Gouterman 

four-orbital model to consider other orbitals involved in the transitions and their influence on the 

excitation energy (see section S2.3, SI). The resulting pondered Δε shows a more uniform distribution 

of the data, leaving Pz as the only outlier (the correlation coefficient r2 increases from 0.84 to 0.98 

upon removing Pz; see Figure S4, SI). In Pz, the Eu states associated with the B1 and B2 bands show 

a significant contribution (the weight is 0.49; see Table S9 and Figure S5, SI) from the b2u−eg 

transition, in contrast to all other systems where the contributions come from the a1u and a2u to eg 

transitions. 
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In P (SubP), the a1u and a2u (a2 and a1) orbitals correspond to H and H-1, respectively. The latter 

orbitals are nearly degenerate (energy difference below 0.2 eV; see Figure 3), contributing to both Q 

and B bands. Upon addition of the benzo substituents at the β-positions, the energy difference 

between a1u and a2u (a2 and a1) orbitals increases to approximately 1 eV, thus eliminating the near 

degeneracy. The difference is further increased upon the inclusion of the N3meso substituent, leading 

to a near degeneracy of H-1 and H-2 orbitals. The H3L gaps decrease with the inclusion of the benzo 

moieties, primarily due to the destabilization of the H upon addition of the substituents, which give 

antibonding character to this orbital around the β-position. Systems that also have N3meso (Pc and 

SubPc), exhibit further reduction of the H3L gap due to the stabilization of LUMO orbital. This 

results in Pc having the smallest H3L gap among all systems. 

 

Figure 3. Energy of the frontier orbitals (in eV), and Δεa1u-eg and Δεa2u-eg (or Δεa2-e and Δεa1-e) (in eV) 
at CAM-B3LYP/cc-pVTZ level of theory for phthalocyanines (left) and subphthalocyanines (right). a In the 
case of SubPc, the orbital with a1 symmetry is the H-3 instead of H-1. Further details are given in Tables S17-
S19, SI. 

 

Figure 4. Relationship between a) Q band λmax and Δεa1u-eg (Δεa2-e), and b) B band λmax and Δεa2u-eg 
(Δεa1-e). 
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Given the similarity between the orbital distribution of S1 and T1 states, in the following, we analyze 

whether the Gouterman model, which is only useful to predict the Q band, can also be used to 

anticipate the behavior of T1 and its influence in the ∆�Ā1→ÿ1. To this end, we have computed the 

triplet vertical excited states at the TDDFT level of theory (see Table S21 and Figures S6-S7a for a 

comparison with TDA, SI). In all cases, the first two roots correspond to two degenerate triplet states 

(T1) with a predominant H-1, H→L (a2u, a1u to eg) transitions and energies 1.04−1.55 eV below the 

singlet excited states associated with the Q band. In the case of P and SubP, two additional 

degenerate triplets (T2) exist, 0.23 and 0.44 eV beneath the first singlet excited state, respectively. 

For the remaining systems, T2 is above S1, however, there is an inverse relationship between the 

energies of T1 and T2 within each family, phthalocyanines and subphthalocyanines (when T1 

increases, T2 decreases, and the other way around; see Figure S7c, SI). T1 presents a positive 

correlation (see Figures S7b and S7d, SI) with both the energy of S1 and the Δεa1u-eg (or Δεa2-e). Thus, 

the observations made earlier in the manuscript regarding the role of frontier orbitals on the Q band 

can be qualitatively extended to the T1 state.  

Our analysis reveals that the evaluation of Δεa1u-eg and Δεa2u-eg do not comprehensively describe the 

absorption spectra, in particular the B band for N3meso systems where the Gouterman model falls 

short. An extended Gouterman model provides a rationale for the trends observed in the B band, but 

it lacks the simplicity of the original model. To provide a more chemically intuitive explanation, we 

resort to the study of the aromaticity of these compounds. 

Aromaticity of Phthalocyanines and Subphthalocyanines  

The aromatic stabilization energy (ASE) is known to diminish with the increasing size of 

[n]annulenes, a trend that is accompanied by a marked decrease in electron conjugation. Notably, the 

ASE value for [18]annulene is as low as 2.6 kcal/mol,84 which stands in stark contrast to that of 

benzene, approximately 30 kcal/mol,85 depending on the homodesmotic reaction considered. The 

local aromaticity of the pyrrole rings is important to explain the overall aromatic stabilization in 

porphyrinoids.86 In our case, systems containing benzo rings have an MCI value close to 0.050, not 

far from the value obtained for benzene at the same level of theory (MCI=0.071), while all the five-

membered rings display MCI values about half the values of pyrrole or lower (benzo-substituted 

compounds) (see Table S32, SI). Nevertheless, the global aromatic character of the molecule is 

influenced by the conjugated pathways along the whole molecule which pass through these five and 

six-membered rings. In simple neutral porphyrinoid systems, the aromatic character expected from 

straightforward π-electron counting rules is observed, whereas more intricate systems call for a more 
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profound analysis. Hence, in this study, we opt for various electronic and magnetic aromaticity 

measures.45,63 

Among the few aromaticity studies of (sub)phthalocyanines, the use of magnetic criteria, especially 

NICS, is prevalent.87 However, the utilization of global NICS measures for systems featuring fused 

rings has, until now, limited the ability to explore conjugated pathways individually. Additionally, 

previous studies have not delved into the impact of molecular substitutions. In this work, we embark 

on a comprehensive two-pronged exploration of aromaticity. This entails an examination of intrinsic 

electronic aromaticity measures such as AV1245 (and AVmin)75 and electron density of delocalized 

bonds (EDDB),88,89 complemented by a comprehensive analysis of response aromaticity through the 

investigation of ring currents. 

From the ring current perspective, all systems display diatropic currents with global current strengths 

exceeding 20 nA·T-1, a value larger than the 12 nA·T-1 found in benzene (see Figure S10, SI). Hence, 

all investigated systems display conjugated pathways and can be considered magnetically global 

aromatic. 

 

 

Figure 5. Net current strengths (in nA·T-1) passing through selected bonds in the S0 state. In the case of 
subphthalocyanines, the values within parentheses represent the calculated current strengths when an external 
magnetic field is oriented perpendicular to the plane defined by the pyrrole or isoindole ring (refer to section 
S4.1 for details, SI). 

Although the current density maps show a global diatropic circulation, indicative of aromaticity, the 

global current is evenly split between the outer (o), inner (i) and benzo (b) pathways (see Scheme 2), 
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as evidenced by examining the current strength in Figure 5. For instance, consider the case of Pc, 

where the total current of 23.1 nA·T-1 is broken down into two components: a 12.4 nA·T-1 current 

passing through the iiii pathway and a 10.8 nA·T-1 current passing through the oooo pathway. This 

pattern is akin to what has been observed in free-base Pc and TBP. Both N3meso and benzo 

substitutions play a role in enhancing the intensity of the inner current, with the N3meso substitution 

exerting a particularly significant influence. This becomes apparent when examining the current 

strengths across different systems, such as the transition from P to Pz, where a clear outer pathway 

dominance over the inner one shifts to a similar preference upon N3meso substitution. Similarly, in 

the transition from Pz to Pc, the preference from the outer to the inner pathway is entirely reversed 

upon benzo substitution. Similar trends are observed in the case of subphthalocyanines. However, 

due to the nonplanar nature of these molecules, defining an external magnetic field perpendicular to 

the system is not straightforward, and the results should be considered as semiquantitative.  

In the following, we examine electronic aromaticity indices, specifically AV1245 (and AVmin), and 

EDDBP (and limit of EDDBP), which provide information about the electron delocalization in the 

conjugated pathways of the molecule in the absence of an external perturbation.41,42,45,56,60,63-65,90 

Unlike the magnetic indices, the nonplanarity of subphthalocyanines does not represent a challenge 

for electronic indices, which can also be decomposed into contributions from individual groups or 

fragments. AV1245 is calculated as the average of multiple 4-center multicenter indices (MCI) 

computed at positions 1, 2, 4, and 5 for each five-atom fragment along the conjugated pathway. In 

contrast, AVmin represents the smallest absolute value among these 4-center MCI values. The EDDB 

method involves the decomposition of the electron density into three components: electron density 

localized on the atoms (EDLA), electron density localized on the bonds (EDLB), and the delocalized 

density, referred to as the electron density of delocalized bonds (EDDB). The latter quantity, when 

measured within a closed circuit, serves as an indicator of aromaticity. In our study, we focus on the 

EDDBP(r) function and electron populations (referred to as EDDBP), which specifically consider 

adjacent chemical bonds along the selected pathway. Additionally, similar to the AVmin index, we 

examine the limit of EDDBP (limEDDB), which corresponds to the atom in the pathway with the 

smallest delocalized electron population. For all these indices, large values indicate aromaticity, 

while small values indicate non-aromaticity or antiaromaticity. AV1245 and EDDBP consider the 

average delocalization along the pathways and are expected to reflect features connected with the 

conjugated nature of these molecules, whereas AVmin and limEDDB indicate the least delocalized 

fragment/atom in the pathway and this limiting value has been successfully connected to the 

aromaticity of the pathway in porphyrinoids.45,63,64 In practice, both values contribute to the overall 

assessment of conjugated pathways. 
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The total number of non-equivalent conjugated pathways depends on the symmetry of the molecules. 

We identify four in SubP and SubPz, six in P and Pz, ten in TBSubP and SubPc, and 21 in TBP 

and Pc, for which we have listed all electronic aromaticity indices in Tables S23-S31, SI. However, 

in practice, the most important contributions are given by three conjugated pathways: inner iii(i), 

outer ooo(o), or benzo bbb(b) pathways, the results of which are summarized in Figure 6. AV1245 

and AVmin show significantly reduced values for the most conjugated pathways in the molecules 

depicted in Scheme 1. Specifically, the AV1245 values are found to be below 3.0, and AVmin values 

are below 1.5 for all the pathways. The latter figures are markedly lower than the values of 10.50 for 

both indices in benzene, however, they are in line with the values reported for other porphyrinoid 

systems.45,63 AV1245 and AVmin values do not agree on which pathway is the most conjugated, 

indicating that minimal and average multicenter delocalizations differ significantly. This difference 

is particularly evident for benzo-substituted molecules. As discussed in previous publications,76,91 

AVmin is the index that better reflects aromatic character, whereas AV1245 provides an average 

delocalization value that can obscure weakly conjugated fragments. 

According to EDDBP and limEDDB, iii(i) is always the most aromatic pathway with values lower than 

0.75 and 0.59 electrons, respectively. In comparison, benzene demonstrates values of 0.92 electrons 

for both EDDBP and limEDDB. Hence, there is a qualitative consensus regarding the most conjugated 

pathway in phthalocyanines, with AVmin, EDDBP, and limEDDB consistently identifying the iiii(i) 

pathway as the most conjugated. The sole exception is observed in Pz, where AVmin does not show 

a distinct preference between the ooo(o) and iii(i) pathways. Conversely, AVmin identifies the ooo(o) 

and bbb(b) as the most aromatic pathways in subphthalocyanines, whereas limEDDB always identifies 

the iiii(i) pathway as the most aromatic. Nevertheless, in instances where the aromaticity of the 

ooo(o) and iii(i) pathways is ranked separately for each molecule using AV1245 and EDDBP, both 

indices consistently produce the same order, from the most to the least aromatic. The only deviation 

occurs in the ranking of the iii(i) circuit in subphthalocyanines, which is also observed with the 

electronic-based FLU and geometric-based HOMA indices (Tables S23-S31, SI). In the case of the 

ooo(o) pathway, there is even a good linear correlation between AV1245 and EDDBP (see Figure 

S20, SI). All in all, the most important difference between the electronic indices and the magnetic 

ring currents is the magnitude of the aromaticity. According to the ring current strengths, all 

compounds are highly aromatic while electronic indices indicate lower aromaticity. 

The aromaticity of each pathway reflects the trends we observed in the UV-Vis absorption energies 

(see Figure 7). Both AV1245 and EDDBP show that the aromaticity of the ooo(o) circuit decreases 

along the P−Pz−TBP−Pc and SubP−SubPz−TBSubP−SubPc series, as it occurred for the energy 



15 
 

of the Q band and Δεa1u-eg. All aromaticity indices uniformly recognize the oooo circuit in 

phthalocyanines as being less aromatic than the corresponding ooo pathway in their contracted 

analogs, namely subphthalocyanines. This observation aligns with the higher excitation energies 

observed in the Q band of these compounds. 

AVmin and limEDDB, while they might reflect the limiting conjugated part of the pathway, they do not 

show any evident connection with the Q and B bands. Instead, they can be used to identify the least 

conjugated fragment in the molecule and be instrumental in modifying the pathway’s aromaticity 

and, given their connection to the average counterparts, in the case of the ooo(o) pathway, tuning the 

Q band. In Figures S16-S19 in SI, we split the information of AV1245 into five-atom fragments, in 

which we can easily recognize the fragment(s) giving rise to AVmin. Interestingly, the values of the 

fragments in the ooo(o) pathways follow the same distribution for a given phthalocyanine and its 

analog subphthalocyanine. The least (or the second least) delocalized fragment of the ooo(o) 

pathways always corresponds to the fragment centered in the meso-position. This implies that meso-

substitution influences the Q bands across all systems studied. To achieve a blue shift of the Q bands, 

a meso-substitution is necessary, but it must be distinct from the N3meso substitution. Indeed, the 

transition from P to Pz or Pc (N3meso substitution) results in a reduced AV1245 value, which, in 

turn, shifts the Q band to the red. The addition of a benzo-group affects similarly, reducing the 

delocalization of other five-atom fragments and red-shifting the Q band. The interplay of these effects 

results in a three-fold reduction in delocalization for certain fragments in phthalocyanines and a five-

fold reduction in subphthalocyanines. This significant decrease in delocalization effectively 

eliminates any conjugated fragments within the ooo(o) pathway, consequently leading to a red-most 

shift in the Q bands. While the aforementioned analysis provides a reasonable understanding of the 

Q band shifts, the correlation between the B band and AV1245 values is less clear (see Figure 7b).   
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Figure 6. Aromaticity values of iii(i), ooo(o) and bbb(b) circuits in each system according to a) AV1245 and 
b) EDDBP (normalized according to the number of atoms in the circuit) aromaticity measures. The darker 
filled bars represent the a) AVmin and b) limit of EDDBP.  

 

 

 

Figure 7. Relationship between a) Q band λmax and AV1245 of ooo(o) pathway, and b) B band λmax and 
AV1245 of iii(i) pathway. 

 



17 
 

CONCLUSIONS     

 

This study examines substituted phthalocyanines (P, TBP, Pc, and Pz) and their contracted analogs, 

subphthalocyanines (SubP, TBSubP, SubPc, and SubPz), which are characterized by nonplanar, 

bowl-shaped geometries. The methodology employed in this study, which include CAM-B3LYP/cc-

pVTZ calculations, is validated through the comparison of UV-Vis computational and experimental 

studies. In addition, we rely on the Gouterman four-orbital model for porphyrinoids. 

Our analysis reveals that evaluation of the four orbital energies is insufficient to describe the 

absorption spectra, particularly the B band for N3meso systems where deviations from the 

Gouterman model are apparent. An extension of the Gouterman model, including more orbitals, 

provides a rationale for the trends observed in the B band, but it sacrifices the simplicity of the 

original model. Consequently, we turn to the examination of aromaticity of these compounds, 

providing a more chemically intuitive explanation of their spectral features. 

 

Magnetic response indices characterize all the molecules studied as aromatic, exhibiting important 

rings currents strengths. Conversely, an analysis of electron delocalization and π-conjugation through 

AV1245, AVmin and EDDB indices, reveals that 3despite the important response upon the application 

of an external magnetic field3 the conjugated circuits are much less aromatic than those found in 

classical organic molecules like benzene, being closer to those already reported in other porphyrinoid 

systems.41,63 This evidence adds to the results already reported in the literature, where intrinsic 

(electronic) and response (magnetic) measures of aromaticity do not align.64,65,70,90,92,93 However, in 

general, subphthalocyanines can be considered slightly more aromatic than phthalocyanines, 

according to the least delocalized fragment of the external-most circuit of these systems, and in 

agreement with the larger HOMO-LUMO gap observed in subphthalocyanines.  

Interestingly, the electronic aromaticity indices help explaining part of the UV-Vis spectrum of 

(sub)phthalocyanines, giving a direct connection between the aromaticity of the external-most 

conjugated pathways and the Q bands. Particularly, the substitution at the meso position seems to 

have a large effect on the aromaticity and the position of the Q and B bands. This insight is pivotal 

for pinpointing modifications in porphyrinoid structures that lead to marked shifts in UV-Vis bands. 
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Our findings offer a strategic framework for designing novel phthalocyanine derivatives with 

custom-tailored properties. 

 

COMPUTATIONAL DETAILS 

The systems presented in Scheme 1 have been fully optimized and characterized as energy minima 

in the ground state using harmonic vibrational frequency calculations at the CAM-B3LYP/cc-pVTZ 

level of theory.94,95 The choice of the functional, was based on the comparison between optimized 

Pc and SubPc using B3LYP, ωB97X, M062X, TPSSH, and LC-ωHPBE together with cc-pVTZ 

basis set, and the X-Ray structure (Supporting information Tables S1-S4). Additionally, we 

examined the UV-Vis spectra using different functionals: B3LYP, CAM-B3LYP, ωB97xD, M062X, 

LC-BLYP and optimally tuned LC-BLYP functionals (Tables S5-S7, SI) to assess the performance 

of each method. We computed in-solution optical spectra of all systems using CAM-B3LYP 

functional and cc-pVTZ basis set by means of TDDFT considering the first 20 singlet states solvated 

in THF, DCM, or ethanol, according to the experimental data available. The effect of the implicit 

solvent has been accounted with the polarizable continuum model (PCM)96 approach. For the 

calculation of the vertical triplet state our choice was to employ time dependent and Tamm-Dancoff 

approximation (TD and TDA)-DFT (CAM-B3LYP/cc-pVTZ) to calculate the two degenerate triplets 

resulting from having degenerate L/L+1 orbitals. All calculations have been done with the Gaussian 

09 and 16 software packages.97 For the characterization of the aromaticity, we used a variety of 

measures including geometrical, electronic, and magnetic indices to determine local and global 

aromaticity. The 2- (delocalization indices (DIs)), 3- and 4-center indices for each set of atoms in the 

system and the fluctuation index (FLU),98,99 bond order alternation (BOA),56 Iring,100 multicenter 

index (MCI),101 AV1245,75 and AVmin
91 electronic indices were computed using AIMAll102 and ESI-

3D (available upon request: ematito@gmail.com) programs. The harmonic oscillator measure of 

aromaticity (HOMA)103 and the bond length alternation (BLA) were calculated with ESI-3D using 

molecular geometries as input.64 Electron density of delocalized bonds (EDDB)88,89 results were 

computed using NBO 6.0104 software to first obtain the natural atomic orbitals (NAO) and the 1-

electron density matrix used as input for the EDDB (v20200925) program (available upon request: 

dszczpnk@gmail.com). Finally, the magnetic current density and the current strengths were obtained 

using Gaussian 09 together with GIMIC program.105,106 Further explanation regarding the calculation 

of aromaticity indices can be found in the supporting information, section S4. 
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EXPERIMENTAL DATA 

SubPc107, Pz108, and SubPz109 were synthesized following reported procedures. Pc was purchased 

from Aldrich and used without further purification. The UV-Vis spectra of these compounds were 

recorded in THF (concentration= 2 × 1035 M) employing a JASCO-V660 spectrophotometer. SubPz 

has to be prepared as β-substituted-SubPz with propyl groups for synthetic reasons.10 However, since 

there is no conjugation of the ethyl groups with the pyrroles, their influence on the absorption 

spectrum is expected to be minor (Q band can be displaced 5-10 nm at most).10 The data for the 

remaining molecules has been sourced from the literature. The measured absorption spectra of SubP 

and TBSubP were obtained in DCM using derivatives bearing OMe and OH as axial ligands, 

respectively, in order to avoid hydrolysis.83,110 It is well known that neither the shape nor 

displacement of the spectrum is highly affected by the axial ligand. In the case of P and TBP, 

presenting very poor solubility, the absorption spectra were obtained in ethanol.111 

ASSOCIATED CONTENT   

The Supporting Information contains detailed computational data including performance 

assessments of various functionals on geometry optimization, experimental and computational UV-

Vis absorption spectra, and electron delocalization and aromaticity analyses. The inputs and outputs 

of the calculations (including Cartesian coordinates) are available in ioChem-BD112 and can be 

accessed via https://doi.org/10.19061/iochem-bd-4-71. 
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An unprecedented p-electronic circuit involving
an odd number of carbon atoms in a grossly
warped non-planar nanographene†

Sı́lvia Escayola, ab Albert Poater, a Alvaro Muñoz-Castro *c and
Miquel Solà *a

The formation of p-aromatic circuits along a grossly warped nano-

graphene, C80H30, containing five- and seven-membered rings

inserted into a six-membered mesh, reveals global p-circuits at

the edge of the backbone. Based on DFT calculations, one of the

two most favorable circuits for p-electron delocalization formally

has 50 p-electrons abiding by Hückel’s rule, whereas the second

one formally has 75 p-electrons and, remarkably, it does not follow

any of the known rules of aromaticity.

Since the early rationalization of a benzene bonding structure
depicted by Kekule’s seminal work more than a century and
a half ago,1–3 aromatic molecules have attracted the interest
of the scientific community.4–12 Fused ring species, such as
polycyclic aromatic hydrocarbons (PAHs), fullerenes, and
porphyrins, to name a few, are challenging cases owing to the
presence of different aromatic or antiaromatic circuits of local
or global character.13–21

The incorporation of extended fused rings in a PAH struc-
ture following the continuous development of synthetic
strategies22–24 allows further exploration of the chemistry of
finite nanographenes with promising shapes, properties, and
applications. The hexagonal honeycomb-like arrangements
found in benzenoid PAH lead to planar geometries. Defects in
the form of non-hexagonal rings in such networks cause
distortions away from planarity. Non-planar p-extended PAHs
can be achieved with the presence of five- or seven-membered
rings in the structural backbone,25 resulting in a curved surface

to release the strain given by the incorporation of different ring
sizes in a hexagonal mesh. In this sense, pentagons induce a
positive curvature of the surface, as observed in corannulene
with a characteristic bowl-shape,26 whereas heptagons induce a
negative curvature, as denoted in [7]circulene with a saddle-
shaped surface.27,28

The grossly warped nanographene (C80H30, 1), which was
synthesized by Itami and Scott in 2013,29 exploits the presence
of both bowl- and saddle-shaped sections in a 26-ring nano-
graphene proving the consequences of multiple odd defects
in the p-extended PAH. This nanographene (1) obtained by
successive expansion of corannulene (C20H10)

29 contains a
central pentagon and five peripheral heptagons with a novel
p-landscape with enhanced solubility and electronic-related
properties. Like corannulene,30,31 this grossly warped nanographene
is prone to undergo a bowl-to-bowl inversion.

Whereas the aromaticity of benzenoid PAHs is usually
well-described by Clar’s p-sextet model,32,33 the aromaticity of
benzenoid PAHs containing defects in the form of 5- and 7-MRs
is much less explored. In this work, we report our findings
using density functional theory (DFT) calculations to unravel
the electron delocalization characteristics of nanographene 1.
We performed geometry optimizations using the BP86-D3/TZ2P
method and we used the geometries obtained to carry out NMR
calculations at the OPBE/TZ2P level and electron delocalization
studies at the CAM-B3LYP/6-311G(d,p) level (full computational
details are given in the ESI†). p-Aromatic circuits are scrutinized
by the electron density of delocalized bonds (EDDB),34,35 gauge-
including magnetically induced currents (GIMIC),36–38 and
induced magnetic field39,40 calculations, besides structural
features to get insight into how aromaticity is accommodated
in a highly curved and strained sp2-surface. We aim to evaluate
whether the presence of different ring-sizes in a nanographene
sheet and the resulting curvature decreases or retains the
aromatic properties inherent to the presence of local and global
(anti)aromatic motifs along the curved p-surface. In addition,
13C-NMR patterns (fingerprint) are studied to relate the position

a Institute of Computational Chemistry and Catalysis and Department of Chemistry,
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of the C atoms at the nanographene sheet with the different
shielding/deshielding areas.

The characterized structure for C80H30 nanographene (1), is
based on corannulene, C20H10, as a minimal isolated-pentagon-
motif41 providing a central bowl-shaped section, introducing
the first curvature to the nanographene p-surface (Fig. 1). The
resulting depth at the central section amounts to 0.37 Å,29

calculated at 0.44 Å in the gas phase, suggesting that the
intermolecular aggregation influences the bowl-depth. The
bowl-inversion barrier is estimated by the authors to be
18.9 kcal mol�1, 7.4 kcal mol�1 larger than that of C20H10,

42

owing to the presence of the surrounding heptagons. The
resulting warped structure exhibits five chiral seven-membered
rings (7-MRs), denoted as P and M, resulting in two isomers,
namely, PMPMP- and MPMPM-, the former being the one
employed in the current work.

13C-NMR analysis29 provides seven peaks at 139.2, 133.8,
131.7, 129.7, 128.1, 127.5, and 122.5 ppm, as slight wide
signals. The calculated values exhibit several peaks (Fig. 1)
accounting for the different carbon atom types owing to the
fact that the relaxed structure does not possess a five-fold
rotation axis, resulting in a differentiation within a carbon of
the same type given the variable curvature along the p-surface.
More strained carbon atoms around the heptagonal rings
appear at lower-field in comparison to the central section.
The terminal carbons, C–H, are located at higher-field, similarly
to corannulene.43 The planar nanographene with a five-fold axis
shows the ‘‘hub’’ and ‘‘rim’’ atoms from the central corannulene
motif in C80H30 to be located at lower-field (162.5 and
159.4 ppm, respectively), suggesting a more strained region
within such structure.

Further analysis of the calculated 13C-NMR values shows
that the average of the similar carbon atom types agrees well
with the experimentally characterized values, denoting signals
at 128.4 ppm (Exp: 127.5 ppm) for the central pentagon (a) and

131.2 ppm for the ‘‘hub’’ atoms (Exp: 131.7 ppm) (b). Interestingly,
the experimental peak at 133.8 ppm is resolved for carbons c and
d on average, denoting the constant rearrangement provided by
the small transition state barrier. Lastly, the signals at 126.4,
140.9, 130.4, and 123.0 ppm account for the peripheral atoms of
type e, f, g, and h (Fig. 1), respectively. This allows further
exploration of the magnetic behavior of 1.

Moreover, the induced magnetic field (Bind) is calculated to
provide characteristics of the resulting shielding or deshielding
regions related to the local and global aromatic properties of the
individual rings and the overall nanographene structure. Bind is
related to the applied field (Bext) via Bindi = �sijB

ext
j , where the

isotropic magnetic term is Bindiso =�(1/3)(sxx + syy + szz)B
ext
j accounting

for the in-solution molecular tumbling. The resulting isotropic
term (Bindiso , Fig. 2) suggests local aromaticity at external hexagons
resulting from Clar’s p-sextet patterns (see Fig. S2 in the ESI†)
owing to the shielding regions, whereas at the central pentagon
and peripheral heptagons, a deshielding region is found,
signifying a local antiaromatic character, also denoted by
NICS(0) calculations (see Fig. S3 in the ESI†). This observation
is also denoted from the contour-plot representation (Fig. 2c),
showing a shielding region for hexagons and deshielding
regions for pentagons and heptagons.

Planar aromatics feature a characteristic long-range shielding
response under a perpendicular field (Bextz ), complemented with
a perpendicular deshielding region at the ring backbone. This is
rationalized as a shielding cone property depicted for different
planar aromatic rings,9,40,44–48 which is similar above and below
the p-plane, as obtained for benzene.40,45,46 For C80H30 nano-
graphene, the bowl-shape results in a more shielded region at
the concave face, where the shielding cones from aromatic
hexagons interact additively, enhancing the strength and
long-range characteristics of the overall structure (Fig. 2c). The
localized deshielding regions at the pentagon and heptagons

Fig. 1 Calculated 13C-NMR chemical shifts for warped nanographene (1)
(above-left) and planar (above-right), and averaged calculated 13C-NMR
chemical shifts for warped nanographene (1), bottom.

Fig. 2 Induced magnetic field for warped nanographene (1), painted over
a 0.01 a.u. electron density isosurface (a), shielding and deshielding
isosurfaces at �5.0 ppm (b), and as a cutplane over the xz-plane (c). Blue:
Shielding; Red: Deshielding. See Fig. S4 (ESI†) for the same plots in the
planar nanographene.
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suggest that they remain as local antiaromatic (or non-aromatic,
vide infra) rings, embedded into the extended shielding region
enabled by the aromatic hexagons and the overall structure. The
planar conformation of 1 (see Fig. S4 in the ESI†) enhances the
shielding and deshielding regions retaining the characteristics
of the induced magnetic field.

To further explore the presence of extended aromatic circuits
along the warped nanographene, and the characteristics of
each ring locally, we employed different indicators related to
geometric and electronic aspects of aromaticity. We used the
harmonic oscillator model of aromaticity (HOMA, values close to
1 for aromatic rings)49 as a geometric-based indicator of
aromaticity. As electronic indices we employed the aromatic
fluctuation index (FLU, values close to 0 for aromatic rings)
and multicenter indices (MCI, see the ESI†), as well as the
electron density of delocalized bonds (EDDB),35,50–55 which
measures the electrons delocalized through the system. In addition,
the magnetic behavior of induced electronic currents along the
molecular backbone is evaluated via a magnetically based index
obtained from the GIMIC method.37

We unraveled the most favorable circuits for p-electronic
delocalization in C80H30 nanographene, leading to different
circuits along the nanographene as denoted in Fig. 3. Interestingly,
extended p-circuits involving the external hexagons are the
most favorable circuits for p-electron delocalization, according
to the different geometrical and electronic aromaticity indices
used. The trends remain the same when going from the
optimized C80H30 nanographene structure to the planar one.
Despite a warped p-surface with a challenging non-planar
structure, this observation indicates that non-planar nano-
graphenes are also prone to show extended aromatic circuits.
The most favorable circuits are (i) the p-circuit that goes
through the external rim of the most aromatic external rings
(HOMA and FLU indices support this circuit as the most
efficient for electronic delocalization) and (ii) the same p-circuit
involving the five 7-MRs (EDDB favors this circuit, see Fig. S7 and S8,

ESI† for EDDB plots). Note that the quantification of aromati-
city by HOMA, FLU, and induced currents does not always
reproduce the same trends.56–58 The former circuit involves
50p-electrons and, therefore, follows the 4N + 2 Hückel’s rule
with N = 12. The latter comprises 75p-electrons, an odd number
of electrons, consequently not following any of the known rules
of aromaticity. Indeed, the rules usually originate when count-
ing the number of electrons that are required to reach a closed-
shell structure.59 And this is not possible with an odd number
of electrons. Interestingly, the most favorable p-circuit based on
the GIMIC method37 is the latter, as can be seen in the
streamlined representation of the current density in the planar
warped nanographene (Fig. 4 and Fig. S9, ESI† for the calcu-
lated net current strengths). This result is also supported by the
current density plot in the plane at 2 Bohr above the molecular
plane of planar nanographene (see Fig. S12, ESI†). As can be
seen, the ring current flows through the p-circuit involving
the aromatic external hexagonal rings and the five 7-MRs.
Additional representations of the current density plots for the
planar and non-planar warped nanographene can be found in
Fig. S11–S13 (ESI†).

In conclusion, the grossly warped nanographene, C80H30,
with a challenging p-landscape shows two most favorable
circuits for p-electron delocalization, one with formally 50
p-electrons abiding by Hückel’s rule. Interestingly, the second
one formally has 75 p-electrons and, therefore, it does not
follow any of the known rules of aromaticity. This result
represents a change of paradigm in the field of aromaticity.
To our knowledge, it is the first time that an efficient p-circuit
for electronic delocalization is composed by an odd number of
C atoms. Further exploration of larger p-circuits in nano-
graphenes may contribute to the understanding of extended
aromatic moieties and their characteristics as the size
approaches the largest aromatic species to date involving 162
p-electrons,13 or even more extended.

This work was supported with funds from the Ministerio de
Economı́a y Competitividad (MINECO) of Spain (project
CTQ2017-85341-P and PGC2018-097722-B-I00) and the Generalitat
de Catalunya (project 2017SGR39 and the ICREA Academia prize
2019 awarded to A. P.). S. E. thanks Universitat de Girona and

Fig. 3 Aromaticity results of the selected pathways according to FLU,
HOMA, and EDDBP(r) in the non-planar (above) and planar (below)
PMPMP-enantiomer of the C80H30 nanographene.

Fig. 4 Streamline representation of the current density in the planar
configuration of the C80H30 nanographene. The intensity of the current
decreases going from white (0.1 nA T�1 bohr�2), light yellow, red to black
(1 � 10�6 nA T�1 bohr�2). See Fig. S14 (ESI†) for the same representation in
the non-planar PMPMP-enantiomer of the C80H30 nanographene.
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Abstract

Besides the most common form of aromaticity involving a π-ring, hexaiodo-

benzene and hexakis(phenylselenyl)benzene dications also present

σ-aromaticity in the outer ring formed by the main group substituents. These

two compounds are considered σ- and π-double aromatic, and their characteri-

zation is of special interest to the fields of organic and structural chemistry. In

this work, we decided to explore the double aromaticity in substituted tropy-

lium cations for three reasons: (i) the seven neutral halogen substituents of the

tropylium cations will, without oxidation, lead to 14 σ-electrons (a 4n + 2

Hückel number); (ii) tropylium cations are highly stable and can be easily gen-

erated experimentally; and (iii) whereas in substituted benzenes the distances

between substituents in the optimized structures or X-ray crystals are too large

to allow strong σ-aromaticity, these distances are expected to be shorter in

substituted tropylium cations. Yet, instead of the expected σ-aromaticity, we

found that the most stable geometries are highly puckered, meaning that delo-

calization in both π- and σ-systems is lost. Our results, which include also the

tropylium anion and trication in the singlet and triplet state, show that there is

a need to open a lone pair hole by oxidation to generate σ-aromaticity. Among

the systems studied, only triplet C7Br7
+3 with an internal Hückel aromatic

tropylium ring and an external incipient Baird aromatic Br7 ring shows double

π- and σ-aromaticity. This result, however, is functional-dependent and reveals

that 3C7Br7
3+ is at the borderline for onset of double aromaticity.
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Baird aromaticity, density functional theory, double aromaticity, excited state aromaticity,
theoretical and computational chemistry
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1 | INTRODUCTION

Aromaticity has been a central concept in chemistry
since the discovery of benzene by Michael Faraday in
1825.[1] It has traditionally been associated with cyclic
conjugated organic compounds that present a high
π-electron delocalization.[2] For a long time, aromaticity
was exclusively associated with π-electrons. However,
already in 1979, Dewar introduced the concept of
σ-aromaticity to explain the properties of cyclopropane,[3]

although, much more recently, Schleyer proved that
cyclopropane is not a σ-aromatic molecule.[4] The sim-
plest aromatic molecule, H3

+, is, in fact, a σ-aromatic
molecule.[5] The first doubly aromatic system, the
3,5-dehydrophenyl cation, was identified by Schleyer and
coworkers to possess σ- and π-aromaticity.[6] In recent
years, the concept of aromaticity has been extended into
inorganic chemistry.[7] It turns out that aromaticity in
all-metal and semimetal clusters is much more complex
than in organic chemistry with several possible combina-
tions of aromaticities and antiaromaticies in the same
molecule. The list of molecules with double or triple
aromaticity or conflicting aromaticity is large. We briefly
mention here four species: LiAl4

�, which is double σ-
and π-aromatic,[8] Li3Al4

�, which in the singlet state is
σ-aromatic and π-antiaromatic[9] and in the triplet state is
Hückel σ-aromatic and Baird π-aromatic,[10] B6

2�, which
is double σ- and π-antiaromatic,[11] and Hf3, which is tri-
ple σ-, π-, and δ-aromatic.[7c,12]

Double aromaticity in classical organic chemistry is
much more elusive. Cyclo[18]carbon, recently character-
ized by high-resolution atomic force microscope, can be
considered as one such example of double Hückel πin and
πout aromaticities.[13] Another example is the cyclo[16]
carbon in its quintet state that was reported to be double
Baird πin and πout aromatic.[14] Let us mention here that
Baird's rule states that annulenes with 4n π-electrons are
aromatic and those with 4n + 2 are antiaromatic in their
lowest triplet states.[15] In 1989, Sagl and Martin[16] syn-
thesized the stable singlet ground state dication of hex-
aiodobenzene, C6I6

+2 (see Scheme 1A, right). Martin
et al. provided much evidence on that such a dication
had a double Hückel σ-aromaticity (with 10 delocalized
electrons through the hexaiodo substituents) and
π-aromaticity (with six delocalized electrons in the ben-
zene ring).[16,17] Further theoretical studies supported the
double σ- and π-aromaticity of the hexaiodobenzene cat-
ion.[18] Other hexahalobenzene dications and the singlet
and triplet C6(ChH)6

2+ (Ch = S, Se, Te) species were
explored computationally as potential candidates of dou-
ble aromatic compounds.[19] Sundholm, Liegeois et al.[20]

concluded that not only C6I6
2+ but also C6At6

2+,
C6(SeH)6

2+, C6(SeMe)6
2+, C6(TeH)6

2+, C6(TeMe)6
2+, and

C6(SbH2)6
2+ dications are doubly aromatic sustaining

spatially separated ring currents in the carbon ring and
in the outer ring of the molecule. Borazine analogues of
hexaiodobenzene and hexakis (selenyl)benzene dication
B3N3I6

2+ as well as B3N3(TeH)6
2+ were also reported to

be doubly aromatic.[21] Double σ- and π-aromaticity was
further claimed in a synthesized bishomotriboriranide[22]

and in twisted thienylene-phenylene structures in toroi-
dal and catenated topologies.[23]

Scheme 1 shows different σ- and π-electron counting
situations in hexahalo- or hexachalco-substituted ben-
zene and tropylium species in two oxidation states.
Substituted benzene (Scheme 1A, left) is Hückel π-aro-
matic. Despite the fact that it has 12 σ-electrons, a 4n
number, it cannot be Baird aromatic because one cannot
generate a lowest-lying triplet state within the σ-orbital
framework formed by the in-plane lone-pairs of the X
substituents as these orbitals are fully occupied in the sin-
glet ground state. Doubly oxidized benzene in its singlet
ground state with two electrons removed from the
σ-system (Scheme 1A, right) is double Hückel σ- and
π-aromatic for some X substituents (X = I, At, SeH, TeH,
…). On the other hand, the tropylium cation in its singlet
ground state (Scheme 1B, left) could be hypothetically
classified as Hückel aromatic in both the σ- and π-sys-
tems. Finally, doubly oxidized tropylium cation in a trip-
let state with two electrons removed from the σ-system
and two unpaired σ-electrons could be hypothetically

SCHEME 1 (A, B) Representation of different σ- and
π-electron counting situations in hexahalo- or hexachalco-
substituted (oxidized) benzene and tropylium species
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Hückel π-aromatic and Baird σ-aromatic (double
Hückel–Baird aromatic, Scheme 1B, right).

In 2018, Saito and co-workers reported in a combined
computational and experimental study on the double σ-
and π-aromatic character of the bench-stable
hexakis(phenylselenyl)benzene dication (1 in
Figure 1).[24] Yet, the distance between the Se atoms in
the X-ray crystal structure were 3.24–3.34 Å, and as a
result, the σ-aromaticity can only be weak. Recently, with
the aim to increase the overlap between the atoms of the
outer cycle, Fowler and Havenith performed a computa-
tional study of the double aromaticity in larger eight-
membered ring model systems C8I8

q with charges q = 0,
+1, +2, +4, �2.[25] However, the large I-I steric repulsion
led to highly puckered structures with lack of both σ- and
π-aromaticity. The authors demonstrated that in the case
of planar constrained geometries with D4h symmetry the
systems exhibit double σ- and π-aromaticity. To our
knowledge, to date no studies have been performed on
substituted tropylium cations and anions (Scheme 1B
and 2, 3, and 4 in Figure 1) as possible candidates for
double σ- and π-aromaticity. Tropylium cations are espe-
cially interesting for three reasons: (i) the tropylium cat-
ions are highly stable and can be easily generated

experimentally and dissolved in a variety of solvents
including methanol; (ii) whereas in the case of
substituted benzene the distances between substituents
in the optimized structures or X-ray crystal are too large
to allow strong σ-aromaticity, these distances are
expected to be shorter in substituted tropylium cations,
allowing for stronger through-space interaction (how-
ever, if the X–X repulsion is too strong the molecule may
pucker, losing aromatic character); and (iii) the halogen
substituents of the tropylium cations lead to a 14 σ-elec-
trons, a 4n + 2 Hückel number; that is, we can test the
ability to form a σ-aromatic ring when that halogen ring-
system is neutral. Apart from the heptahalotropylium
cation, several other combinations with tropylium anion
and trication (3 and 4) with expected Baird/Hückel and
Hückel/Baird double aromaticities in their triplet states
have been tested (see Figure 1).

The ground state of the heptahalotropylium cation
2 is a singlet state that may be described by a 6π-electron
Hückel-aromatic cycle and a 14σ-electron Hückel-
aromatic cycle. Yet, for the heptahalotropylium anion 3,
the situation could be different as the singlet state poten-
tially needs to be described as non-aromatic in both the
8π- and 14σ-electron cycles as the 8π-electron ring likely
distorts so as to alleviate the Hückel-antiaromaticity at
the D7h symmetry, whereby the weak 14σ-electron
Hückel aromaticity will be destroyed. In contrast, in the
triplet state of 3 one can have a D7h symmetric structure
with a Baird-aromatic 8π-electron cycle as well as a 14σ-
electron Hückel-aromatic cycle. With this investigation,
we would like to answer questions such as the following:
To what extent can neutral σ-electron systems sustain
σ-aromaticity? Which are the limitations of double aro-
maticity and which general guiding rules can be given?
Which state is the ground state of the heptahalotropy-
lium anions, the singlet or the triplet?

2 | COMPUTATIONAL DETAILS

All density functional theory (DFT) calculations were
performed with Gaussian 16,[26] using BLYP, which com-
bines Becke's 1988 exchange functional with the Lee,
Yang, and Parr correlation functional.[27] The electronic
configuration of the H, C, F, Cl, and Br atoms was
described with the 6-311+G(d,p) basis set of Pople and
co-workers,[28] whereas for I atoms the small-core quasi-
relativistic Stuttgart/Dresden effective core potential,
with an associated valence basis set (SDD), was
employed.[29] The geometry optimizations were carried
out with D7h (and C2 when D7h was not possible) symme-
try and also without symmetry constraints, and analytical
frequency calculations were computed for the

FIGURE 1 Systems with tropylium rings considered in our
study (A stands for aromatic and AA for antiaromatic). In cases
where the electron count leads to antiaromaticity, we expect the
systems to pucker to become non-aromatic.
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characterization of the located stationary points. It is well
known that the BLYP functional exaggerates delocaliza-
tion in aromatic systems.[30] In our study, we use this
functional to exaggerate delocalization so as to not over-
look any system that potentially could be in-plane σ-aro-
matic. However, to check the reliability of our results, in
some particular cases, we have evaluated the perfor-
mance of hybrid, B3LYP[27b,31] and M06-2X,[32] and long
range corrected, CAM-B3LYP,[33] functionals (see sup-
porting information, SI, for more details).

The aromaticity has been quantified using structural,
electronic, and magnetic probes of aromaticity. As struc-
tural measure of aromaticity, the planarity root-summed-
square (RSS) index[34] was used. This index measures the
deviation of a selection of atoms (in our case the seven or
eight C atoms—RSSC—or the seven or eight halogen
atoms—RSSX) from the best fitted plane and it is related
to the fact that small aromatic systems usually prefer to
be planar. As electronic indices,[35] we employed the mul-
ticenter index (MCI)[36] and the electron density of delo-
calized bonds (EDDB).[37] MCI measures the electron
delocalization between different centers. Because of its
size dependency, when comparing MCI of rings of differ-
ent sizes, it is advisable to use the normalized version,
MCI1/N, where N is the number of atoms in the ring.[38]

The EDDB method decomposes the one-electron density
in several “layers” corresponding to different levels of
electron delocalization,[39] namely, the density of elec-
trons localized on atoms (EDLA) representing inner
shells, lone pairs, and so on; the electron density of local-
ized bonds (EDLB) representing typical (2-center
2-electron) Lewis-like bonds; and EDDB, which repre-
sents electron density that cannot be assigned to atoms or
bonds due to its (multicenter) delocalized nature. The
EDDB population of electrons delocalized through the
system of all conjugated bonds in a ring can be used as
an indicator of aromaticity.[40] Finally, as magnetic indi-
cator, we used the out-of-plane component of the
nucleus-independent chemical shift (NICS), placing the
probe at the ring plane and at 1 Å above and below it
(NICS[0, 1, and �1]zz).

[41] In this case, negative values
are indicative of aromatic structures, while positive
values indicate non- or anti-aromaticity. In all cases, the
computational level was the same as for the geometry

optimization. Gaussian 16 was employed in the computa-
tion of all aromaticity and delocalization indices to get
the geometry and wavefunction information used in
AIMAll[42] together with ESI-3D[43] packages (for MCI),
and NBO 6.0 together with the RunEDDB code for
EDDB.[44]

3 | RESULTS AND DISCUSSION

This section is organized as follows. First, we discuss the
results for the C7X7

+ cationic species (X = F, Cl, Br, and
I); second, we analyze the singlet and triplet C7Br7

�

anionic systems; and, finally, we investigate the possibil-
ity of having double aromaticity in the singlet and triplet
states of the C7Br7

+3 species.

3.1 | The tropylium cation derivatives

Figure 2 and Table 1 contain the most important geomet-
ric parameters of the restricted to D7h symmetry and fully
optimized (C1) C7X7

+ species 2 (X = F, Cl, Br, and I) in
their singlet states. As can be seen, the molecule remains
planar only in the case of C7F7

+. For all other systems,
the planar geometry is a transition state for ring inversion
with at least two out-of-plane distortions that stabilize
the molecule. Moving from D7h to C1 symmetry releases
0.0, 1.3, 8.1, and 34.4 kcal/mol for C7F7

+, C7Cl7
+, C7Br7

+,
and C7I7

+, respectively. According to the RSS values of
Figure 2, the loss of planarity for the X7 ring is much
larger than that for the C7 ring. Except for X = F, the X–
X lone pair repulsions are strong enough to force the
molecule to pucker losing the potential σ-aromatic char-
acter. Through the distortion of the planar geometry, the
X–X distance increases from 0.05 for X = Cl to 0.15 Å for
X = I. Puckering is not unexpected given that (i) the
angle strain in seven-membered rings (7-MRs) can pro-
mote puckering as compared to the hexagonal 6-MRs,
which are ideal for sp2 C atoms[45]; (ii) the lowest out-of-
plane (oop) frequency changes from 212 cm�1 in planar
1C7H7

+ to 81 cm�1 in planar 1C7F7
+ (see Table S2), show-

ing that increasing the size of X in 1C7X7
+ increases steric

congestion that promotes puckering of the 7-MR; and

FIGURE 2 Front and side view of the fully optimized 1C7X7
+ (X = F, Cl, Br, and I) geometries using BLYP/6-311+G(d,p)�SDD(I) and

the planarity root-summed-square (RSS) index computed for the C- and X-rings (RSSC and RSSX, respectively)
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(iii) the highest occupied molecular orbital (HOMO) of
D7h C7X7

+ (X = Cl, Br, and I) contains seven in-plane
antibonding interactions in the ring of X substituents (see
Figure 3). The same type of HOMO with maximal in-
plane antibonding interaction between the substituents
was found by Fowler and Havenith in D4h constrained
C8I8.

[25]

Interestingly, the distortion has a relatively small
effect on the aromaticity of the tropylium ring, except in
the case of X = I, for which the aromaticity reduction
when going from D7h to C1 is more pronounced (see
Table 2). This is in agreement with previous studies
showing that π-aromaticity is quite robust with respect to
out-of-plane and in-plane distortions.[46] Table 3 provides
the aromaticity indices corresponding to the X7 ring. As
can be seen, the MCI is zero and the EDDB points to a
residual delocalization in the X7 ring, marginally larger
for compounds with D7h symmetry. In contrast, double
aromatic 1C6(SePh)6

2+ and 1C6I6
2+ (especially the latter)

have relatively large MCIX and σ-EDDBX. In the case of
planar 1C7F7

+, the 2p orbitals of F are not diffuse enough
to generate σ-delocalization. For the rest of the systems,
which lose planarity, MCI, EDDB values, small X–X
delocalization indices (see Table S3) as well as ring cur-
rents (see Figure S6) are in agreement with lack ofT
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FIGURE 3 The HOMO-5 of D7h
1C7F7

+ and the HOMO of D7h
1C7X7

+ (X = Cl, Br, and I)
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σ-aromaticity in C7X7
+ (X = Cl, Br, and I). The above

statement, is reinforced when we compare the MCI and
EDDB values (Table 3) of 1C7X7

+ with 1C6(SePh)6
2+, pre-

viously characterized as weakly σ-aromatic, observing
that the latter are more than an order of magnitude
higher. As to the π-aromaticity, such aromaticity is found
in the D7h species and is reduced somewhat when going
to the final optimized species. As a whole, despite having
a favorable electron counting (Figure 1), C7X7

+ (X = F,
Cl, Br, and I) species are not double σ- and π-aromatic,
they are simply π-aromatic. Finally, let us mention that
we obtained unexpected positive NICS values for C7I7

+.
These positive NICS values are an artifact produced by
the exchange between LUMO and LUMO+2 when

moving from 1C7Br7
+ (D7h) to 1C7I7

+ (D7h) (see
Figure S2) that results in a change in the direction of the
ring current that becomes paramagnetic (see Figure S6),
thus explaining the positive NICS values. This is another
example of the fact that there is not always a correspon-
dence between ring currents and aromaticity.[47] Since
NICS failures are more common in open-shell species,[48]

we decided not to include NICS values in the discussion
of the coming sections.

3.2 | The tropylium anion derivatives

Next, we decided to analyze compound 3 for X = Br,
C7Br7

�, in the singlet and triplet states. In the singlet
state, with 8π-electrons, we do not expect aromaticity in
the tropylium ring. For the triplet state, however, it is
possible to have Baird π-aromaticity in the tropylium ring
and Hückel σ-aromaticity in the external ring through
the Br7 ring (14σ-electrons). We limited our study to
1C7Br7

� and 3C7Br7
� for two reasons: (i) X = Br is pre-

ferred over X = I to avoid excessive steric congestion that
will result in ring puckering and (ii) X = Br is preferred
to X = Cl because the Br atom has more diffuse 4p

orbitals that can lead to better overlaps. In the case of the
triplet state, the D7h optimization was not possible and
instead a planar C2 optimized geometry was obtained.
Going from planar to puckered C7Br7

�, the molecule is
stabilized by 47.2 kcal/mol in the singlet state and by
18.6 kcal/mol in the triplet state. As expected, the stabili-
zation due to puckering in the singlet state is larger
because of the release of antiaromaticity when going
from planar to puckered structure. According to the RSS
values of Table 4, the loss of planarity for the Br7 ring is

TABLE 2 Aromaticity indices (MCI
and EDDB in electrons, NICS in ppm)
corresponding to the C-ring for the
relaxed and D7h constrained geometries
of C7X7

+ (X = H, F, Cl, Br, and I)
compounds calculated at the
BLYP/6-311+G(d,p)�SDD(I) level of
theory

System MCIC σ-EDDBC(r) π-EDDBC(r) NICS(0)zz NICS(1)zz
1C6(SePh)6

2+ (D2h)
a 0.0517 0.381 4.683 –25.0 –35.1

1C6I6
2+ (D6h) 0.0548 0.472 4.666 –31.9 –37.3

1C7H7
+ (D7h) 0.0579 0.385 5.865 –15.9 –25.6

1C7F7
+ (D7h) 0.0253 0.182 4.698 –13.8 –18.3

1C7Cl7
+ (D7h) 0.0228 0.306 4.397 –3.4 –12.7

1C7Cl7
+ (C1) 0.0221 0.274 4.228 –4.2 –12.7b

1C7Br7
+ (D7h) 0.0238 0.406 4.505 –4.2 –12.0

1C7Br7
+ (C1) 0.0210 0.310 3.800 –4.0 –10.9b

1C7I7
+ (D7h) 0.0291 0.609 4.733 18.5c 27.9c

1C7I7
+ (C1) 0.0168 0.432 2.548 –7.8 –11.1b

aOptimized geometry at B3LYP-D3/6-31G(d)�SDD level of theory obtained from previous reference.[24]
bIn the case of the non-symmetric systems the NICS(1) corresponds to the average of NICS(1) and (�1).
cThese positive NICS values are an artifact produced by the exchange between LUMO and LUMO+2 when
moving from 1C7Br7

+ (D7h) to
1C7I7

+ (D7h) (see Figure S2).

TABLE 3 Aromaticity indices (MCI and EDDB in electrons)
corresponding to the X-ring for the relaxed and D7h constrained
geometries of C7X7

+ (X = F, Cl, Br, and I) compounds calculated at
the BLYP/6-311+G(d,p)�SDD(I) level of theory

System MCIX σ-EDDBX(r) π-EDDBX(r)
1C6(SePh)6

2+ (D2h)
a 0.0055 2.923 0.062

1C6I6
2+ (D6h) 0.0444 5.251 0.087

1C7F7
+ (D7h) 0.0000 0.103 0.200

1C7Cl7
+ (D7h) 0.0000 0.210 0.338

1C7Cl7
+ (C1) 0.0000 0.201 0.301

1C7Br7
+ (D7h) 0.0000 0.217 0.379

1C7Br7
+ (C1) 0.0000 0.230 0.324

1C7I7
+ (D7h) 0.0000 0.180 0.462

1C7I7
+ (C1) 0.0000 0.299 0.301

aOptimized geometry at B3LYP-D3/6-31G(d)�SDD level of theory obtained
from previous reference.[24]
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much larger than that of the C7 ring. When going from
the planar to the non-planar structure, the C–C bond
length alternation increases and the Br–Br distance
increases by 0.3–0.5 Å.

Taking the values of 1C7Br7
+ (D7h) in Table 2 as refer-

ence, the MCIC and the π-EDDBC(r) of the C7 ring of
1C7Br7

� (D7h) in Table 5 are somewhat higher than that
of 1C7Br7

+ (D7h). QTAIM charges in the Br7 ring of
1C7Br7

+ (D7h) and 1C7Br7
� (D7h) are 1.035 and �1.183

electrons, respectively (see Table S11). Therefore, the two
added extra electrons in 1C7Br7

� (D7h) are mainly located
in the Br atoms. This is why the MCIC and the
π-EDDBC(r) of the C7 ring of 1C7Br7

+ (D7h) and
1C7Br7

�

(D7h) are similar. Now, moving from D7h
1C7Br7

� to C1
1C7Br7

�, MCI and π-EDDBC(r) decrease due to the
increase in the bond length alternation that results in
higher π-electron localization. When going from 1C7Br7

�

(D7h) to 3C7Br7
� (C2), MCI and π-EDDBC(r) point to a

decrease that we attribute to the loss of symmetry and
increase in the bond length alternation that leads to a
greater π-electron localization. Spin density of 3C7Br7

�

(C2) shows that the excess of spin α is distributed among
the C7 and Br7 rings (see Figure 4). Therefore, the planar
C7 ring cannot be considered fully Baird aromatic.
Finally, release of the planarity in 3C7Br7

� leads to fur-
ther reduction of the MCI and π-EDDBC(r).
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TABLE 5 Aromaticity indices (MCI and EDDB in electrons)
corresponding to the C-ring for the relaxed (C1) and constrained
(D7h or C2) geometries in the singlet and triplet states of C7Br7

�

computed at the BLYP/6-311+G(d,p) level of theory

System MCIC σ-EDDBC(r) π-EDDBC(r)
1C7Br7

� (D7h) 0.0381 1.168 4.924
1C7Br7

� (C1) 0.0080 0.477 2.327
3C7Br7

� (C2) 0.0172 0.711 3.530
3C7Br7

� (C1) 0.0121 1.119 2.336

FIGURE 4 Spin density distribution of (A) C2 and (B) C1
3C7Br7

�. The isodensity corresponds to a value of 0.002 e�/bohr3.
The positive and negative spin densities are represented in blue and
red, respectively.
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The loss of planarity, the low MCI and EDDB values
in Table 6, and the delocalization indices (see Table S4)
are in agreement with lack of σ-aromaticity in the Br7
ring of 1C7Br7

� and 3C7Br7
�. In summary, neither

1C7Br7
� nor 3C7Br7

�, the latter despite having a favorable
electron counting for Baird π- and Hückel σ-aromaticity,
are double σ- and π-aromatic.

3.3 | The tropylium trication derivatives

As shown in previous subsections, following Hückel or
Baird electron counting rules does not warrant the exis-
tence of double aromaticity. As pointed out by Schleyer
et al.,[41b] aromaticity requires electron delocalization in
closed circuits. In the Valence Bond language, this means
that we must have a number of resonance structures with
same or similar weights. In C7X7

+, we have seven reso-
nance structures of the same weight, the resonating elec-
trons being the 6π-electrons of the tropylium ring.
However, the σ-electrons of the external electrons of X7

ring are non-resonant localized lone pairs. Without the
delocalization of the σ-electrons, in general, the systems
cannot be σ-aromatic and they are only π-aromatic.
Therefore, not only must the electron counting rules be
fulfilled but also the σ-electrons in the external ring have
to be delocalized. For instance, in the double aromatic
C6I6

+2, double oxidation of C6I6 opens a hole in one of
the 5p orbitals of iodine that generates six possible reso-
nance structures (Scheme 2 shows only three) that have
the same weight. The existence of these resonance struc-
tures and the fulfillment of the Hückel's rule generate the
double σ- and π-aromaticity.

With this idea in mind, we decided to explore the sin-
glet and triplet C7Br7

+3 species (system 4 in Figure 1).
We expect that double oxidation of C7Br7

+ to generate
C7Br7

+3 will create the necessary σ-delocalization. For
the singlet, with 6π-electrons we expect Hückel aromatic-
ity of the tropylium ring and Hückel antiaromaticity from
the 12σ-electrons of the external Br7 ring. On the other
hand, for the triplet, we could have Hückel aromaticity of
the tropylium ring and Baird aromaticity from the 12σ-
electrons (10 paired and two unpaired electrons) of the
outer Br7 ring.

Interestingly, the 1C7Br7
+3 species is the first of our

studied systems (except 1C7F7
+) that keeps the planarity

and the D7h symmetry (see Table 7). For the D7h triplet,
we have been unable to converge the self-consistent field
(SCF) procedure; this was only possible for the C2 sym-
metry. However, we have found a 3C7Br7

+3 species of C1

symmetry that it is very close to the D7h symmetry, with
minor bond length alternation and RSSC and RSSBr close
to zero. The energy difference with respect the C2 con-
strained geometry is insignificant, only 0.03 kcal/mol.
The singlet is more stable than the triplet by only
13.3 kcal/mol. These two species are good candidates to
have both π-aromaticity and σ-(anti)aromaticity.

The MCI and EDDB results of 1C7Br7
+3 and 3C7Br7

+3

in Table 8 are almost identical to those of 1C7Br7
+, thus

confirming the π-aromatic character of the tropylium ring
in both states. Indeed, the spin density of Figure 5 is fully
located in the outer Br7 ring. On the other hand, the MCI
and EDDB results of Table 9 point out the antiaromatic
character of the Br7 ring in the 1C7Br7

+3 species with a
negative and relatively large MCI value. To our knowl-
edge, this is the first example of an organic molecule
showing conflicting aromaticity. The aromatic character
of the Br7 ring in C1

3C7Br7
+3 with a low MCI value is

weak. Still this MCI value is the largest among the series
of analyzed systems and is comparable to that of
C6(SePh)6

2+ (MCIBr
1/7

= 0.583 as compared to
MCISe

1/6
= 0.420 of C6(SePh)6

2+). In addition, the high
stability of the triplet with respect to the singlet is in
agreement with the change from antiaromatic to aro-
matic character of the Br7 ring when moving from the
singlet to the triplet C7Br7

+3. Unfortunately, this double
aromaticity is not confirmed by ring currents because of
the high paratropic ring currents shown by the β

TABLE 6 Aromaticity indices (MCI and EDDB in electrons)
corresponding to the Br-ring for the relaxed (C1) and constrained
(D7h or C2) geometries in the singlet and triplet states of C7Br7

�

computed at the BLYP/6-311+G(d,p) level of theory

System MCIBr σ-EDDBBr(r) π-EDDBBr(r)
1C7Br7

� (D7h) 0.0003 0.742 0.236
1C7Br7

� (C1) 0.0000 0.180 0.136
3C7Br7

� (C2) 0.0002 0.406 0.165
3C7Br7

� (C1) 0.0000 0.091 0.314

SCHEME 2 The double aromaticity
in C6I6

2+ and similar species requires
the opening of an electronic hole to
generate σ-delocalization as indicated by
the different resonance structures.
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electrons in 3C7Br7
+3 (see Figure S7). Still, we think that

the results based on electron delocalization measures are
more reliable than those derived from magnetic
measures.

Finally, as discussed in Section 2, BLYP functional
exaggerates delocalization in aromatic systems. There-
fore, we expect the lack of double aromaticity in 1C7Br7

+,
1C7Br7

�, and 3C7Br7
� to be confirmed with the B3LYP or

CAM-B3LYP functionals. Less clear is the situation in
triplet C7Br7

+3. Indeed, results obtained at the CAM-
B3LYP/6-311+G(d,p) level of theory suggest that
3C7Br7

+3 has only π-aromaticity (see Tables S11 and S12).
On the other hand, B3LYP results (MCIBr

1/7
= 0.296 and

σ-EDDBBr(r) = 2.313) are intermediate between those of
BLYP and CAM-B3LYP.

TABLE 8 Aromaticity indices (MCI and EDDB in electrons)
corresponding to the C-ring for the relaxed (C1) and constrained
(D7h or C2) geometries in the singlet and triplet states of C7Br7

+3

computed at BLYP/6-311+G(d,p) level of theory

System MCIC σ-EDDBC(r) π-EDDBC(r)
1C7Br7

+3 (D7h) 0.0247 0.477 4.442
3C7Br7

+3 (C2) 0.0247 0.427 4.458
3C7Br7

+3 (C1) 0.0246 0.541 4.303

TABLE 9 Aromaticity indices (MCI and EDDB in electrons)
corresponding to the Br7-ring in the singlet and triplet states of
C7Br7

+3 computed at BLYP/6-311+G(d,p) level of theory

System MCIBr σ-EDDBBr(r) π-EDDBBr(r)
1C7Br7

+3 (D7h) �0.0246 5.484 0.440
3C7Br7

+3 (C2) 0.0027 2.787 0.519
3C7Br7

+3 (C1) 0.0023 2.626 0.489
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FIGURE 5 Spin density distribution of 3C7Br7
+3. The

isodensity corresponds to a value of 0.002 e�/bohr3. The positive
and negative spin densities are represented in blue and red,
respectively.
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In summary, we have found that, first, 1C7Br7
+3 spe-

cies has conflicting aromaticity,[7a,9] with an internal
Hückel aromatic tropylium ring and an external Hückel
antiaromatic Br7 ring; and second, 3C7Br7

+3 has double
aromaticity with an internal Hückel π-aromatic tropy-
lium ring and an external weak Baird σ-aromatic Br7
ring. The presence of double aromaticity in triplet
C7Br7

+3, however, depends on the functional used. It is
likely that same situation is experienced by most of the
so far reported double aromatic compounds.

4 | CONCLUSIONS

Double aromatic classical organic molecules follow two
requirements: (i) they must have an electron counting
corresponding to the Hückel or Baird rule for both the σ-
and the π-systems and (ii) they must have σ- and the
π-electron delocalization that in the valence bond lan-
guage means they need to have more than a single reso-
nance structure to correctly represent the σ- and the
π-electron density. These are two necessary but not suffi-
cient conditions. The presence of strong electronic repul-
sion between the external substituents or substituents
with np orbitals that are not diffuse enough may quench
the σ-aromaticity by puckering the benzene or tropylium
cation rings. Among the species analyzed, the most inter-
esting ones are 1C7Br7

+3, which according to BLYP
results has an internal Hückel aromatic tropylium ring
and an external Hückel antiaromatic Br7 ring, and
3C7Br7

+3 with an internal Hückel aromatic tropylium
ring and an external weak Baird aromatic Br7 ring. This
result, however, is not confirmed by the B3LYP and
CAM-B3LYP functionals. Yet, the functional dependent
results on 3C7Br7

3+ indicate that this species is at the bor-
derline for double aromaticity, and it reveals the impor-
tance of balancing a number of factors in the design of
double aromatic molecules: (i) the size of the substituents
should allow for close through-space contacts but not
overcrowding, (ii) the orbital occupancies should be such
that orbitals with maximal antibonding in-plane interac-
tions between the substituents must not be occupied
(achieved by oxidation), and (iii) the inherent angle strain
of a compound, which promotes puckering of the carbon
framework, should be as low as possible. Hence, for
8-MRs one needs tetraoxidation to achieve double
aromaticity,[25] with 7-MRs it is achieved for the trication,
and with 6-MRs it is dications that can exhibit double
aromaticity.[24]
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ABSTRACT: o-C2B10H12 isomerizes to m-C2B10H12 upon heating at 400 °C.
Deboronation in o-C2B10H12 is a relatively easy process, whereas it is more difficult in
m-C2B10H12. These two experimental facts indicate that m-C2B10H12 is thermody-
namically more stable than o-C2B10H12. On the other hand, it is widely accepted that
closo-boranes and -carboranes are aromatic compounds. In this work, we relate the
difficulty in the deboronation of the carboranes with their stability and aromaticity.
We do this by combining lab work and DFT calculations. Computationally, our
results show that the higher thermodynamic stability of m-C2B10H12 is not related to
aromaticity diûerences but to the location of the C atoms in the carborane structure.
It is also demonstrated that the aromaticity observed in closo-boranes and -carboranes
is also present in their nido counterparts, and consequently, we conclude that
aromaticity in boron clusters survives radical structural changes. Further, sandwich
metallocenes (e.g., ferrocene) and sandwich metallabis(dicarbollides) (e.g., [Co(C2B9H11)2]

−) have traditionally been considered to
be similar. Here it is shown that they are not. Metallabis(dicarbollides) display global aromaticity, whereas metallocenes present local
aromaticity in the ligands. Remarkable and unique is the double probe given by 1H and 11B NMR tracing the reciprocally antipodal
endocyclic open face Hec and B1. These magnetic studies have permitted one to correlate both nuclei and relate them to a diatropic
current in the plane at the middle of the nido-[C2B9H12]

−. This observation is the ürst unique evidence that proves experimentally
the existence of diatropic currents, and thence aromaticity, in clusters and is comparable to the existence of diatropic currents in
planar aromatic compounds. Additionally, heteroboranes with two carbon atoms have been compared to heterocycles with two
nitrogen or boron atoms, e.g., C2B10H12 carboranes versus planar N2C4H4 diazines or [B2C4H4]

2− diboratabenzenes, thereby proving
the higher persistence of the aromaticity of the tridimensional compounds in heteroatom-substituted species. This research accounts
very well for the “paradigm for the electron requirements of clusters”, in which a closo-cluster that is aromatic upon addition of 2e−

becomes also an aromatic nido-species, and explains the informative schemes by Rudolph and Williams.

■ INTRODUCTION

As time goes by, metallacarboranes of the type [M-
(C2B9H11)2]

− (M = Co, Fe, Ni), named as metallabis-
(dicarbollides), have become increasingly important. The
ürst applications were found in nuclear waste remediation1−10

and, over the years, in advanced materials,11−13 healthcare,14

and energy.15−17 Particularly relevant is their extraordinary
stability that features outer-sphere electron transfer, along with
the positive consequences that this may have in molecular
electronics and aspects related to energy. For any application,
but very particularly for nuclear waste remediation and
electron transfer related aspects, the stability of the molecule
is of utmost relevance. Bench chemists have often resorted to
the criterion of aromaticity to account for the high stability of
certain molecules. An aromatic molecule generally possesses a
higher stability and therefore exhibits lower chemical reactivity
in comparison to the associated nonaromatic and antiaromatic
systems.
It is known that a very large number of transition-metal

sandwich or half-sandwich structures are very stable18−24 and
are described as aromatic because as a molecule they keep the

ability to undergo aromatic substitution type reactions while
maintaining their cyclic conjugated system. Some appealing
examples of these aromatic species are ferrocene and
dibenzenechromium, which easily undergo electrophilic
substitution but not electrophilic addition. In this sense, for
ferrocene, [Fe(C5H5)2], there is scientiüc consensus that it is
an aromatic molecule, but there is controversy over whether it
should be considered globally25,26 or locally27,28 aromatic. Be it
global or local, what is clear is that the aromaticity of these
complexes requires the aromaticity of the ligands. This is what
happens with [Cr(η6-C6H6)(CO)3], and it is also the case for
cyclobutadieneiron tricarbonyl [Fe(CO)3(C4H4)], which dis-
plays electrophilic substitution and thus aromaticity, as
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conürmed by its four equal C−C bond lengths, the planarity of
the C4H4 ring, and its 1H NMR spectrum.29 The bonding in
this molecule is assumed to involve the triplet state of
cyclobutadiene, which is aromatic according to the Baird
rule,30 interacting with two singly occupied Fe(0) orbitals.31

Remarkably, all these compounds follow the 18 e− rule, which
is an additional way to account for the stability or lack of
reactivity.
All the former complexes had planar conjugated organic

ligands able to perform electrophilic substitution and abiders of
the 18 e− rule. At this stage, what is the situation with
[M(C2B9H11)2]

− (M = Co, Fe, Ni), which do not contain
planar conjugated organic ligands and have been described by
computation, and with the high stability of [Co(C2B9H11)2]

−,
considered as aromatic,32 with regard to the aromaticity of
their pristine ligands? Metallabis(dicarbollides) [M-
(C2B9H11)2]

− are commonly mononegative (M = Co, Fe,
Ni), but dianionic [Fe(C2B9H11)2]

2− and neutral Ni-
(C2B9H11)2 are very accessible, too. But all of these
metallabis(dicarbollides) [M(C2B9H11)2]

x− (M = Co, Fe, Ni)
have an available 18 e− count molecule: [Fe(C2B9H11)2]

2−,
[Co(C2B9H11)2]

−, and [Ni(C2B9H11)2].
Turning now to the issue of the aromaticity of a sandwich

complex, which implies that, in general, its ligands are
aromatic, the consequence would be that nido-[C2B9H11]

2− is
aromatic, too. We demonstrated33 that closo-boranes [BnHn]

2−

abide Wade−Mingos’s rule34−37 and that any of them, with n
≥ 5, have a polycyclic aromatic hydrocarbon equivalent with
an uneven number of π-electron pairs, which obeys Hückel’s
rule.38 Taking this into account, what occurs with the nido-
[BnHn]

4− series, to which nido-[C2B9H11]
2− belongs?39 These

have one electron pair more of electrons than closo-[BnHn]
2−,

and therefore, if closo-[BnHn]
2− are aromatic, it is expected that

nido-[BnHn]
4− should be nonaromatic or antiaromatic, if the

parallelism between closo-boranes and ýat Hückel’s rule abiders
holds. This would be the case for typical hydrocarbon aromatic
compounds. Is this what is happening with boron clusters? Or,
on the contrary, is the change in structure from closo to nido a
strategy of the clusters to skip the aromaticity/antiaromaticity
transition upon the addition of two extra electrons to keep the
aromaticity? If this was the case, their possibilities to maintain
a stable structure would be far superior to those of their
organic counterparts.
In this paper, we show that the aromatic character of nido-

[C2B9H11]
2− is such that it conforms to the sentence “the

aromaticity of a sandwich complex implies that, in general, its
ligands have to be also aromatic”. We will also see that the nido-
[C2B9H12]

− precursor of nido-[C2B9H11]
2− is aromatic, too,

and that the pentagonal ring C2B3 in nido-[C2B9H11]
2− is not

more aromatic than the equivalent C2B3 ring in closo-1,2-
C2B10H12, despite having a conjugated open face. The C2B3

ring is the one that, following the model of metallocenes, is η5-
coordinated to the metal in [M(C2B9H11)2]

−. Further, we shall
see that the aromatic character of a closo boron cluster depends
on the number of electrons and the conüned space40,41

available, deüned by the number of atoms in the cluster.
Therefore, we shall see that any of the isomers of closo-
C2B10H12 are aromatic, as are closo-[B12H12]

2− and closo-
[CB11H12]

−. Moreover, we shall also see that the diatropic
current in spheres, as the icosahedral boron clusters can be
interpreted, is not geometrically restricted as occurs in pπ
systems and can be present at diûerent parallel planes. In
addition, we shall observe that metallabis(dicarbollides) are

not a surrogate of the metallocenes and that their bulky and
spherical ligands play a role in their stability and possibly in
their applications, besides their well-documented enhanced
electrochemical tuning efficiency and photoredox catalysis
properties. Finally, we shall also see that boron clusters have
access to a morphological detour to skip the aromaticity →
antiaromaticity sequence upon the addition of 2e−.

■ RESULTS AND DISCUSSION

Deboronation of closo-1,7-C2B10H12 (m-C2B10H12). The
search for the relationship among aromaticity, stability, and
lack of reactivity was triggered as a result of the low throughput
of the deboronation of closo-m-C2B10H12 to yield nido-[7,9-
C2B9H12]

−. The ease to remove the boron atom bound to the
two carbon cluster atoms is well-known in closo-1,2-C2B10H12,
also represented by o-C2B10H12, despite the electron count of
this molecule matching the electron count of [B12H12]

2−,
probably one of the most stable aromatic molecules available,
following the 4n + 2 Wade−Mingos’ rule.34−37 There are
several processes to perform the deboronation success-
fully.42−50 The most typical one and perhaps the most widely
used is the boiling ethanol/KOH procedure. With the aim to
produce [Co(m-C2B9H11)2]

−, we investigated the deborona-
tion of closo-1,7-C2B10H12 (or m-C2B10H12). However, what
seemed to be simple became highly difficult, as was reported
by Hawthorne et al., because the reaction must be carried out
in an autoclave at 150 °C for 4 h under autogenous pressure to
lead to nido-[7,9-C2B9H12]

−, in our hands with very low
yield.51 Other methods with other reagents have been
developed that produce good yields;52 however, we were
interested in the boiling ethanol/KOH procedure, as m-
C2B10H12 deboronation can be directly compared with the
deboronation of o-C2B10H12. Why did the two, at this stage of
the research, apparently aromatic molecules o-C2B10H12 and m-
C2B10H12 behave so diûerently toward the same reagent to
yield so similar nido-[7,8-C2B9H12]

− and nido-[7,9-C2B9H12]
−

molecules? Would not these be aromatic? Noticeable is that
the same reýux temperature used for the closo-o-C2B10H12 to
produce nido-[7,8-C2B9H12]

− leaves closo-m-C2B10H12 un-
changed. For the bench chemist this would indicate that
closo-m-C2B10H12 is more aromatic than closo-o-C2B10H12, but
we shall see that this is not the case according to the computed
aromaticity indicators. The immediate reaction procedure
follow up would be to use a higher temperature. In this case,
however, an important fraction of the closo-meta-cluster is
degraded to boric acid esters, which in turn lead to a low yield
of nido-[7,9-C2B9H12]

−. Is then nido-[7,9-C2B9H12]
− less stable

or less aromatic than nido-[7,8-C2B9H12]
−? Before answering

these questions, we decided to optimize the synthetic
procedure, as the ethanol method would be very practical to
work up. To do it, we searched for new parameters to improve
the yield of nido-[7,9-C2B9H12]

− and lessen the formation of
boric acid and boric acid esters during the process. As we have
summarized in the Experimental Section and after many trials
with this partial degradation altering the temperature and/or
time of reaction and/or excess of base (Table 3), the yield of
the partial degradation reaction was improved notably to 66%.
However, it remains poor in comparison to the yield of nido-
[7,8-C2B9H12]

−. This anomalous behavior led us to consider
that little was known about and much was taken for granted
with regard to the stability of the carboranes, their aromaticity,
and the stability and aromaticity of their deboronated species.
It took us also to revise the old, but still valid, magniücent
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scheme shown by Rudolph on the relation among closo, nido,
and arachno clusters.52−55 Therefore, we decided to carry on
further research with the aim to learn about ligands that now
are relevant and certainly will have an important role in the
near future.
Aromaticity of closo-Carboranes. The closo-C2B10H12

parallels the aromatic closo-[B12H12]
2−.33 Both share the same

number of valence electrons (50) in the same conüned space.
The closo-C2B10H12 has two heteroatoms, which implies three
isomers, ortho, meta, and para (Figure 1). Further, the

diûerence in electronegativity between the two participating
elements in the cluster is Δχ(C,B) = 0.51.56 Thus, considering
the 3D and 2D relationship demonstrated earlier,33 it was
sensible to compare these carborane isomers with planar
systems with two heteroatoms, also related to a highly aromatic
system, and with a Δχ value between those of the participating
atoms and as close to Δχ(C,B) as possible. In this regard, C6H6

and the three diazines, 1,2-, 1,3-, and 1,4-diazines, commonly
known as pyridazine, pyrimidine, and pyrazine, respectively,
with Δχ(N,C) = 0.49,57,58 and 1,2-, 1,3-, and 1,4-
diboratabenzenes, with Δχ(C,B) = 0.51,59−61 would be the
most adequate. It is clear for the bench chemist that both
boranes and arenes, as typical aromats, are subject to
substitutions restoring the aromaticity; however, the diazines
are also keen at additions, which is contrary to strong
aromaticity. In line with this, borate62 or diboratabenzenes are
subject to chemical instability, which is also contrary to strong
aromaticity. As an example, diazines, upon addition, require
rearomatization with oxidizing agents, which is not evidence
for strong aromaticity, or when treating the 1-phenyl-
boratabenzene anion with an excess of acetic acid, 1,4-
pentadiene, cis-1,3-pentadiene, and benzene are produced.
Noticeably, everything occurs with the three heterosystems
closo-C2B10H12, diazines, and diboratabenzenes, for which the
diûerence in electronegativity of the constituents is the same,
Δχ(X,Y) ≈ 0.50. All this is supportive of the extraordinary
aromaticity of boron clusters, for both homo- or hetero-
boranes, whereas it is not so obvious for arenes.
This experimental evidence based on stability and reactivity

is supported by theory. We will restrict our Results and
Discussion section on the most common 12-vertex carboranes,
i.e., closo-C2B10H12 and their nido derivatives, with the
expectation that the results can be extended to other smaller
carborane clusters, and will compare the results with those of
the diazines and diboratabenzenes.
Relative Stability and Aromaticity of the Dicarboranes.

closo-C2B10H12 is thermally very stable but tends to isomerize
to the more stable isomers (Figure 1). Upon heating at 400 °C,
o-C2B10H12 isomerizes to m-C2B10H12, and near 600 °C, m-
C2B10H12 isomerizes to p-C2B10H12.

63

The preparative step from ortho to meta is well-deüned, and
all ortho is converted into meta, and no puriücation is needed.
The step from meta to para is far more difficult, as a long and
troublesome puriücation process is needed due to the
generated mixture of the two isomers. Both m- and p-isomers
are converted into each other, preventing an easy isolation.
These experimental conditions indicate that a large diûerence
in thermodynamic stability between the o- and m-isomers is
expected, whereas a comparable stability between the m- and
p-isomers is likely. Indeed, this is what is computationally
found, as shown in Table 1 (ürst row). Although these relative

stabilities are certainly related to the diûerent types of bonds
(C−C, B−B, C−B) in the diûerent isomers, they can be more
easily explained by considering the relative positions of both
carbon atoms in the cluster. As χC > χB, C atoms attract higher
electron density in their vicinity, inducing a repulsive eûect
with the adjacent C, which is the case of the o-isomer. In
contrast, for the m-isomer, when one B is inserted in between
the two carbon atoms, the repulsive eûect is notably
diminished, in agreement with Coulomb’s inverse-square law.
This repulsive eûect is even less for the p-isomer. These results
are easily understood with classical physics, the p-isomer being
the most stable, in agreement with the calculations (Table 1),
but not so diûerent with regard to the m-isomer (ΔE = 2.9 kcal
mol−1), a factor to be taken into account for practical
applications considering the much higher price of the p-isomer.
Considering the clear diûerence in stability between the o-

and m-isomers (ΔE = 16.3 kcal mol−1), does it result in loss of
aromaticity between one isomer and the other? The answer is
no, if we attend to the magnetically based nucleus-independent
chemical shift (NICS) values given in Table 2. If we look at
Scheme 1, there are two layers enlightened, the C2B3/CB4/B5

and the CB4/B5. This sketch is valid for closo-[B12H12]
2− and

for closo-o-, closo-m-, and closo-p-C2B10H12. In closo-[B12H12]
2−,

each B5 ring displays a NICS of −34.6 ppm, which indicates
high aromaticity, and this value is just a little bit lower for C2B3

Figure 1. The closo-o-, closo-m-, and closo-p-isomers of C2B10H12,
together with [B12H12]

2−.

Table 1. Relative Stabilities of closo-C2B10H12 and Their
nido Derivatives (kcal mol−1)

ortho meta para

closo-C2B10H12 +19.2 +2.9 0.0

nido-[C2B9H12]
− +16.2 0.0 +26.3

nido-[C2B9H11]
2− +16.6 0.0 +27.5

Table 2. NICS (in ppm) of the C2B3, CB4, and B5 Rings
(measured at the center) of closo-Carboranes under
Analysisa

ring

carborane C2B3/CB4 CB4/B5

o-C2B10H12 −33.7 −32.7

o-[C2B9H12]
−

−23.4 −35.4

o-[C2B9H11]
2−

−19.5 −37.0

m-C2B10H12 −34.2 −33.1

m-[C2B9H12]
−

−21.3 −33.9

m-[C2B9H11]
2−

−18.7 −36.7

p-C2B10H12 −34.6 −34.6

p-[C2B9H12]
−

−23.2 −36.2

p-[C2B9H11]
2−

−19.6 −37.9

aThe NICS for the B5 ring in closo-[B12H12]
2− is −34.6 ppm.
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in closo-o-C2B10H12 (−33.7 ppm) with −32.7 ppm for B5

(Table 2). Interestingly, it again increases for closo-m-
C2B10H12, with −34.2 ppm for C2B3 and −33.1 ppm for B5,
and matches the B5 values found for closo-[B12H12]

2− and that
of CB4 for closo-p-C2B10H12 (−34.6 ppm). For a bench
chemist, it is clear that closo-[B12H12]

2− is by all means more
stable or, in other words, less reactive than closo-o-C2B10H12, as
is also demonstrated in the following

o

B H B H BH compared to

C B H C B H BH

12 12
2

11 11
2

2 10 12 2 9 11

[ ] → [ ] +

‐ → +

− −

(1)

in which all components share the same number of electrons.
At the B3LYP/6-311++G(d,p) level of theory, removal of a
BH from closo-[B12H12]

2− requires 29 kcal mol−1 more energy
than from closo-o-C2B10H12 following this scheme. The
isoelectronic and isostructural closo-[B12H12]

2− and closo-o-,
closo-m-, and closo-p-C2B10H12 are clear examples that molecules
having similar aromaticity may have very distinct reactiv-
ity.57,64−66 This was demonstrated in the deboronation of
closo-o- and closo-m-C2B10H12 discussed in the previous section
and agrees well with the results of diazines and diborata-
benzenes, for which the aromaticity can be compared with
those of C6H6 [NICS(0) = −8.1 ppm]; the three diazines 1,2-
diazine [NICS(0) = −5.4 ppm], 1,3-diazine [NICS(0) = −5.5
ppm], and 1,4-diazine [NICS(0) = −5.4 ppm];67 and 1,2-
diboratabenzene [NICS(0) = −1.9 ppm], 1,3-diboratabenzene
[NICS(0) = −2.2 ppm], and 1,4-diboratabenzene [NICS(0) =
−1.5 ppm]. It is informative that the percentage discrepancies
between the NICS(0) values of the diazine isomer and the
benzene reference, which are 33.5% for closo-ortho, 31.3% for
closo-meta, and 33.4% for closo-para, are much larger than those
for the carboranes with respect to closo-[B12H12]

2−, being 2.6%
for closo-ortho, 1.2% for closo-meta, and 0% for closo-para, but
smaller than those between the NICS(0) value of the
diboratabenzene isomer and the benzene reference, which
are 76.4% for closo-ortho, 72.7% for closo-meta, and 81.4% for
closo-para. This large percentage diûerence between NICS(0)
values for closo-carboranes and diazines is associated with only
substitution reactions for the closo-carboranes, whereas the
diazines are subjected to both additions and substitutions and
to purposeful oxidations to restore the aromaticity. When the
participating elements are the same, as in the case of closo-
carboranes and diboratabenzenes, the discrepancy factor has
become even more severe, which translates into the chemical
instability of the diboratabenzenes. The boratabenzene
[C5BH6]

− displays a discrepancy index of 28% [NICS(0) =
−5.8 ppm], higher than that of pyridine at 17.8%.68 The
discrepancies increase for the homodisubstituted species by
about 75% for the diboratabenzenes and 33% for the diazines.
Thus, it seems that to keep the aromaticity it is better to have
an electronegative element in the planar ring than an
electropositive one or, alternatively, an electron-rich element
better than an electron-deücient element. This negative

aromatic inýuence of B in 2D systems is not adhered to in
closo 3D-carboranes. The diûerence is that boron in electron
precise compounds (2D) tends to be a Lewis acid, whereas in
closo boron clusters (3D) boron compensates for the shortness
of electrons with high connectivity.

Aromaticity of the closo-Dicarboranes with Regard to
Deboronation. It is known experimentally that closo-
dicarboranes can lead to deboronation, more easily if the
two carbon atoms are adjacent, ortho, than if they are separated
by a boron atom, meta, as described in the above section on
the deboronation of m-C2B10H12 and in the Experimental
Section, and even more easily than when they are separated by
two carbon atoms, para, an impractical process. nido-Species
with the formula nido-[C2B9H12]

− are produced from closo-o-
and closo-m-C2B10H12 but with diûerent positions of the two
carbon atoms. The ease of the deboronation of the closo-
dicarboranes shall be related to the relative stability and/or
reactivity of the closo-o-, closo-m-, and closo-p-C2B10H12 and the
kinetics of the involved reaction. Interestingly, it correlates very
well with the percentage discrepancy between the NICS(0)
values of the closo-carborane isomer and the closo-[B12H12]

2−

reference, although their aromatic characters are very similar,
as we have demonstrated earlier. The degree of deboronation
difficulty of the closo-carborane can also be interpreted with
classical physics on the grounds of the deboronated
compound, nido-[C2B9H12]

−. Simply, one has to consider the
relative stabilities of the nido-[C2B9H12]

− isomer clusters, for
which the electron-enriched atoms prefer the edge sites; thus,
the positions on the pentagonal open face are preferred to the
lateral sites (Figure 2). In this regard, the nido-ortho- and nido-

meta-isomers should be more stable than the nido-para one,
and between nido-ortho and nido-meta, nido-meta is preferred
over nido-ortho because of Coulomb’s law. This is what is
shown in Table 1 for nido-isomers o-[C2B9H11]

2− (ΔE = 16.6
kcal mol−1), m-[C2B9H11]

2− (ΔE = 0.0 kcal mol−1), and p-
[C2B9H11]

2− (ΔE = 27.5 kcal mol−1). The same argument is
valid for the protonated species nido-isomers o-, m-, and p-
[C2B9H12]

−. The higher stability of the nido-m-[C2B9H12]
− vs

the nido-o-[C2B9H12]
− indicates that the difficulty in its

formation originates in the much lower reactivity of the
corresponding closo-species, as evidenced experimentally.

Aromaticity of the nido-Dicarborane Species [7,8-
C2B9H12]

−. Scheme 2 shows the deboronation process leading,
in this case, to nido-[7,8-C2B9H12]

−. The C2B3 open face
reminds one closely of cyclopentadiene, the precursor of
[C5H5]

−. We found that the on-top-of-the-face proton
(endocyclic, ec)69 in [7,8-C2B9H12]

− resonates near −2.5
ppm in the 1H NMR spectrum. As this endocyclic hydrogen
can be removed by a strong base, it is certainly acidic, and the
question that arises is, how could a proton resonate at such
high üeld? The customary answer is simple; the point is
whether it is correct or not. The endocyclic proton (Hec) does

Scheme 1. Two 5-Membered Rings in 12-Vertex Carboranes
and [B12H12]

2−

Figure 2. The nido-o-, nido-m-, and nido-p-isomers of [C2B9H12]
−.
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resonate at high magnetic üeld because there is an induced ring
current in the delocalized π-system of the aromatic C2B3 ring.
Because of this interpretation, it was not uncommon to draw
the ring shown in the C2B3 face of the nido-[C2B9H12]

−,
representing aromaticity (see Scheme 2 Scheme 3). However,

if we think in terms of Hückel aromaticity, there is a major
incongruence with this, because to have the conjugation, no pπ
open face orbital should be part of a covalent bond (Scheme
3a), as is the B−Hec. Therefore, and contrarily to what has
been assumed, the pπ ring in the open face cannot be
responsible for the upüeld chemical shift of the endocyclic

proton. Further, besides the anomalous chemical shift in the
1H NMR of the endocyclic proton, there is also another
anomalous chemical shift due to B1 at −37.2 ppm. This is at
the highest magnetic üeld of the spectrum. Again, it can be
interpreted to be originating in an induced ring current, but
this cannot be due to the supposed delocalized system of π-
electrons at the C2B3 open face, as it would be too far.
Moreover, the anomalous chemical shifts due to the endocyclic
proton and the B1 seem to be related. This indicates that their
origin would be the same, supporting the proposition that it is
not due to the C2B3 open face ring current but to one diatropic
current in an intermediate plane equidistant to both nuclei, H
and B1. The

1H NMR of the upüeld endocyclic proton and the
upüeld 11B NMR of the B1 resonances prove the existence of
diatropic currents and therefore prove the aromaticity of the
nido-dicarborane.
This relationship between the chemical shift of the

endocyclic proton and B1 can be visualized with Scheme 3b,
which explains why Hec and B1 are related, considering that
one is measured with 1H NMR and the second by 11B NMR.
The same Scheme 3b also shows a red circle suggesting a ring
current placed in the center of the pentagonal antiprism in
which the center of the icosahedron lies. This would explain
the anomalous chemical shifts of the endocyclic proton and the
apical B1 and their common origin (vide infra).

Is This View Supported by the NICS of nido-[C2B9H12]
−?

Largely, yes. Remarkably, the C2B3 layer, although being
deünitely aromatic according to the NICS value of −27.4 ppm,
loses aromaticity with regard to the same layer in closo-1,2-
C2B10H12 (−33.7 ppm). Conversely, the B5 layer increases
aromaticity (NICS = −35.4 ppm) with regard to B5 in closo-
1,2-C2B10H12 (−32.7 ppm). Thus, it is clear that the diatropic
loop has descended from the open C2B3 face to the B5 layer, as
inferred from the anomalous Hec and B1 chemical shifts
(Scheme 3c).

Aromaticity of the nido-[C2B9H11]
2− Coordinating Ligand.

We have seen that the diatropic ring current in nido-
[C2B9H12]

− has descended from the coordinating face. Does
it ünd its continuation in nido-[C2B9H11]

2−, which is the real
analogue of [C5H5]

−, in terms of metal sandwich formation?

Scheme 2. Deboronation Process of closo-o-C2B10H12,
Incorrectly Showing a Circle Meaning Aromaticity

Scheme 3. Possible Location of the Ring Currents in nido-
[C2B9H12]

− and nido-[C2B9H11]
2−

Figure 3. Representation of (a) the integration plane for the calculation of the current density and the magnetic üeld vector (B0) for the closo-
[B12H12]

2− system. (b) Representation of the diûerent system orientations with respect to the magnetic üeld vector B0 (blue arrow) for the closo-o-
C2B10H12, closo-m-C2B10H12, closo-p-C2B10H12, nido-o-[C2B9H12]

−, nido-o-[C2B9H11]
2−, nido-m-[C2B9H12]

−, nido-p-[C2B9H12]
−, nido-m-

[C2B9H11]
2−, and nido-p-[C2B9H11]

2− systems.
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The answer seems to follow the same trend (Table 2). The
tendency is the same, as it appears that the B5 ring is the most
aromatic one. We should say unexpectedly because it is
contrary to what would be common reasoning for a π-arene
system to coordinate to a metal by haptic covalent bonds. The
“coordinating face” C2B3/CB4/B5 follows the tendency to lose
aromaticity, as manifested in the order closo-[B12H12]

2− > closo-
C2B10H12 > nido-[C2B9H12]

− > nido-[C2B9H11]
2−, with NICS

values for the o-isomer of −34.6, −33.7, −23.4, and −19.5
ppm, respectively. On the contrary, for the B5/C4B non-
coordinating ring the tendency is reversedcloso-C2B10H12 <
nido-[C2B9H12]

− < nido-[C2B9H11]
2−
with NICS values of

−32.7, −35.4, and −37.0 ppm, respectively. To account for
this situation, a similar scheme as this for nido-[C2B9H12]

− is
suggested for nido-[C2B9H11]

2− but with the aromatic ring
somehow closer to B1 (Scheme 3c). And how this should be
manifested? If the density of magnetic üeld lines is higher on
B1 in nido-[C2B9H11]

2− than in nido-[C2B9H12]
− due to a

higher aromaticity of the B5 ring, then the chemical shift of B1

in nido-[C2B9H11]
2− shall be more negative than in nido-

[C2B9H12]
−, as is the case (δ −46.1 vs −37.2 ppm,

respectively).70

Ring Currents of closo-[B12H12]
2−, closo-C2B10H12, nido-

[C2B9H12]
−, and nido-[C2B9H11]

2-. The magnetic induced
current densities of closo-[B12H12]

2−, closo-o-C2B10H12, nido-o-
[C2B9H12]

−, and nido-o-[C2B9H11]
2− were computationally

obtained by applying an external magnetic üeld B0, as shown in
Figure 3. The currents for the meta- and para-isomers are
similar to those obtained for the ortho-species (see the
Supporting Information). As a reference, the Supporting
Information contains the magnetic induced current densities
of benzene. By convention, it is considered that the direction
of the diatropic ring currents indicating aromaticity is
clockwise. The magnetic induced current densities of closo-
[B12H12]

2− reach a maximum in the center of the icosahedron
(see Figure 4). Interestingly, the most-inner ring current in the
center is paratropic. Antiaromatic molecules have paratropic
inner and outer ring currents, whereas aromatic molecules
present paratropic inner and diatropic outer ring currents.71

Ring currents perpendicular to the external magnetic üeld at
the center of [B12H12]

2− are typical of an aromatic compound.
Other planes perpendicular to the external magnetic üeld
located at 1, 2, or 3 bohrs above or below the central plane

Figure 4. Representation of the current density vector üeld for the closo-[B12H12]
2− system. Top view of the currents in the perpendicular plane

with respect to the magnetic üeld vector B0 located at 0, 1, 2, and 3 bohrs (from left to right, respectively) above the central plane. Units are nA
T−1. See the Supporting Information for pictures with larger resolution.

Figure 5. Representation of the current density vector üeld for the closo-o-[C2B10H12] system in orientation III (Figure 3). See the Supporting
Information for the rest of the orientations of the external magnetic üeld. Top view of the currents in the σxy plane located at −2, 0, and 2 bohrs
(from left to right, respectively) below or above the plane located in the middle of the two üve-membered rings (parallel to the üve-membered-ring
planes). Color scale given in Figure 4. Units are nA T−1. See the Supporting Information for pictures with larger resolution.

Figure 6. Representation of the current density vector üeld for the nido-o-[C2B9H12]
− system. Top view of the currents in the perpendicular plane

with respect to the magnetic üeld vector B0 located at −2, −1, 0, 1, and 2 bohrs (from left to right, respectively) below or above the plane located in
the middle of the two üve-membered rings (parallel to the üve-membered-ring planes). Color scale given in Figure 4. Units are nA T−1. See the
Supporting Information for pictures with larger resolution.
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show also the same picture, although the intensity of the ring
currents is somewhat reduced.
Figure 5 depicts the magnetic induced current densities of

closo-o-C2B10H12. Exchanging BH
− for CH does not produce a

notable change of the observed ring currents. One can
conclude that the aromaticity of the system is aûected only
slightly by moving from closo-[B12H12]

2− to closo-o-C2B10H12.
This is not unexpected, as we keep the closo aromatic structure
of the borohydride. On the other hand, when we move from
closo-o-C2B10H12 carborane to nido-o-[C2B9H12]

−, there is a
clear decrease of the diatropic intensity in the central part of
the polyhedron (the central plane is considered the plane in
the middle of the two pentagonal rings), indicating a reduction
of the aromatic character of this species (see Figure 6). Still,
the picture of the ring currents indicates that we are dealing
with an aromatic compound, despite it being less aromatic than
the closo-[B12H12]

2− or closo-o-C2B10H12. As we move from the
central plane, the currents tend to be more disorganized.
Finally, for species nido-o-[C2B9H11]

2−, the ring currents are
similar to those obtained for nido-o-[C2B9H12]

− (see Figure 7).
Considerations of the Aromaticity of [Co(C2B9H11)2]

− as
an Example of Metallabis(dicarbollides) and Their Singu-
larity versus the Metallocenes. Since their discovery,
metallabis(dicarbollides) [M(C2B9H11)2]

− (M = TM) (Figure
8) have been considered the boron cluster equivalent of the

metallocenes, but they are not, as we shall demonstrate here.
They share the property of having one solid structure that is
difficult to reorganize, thus allowing outer-electron transfer
that is commonly fast. Both undergo typical aromatic
substitution reactions, and both show continuous electron
delocalization, at least in part of the molecule. However,
inspection of both molecular structures shows a remarkable
diûerence. The word sandwich, which is applied to both
molecules, is adequate for the metallocenes because in their

case two parallel planar ligands, to follow the typical aromatic
concept, have a metal ülling in between. However, the
generated pentagonal pyramid does not üt in the classical
concept of aromaticity, as in fact what is happening is that
coordination to metal by the cyclopentadienyl ligands does not
prevent them from exhibiting aromatic properties, although the
aromaticity of the ligands can be somewhat reduced, as was
demonstrated for the benzene ring of [Cr(η6-C6H6)(CO)3].

72

Thus, it would seem adequate to say that ferrocene exhibits
aromatic properties, rather than refer to it as an aromatic
compound. This conclusion is reinforced by the work of
Fowler and co-workers showing that the two cyclopentadienyl
anions support individual diatropic ring currents.28 Conversely,
the metallabis(dicarbollides) are made of two icosahedra in
which the metal occupies one vertex. If we take into account
the deünition of aromaticity of Chen, Schleyer, and their co-
workers, “a manifestation of electron delocalization in closed
circuits, either in two or three dimensions”,68 the [M-
(C2B9H11)2]

- conforms to a structure, the icosahedron, that
is compatible with aromaticity because it can generate a closed
circuit. Therefore, metallabis(dicarbollides) are aromatic
compounds, whereas metallocenes display aromatic behavior.
In other words, metallabis(dicarbollides) display global
aromaticity, whereas metallocenes present local aromaticity
in the ligands.
This can be well-observed by the ring currents depicted in

Figure 9, with the direction of the magnetic üeld shown in
Figure 8. For [Co(C2B9H11)]

+, there is a clear external
diatropic ring current from 1 to 5 bohrs with a maximum
located at around the center. The intensity of the current
density seems to indicate a slight loss of aromaticity when
moving from nido-o-[C2B9H11]

2− to closo-[Co(C2B9H11)]
+,

although care has to be taken when using the ring currents and
the NICS as indicators of aromaticity when metal atoms do
participate, as paratropic currents are produced in this situation
that perturb the diatropic current, leading to misunderstand-
ings.73 A similar situation is found for closo-[Co(C2B9H11)2]

−

(Figure 10), but now the intensity of the current density seems
to be as large as that of nido-o-[C2B9H11]

2−. Interestingly, the
highest intensity of current density is found inside the
icosahedron of the cobaltabis(dicarbollides), not far from the
Co atom, whereas in ferrocene the highest intensity of current
density is found outside the pentagonal pyramid and far from
Fe.28 We think that this result is a clear indication that we have
global aromaticity in metallabis(dicarbollides) and local in
ferrocenes.

Figure 7. Representation of the current density vector üeld for the nido-o-[C2B9H11]
2− system. Top view of the currents in the perpendicular plane

with respect to the magnetic üeld vector B0 located at −2, −1, 0, 1, and 2 bohrs (from left to right, respectively) below or above the plane located in
the middle of the two üve-membered rings (parallel to the üve-membered-ring planes). Color scale given in Figure 4. Units are nA T−1. See the
Supporting Information for pictures with larger resolution.

Figure 8. Representation of the orientation of the magnetic üeld
vector B0 (blue arrow) for the closo-[Co(C2B9H11)]

+ and closo-
[Co(C2B9H11)2]

− systems.
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■ CONCLUSIONS

There are several conclusions that can be drawn from this
research; these refer to the aromaticity of closo-carboranes,
nido-carboranes, and sandwich metallabis(dicarbollides) and
the relationships between aromaticity and antiaromaticity,
aromaticity and reactivity, and planar and spherical aromaticity.
The resistance to deboronation of the closo-m-C2B10H12 as

compared to the ease of deboronation of the closo-o-C2B10H12,
together with the isomerization of closo-o-C2B10H12 to closo-m-
C2B10H12 upon heating, agrees with the B3LYP/6-311+
+G(d,p) results indicating that the meta-isomer is 16.3 kcal
mol−1 more stable than the ortho one. However, this diûerence
is not related to aromaticity but to the location of the C atoms
in the carborane structure.

It is to be noticed that the closed or partially closed structure
of boranes permits one to draw conclusions on the aromaticity
that otherwise would be difficult to observe in other
morphologies. Experimentally, it is found that the endocyclic
and acid proton on top of a pentagonal C2B3 face resonates
near −2.5 ppm in the 1H NMR and its antipodal boron
resonates at −37.2 ppm in the 11B NMR. Both are at the
highest upüeld parts of their respective spectra, proving the
existence of diatropic currents in the plane in the middle of the
cluster. Upon removal of the endocyclic proton, the
C2B3 generated plane is not the most aromatic of the possible
cluster pentagonal planes according to NICS values. This
situation contrasts with that of ferrocene, in which the highest
aromaticity is in the Cp− planes. Calculations at the B3LYP/6-
311++G(d,p) level of theory also prove that the C2B3 ring in
nido-carborane is not more aromatic than that in closo, despite

Figure 9. Representation of the current density vector üeld for the closo-[Co(C2B9H11)]
+ system. Top view of the currents in the planes parallel to

the üve-membered rings located at 0, 1, 2, and 3 bohrs (on top, and from left to right, respectively) and 4, 5, 6, and 7 bohrs (on bottom, and from
left to right, respectively). The plane at 0 bohrs is the one containing the Co atom, and the plane at 4 bohrs is the one in the middle of the two üve-
membered rings. Color scale given in Figure 4. Units are nA T−1. See the Supporting Information for pictures with larger resolution.

Figure 10. Representation of the current density vector üeld for the closo-[Co(C2B9H11)2]
− system. Top view of the currents in the planes parallel

to the üve-membered rings located at 0, 1, 2, and 3 bohrs (on top, and from left to right, respectively) and 4, 5, 6, and 7 bohrs (on bottom, and
from left to right, respectively). The plane at 0 bohrs is the one containing the Co atom, and the plane at 4 bohrs is the one in the middle of the two
üve-membered rings. Color scale given in Figure 4. Units are nA T−1. See the Supporting Information for pictures with larger resolution.
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the former representing a conjugated open face, which
coordinates with the metal in metallabis(dicarbollides). More
importantly, and diûerent from pπ systems, the strongest
diatropic ring currents are not found at ca. 1 Å from the ring
plane, but at diûerent parallel planes between the two main
üve-membered rings of the cluster. The latter is responsible of
the anomalous chemical shift in the 1H NMR of the endocyclic
proton, as well as that of B1.
For completeness, comparison to metallocenes allows one to

conclude that, whereas metallabis(dicarbollides) are clearly
aromatic, as mentioned above, metallocenes display aromatic
character. Alternatively, metallabis(dicarbollides) display glob-
al aromaticity, whereas metallocenes present local aromaticity
in the ligands. closo-Boranes, e.g., [B12H12]

2−, and closo-
carboranes, e.g., o-, m-, p-C2B10H12, display very similar
aromaticity properties, with very large negative NICS values,
about −33 ppm, despite the existence of heteroatoms with
Δχ(C,B) = 0.51. This contrasts markedly with the planar
diazines and diboratabenzenes also having o-, m-, p-N2C4H4

and o-, m-, p-[C4B2H6]
2− isomers, which can be referenced to

C6H6. These have similar Δχ(N,C) = 0.49 and precise
Δχ(C,B), but the discrepancies with the NICS values between
C6H6 and the diazines surpass 30%, and those between C6H6

and the diboratabenzenes surpass 75%, whereas that between
closo-[B12H12]

2− and closo-carboranes is near 1%. The nido-
carboranes present an aromatic character very similar to that of
closo-carboranes, despite nido-carboranes having lost the
spherical shape of the closo-carboranes or -boranes. Both
NICS magnetic aromaticity criteria and their diatropic ring
currents support the aromatic character of nido-carboranes.
Thus, the initial hypothesis is proven: if metallabis-

(dicarbollides) are aromatic, their ligands must also be
aromatic. Unlike aromatic hydrocarbons that become anti-
aromatic when two electrons are either added or removed,
carboranes keep their aromaticity even when deboronated
because they adapt to a diûerent geometry. Therefore,
aromaticity in boron clusters survives radical structural
changes. When two electrons are added to a closo with n
vertexes, it becomes a nido with n − 1 vertexes to preserve the
initial aromaticity. This possibility is not feasible for planar
conjugated organic molecules with 4n + 2 π electron counting
and highlights the uniqueness of boron clusters with regard to
the aromaticity. Further it accounts very well for the “paradigm
for the electron requirements of clusters” by Rudolph,53 in
which a closo cluster that is aromatic upon addition of 2e−

becomes a nido-species (actually also aromatic according to
this work), and explains the informative schemes by Rudolph
and Williams.

■ EXPERIMENTAL SECTION

Bench Work. Partial degradation or deboronation of closo-1,2-
C2B10H12 and closo-1,7-C2B10H12 has been done in a comparative way
to show the diûerences of the apparently similar but in reality very
diûerent isomers (Table 3). Despite there being alternative methods
for the partial degradation of closo-1,7-C2B10H12, as indicated in the
text, the reported autoclave method51 with KOH in ethanol can be
convenient for the simplicity of the working up procedure. All details
of the partial degradation procedures done and the NMR character-
ization are extensively indicated in the Supporting Information.
The reported general procedure is as follows: 200 mg (1.38 mmol)

of closo-1,7-C2B10H12 and 388 mg (6.94 mmol) of KOH were mixed
with 5 mL of ethanol in an autoclave to preserve the solvent at 130 °C
for 4 h. The resulting white precipitate was ültered oû and the solvent
evaporated in vacuum to give nido-[7,9-(C2B9H11)]

2−. Water (15−20

mL) was added followed by drops of a diluted HCl solution until
having the pH equaled 3. Precipitation by adding 132 mg (1.38
mmol) of [HNMe3]Cl gave 176 mg of [HNMe3][7,9-nido-
(C2B9H12)] (66%).

Computational Work. All calculations were performed with the
Gaussian 09 package74 by means of the B3LYP75−77 hybrid density
functional and the 6-311++G(d,p) basis set.78 The geometry
optimizations were carried out without symmetry constraints, and
analytical Hessians were computed to characterize the optimized
structures as minima (zero imaginary frequencies). Aromaticity was
evaluated by means of the nucleus-independent chemical shift
(NICS),33,40,41,68 proposed by Schleyer and co-workers as a magnetic
descriptor of aromaticity. NICS is deüned as the negative value of the
absolute shielding computed at a ring center or at some other point of
the system. Rings with large negative NICS values are considered
aromatic. NICS values were computed using the gauge-including
atomic orbital method (GIAO).79 The magnetic shielding tensor was
calculated for ghost atoms located at the center of the rings (or
polyhedra) determined by the nonweighted mean of the heavy atoms
coordinates. These values are denoted as NICS(0).80 Reported ring
currents were computed with the GIMIC program81−83 using the
gauge-including atomic orbitals (GIAO) procedure with the B3LYP/
6-311++G(d,p) method.84 A more detailed explanation of the GIMIC
calculations is provided in the Supporting Information.
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and Departament de Quiḿica, Universitat de Girona, 17003
Girona, Catalonia, Spain

Complete contact information is available at:
https://pubs.acs.org/10.1021/jacs.0c02228

Notes

The authors declare no competing ünancial interest.

■ ACKNOWLEDGMENTS

This work has been supported by the Ministerio de Economiá
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in Medicine; Hey-Hawkins, E., Viñas, C., Eds.; John Wiley & Sons Ltd:
Chichester, UK, 2018.
(15) Hawthorne, M. F.; Zink, J. I.; Skelton, J. M.; Bayer, M. J.; Liu,
C.; Livshits, E.; Baer, R.; Neuhauser, D. Electrical or photocontrol of
the rotary motion of a metallacarborane. Science 2004, 303, 1849−
1851.
(16) Li, T. C.; Spokoyny, A. M.; She, C.; Farha, O. K.; Mirkin, C. A.;
Marks, T. J.; Hupp, J. T. Ni(III)/(IV) Bis(dicarbollide) as a Fast,
Noncorrosive Redox Shuttle for Dye-Sensitized Solar Cells. J. Am.
Chem. Soc. 2010, 132, 4580−4582.
(17) Spokoyny, A. M.; Li, T. C.; Farha, O. K.; Machan, C. W.; She,
C.; Stern, C. L.; Marks, T. J.; Hupp, J. T.; Mirkin, C. A. Electronic
Tuning of Nickel-Based Bis(dicarbollide) Redox Shuttles in Dye-
Sensitized Solar Cells. Angew. Chem., Int. Ed. 2010, 49, 5339−5343.
(18) Aldridge, S.; Bresner, C. The coordination chemistry of boryl
and borate substituted cyclopentadienyl ligands. Coord. Chem. Rev.
2003, 244, 71−92.
(19) Corsini, M.; de Biani, F. F.; Zanello, P. Mononuclear
metallacarboranes of groups 6−10 metals: Analogues of metallocenes
- Electrochemical and X-ray structural aspects. Coord. Chem. Rev.
2006, 250, 1351−1372.
(20) Deck, P. A. Perfluoroaryl-substituted cyclopentadienyl com-
plexes of transition metals. Coord. Chem. Rev. 2006, 250, 1032−1055.
(21) Nguyen, P.; Gomez-Elipe, P.; Manners, I. Organometallic
polymers with transition metals in the main chain. Chem. Rev. 1999,
99, 1515−1548.
(22) Siemeling, U.; Auch, T. C. 1,1′-Di(heteroatom)-functionalised
ferrocenes as [N, N], [O, O] and [S, S] chelate ligands in transition
metal chemistry. Chem. Soc. Rev. 2005, 34, 584−594.
(23) Williams, K. A.; Boydston, A. J.; Bielawski, C. W. Main-chain
organometallic polymers: synthetic strategies, applications, and
perspectives. Chem. Soc. Rev. 2007, 36, 729−744.
(24) Yamaguchi, Y.; Ding, W.; Sanderson, C. T.; Borden, M. L.;
Morgan, M. J.; Kutal, C. Electronic structure, spectroscopy, and
photochemistry of group 8 metallocenes. Coord. Chem. Rev. 2007,
251, 515−524.
(25) Rausch, M. D.; Fischer, E. O.; Grubert, H. The Aromatic
Reactivity of Ferrocene, Ruthenocene and Osmocene1,2. J. Am. Chem.
Soc. 1960, 82, 76−82.
(26) Laskoski, M.; Steffen, W.; Smith, M. D.; Bunz, U. H. F. Is
ferrocene more aromatic than benzene? Chem. Commun. 2001, 691−
692.
(27) Phillips, L.; Separovic, F.; Aroney, M. J. The aromaticity of
ferrocene and some derivatives, ruthenocene and dibenzenechromium
as determined via ring current assessment and 13C anisotropic
contributions to the 1H NMR shielding. New J. Chem. 2003, 27, 381−
386.
(28) Bean, D. E.; Fowler, P. W.; Morris, M. J. Aromaticity and ring
currents in ferrocene and two isomeric sandwich complexes. J.
Organomet. Chem. 2011, 696, 2093−2100.
(29) Seyferth, D. The rise and fall of tetraethyllead. 2. Organo-
metallics 2003, 22, 5154−5178.
(30) Baird, N. C. Quantum Organic Photochemistry. II. Resonance
and Aromaticity in Lowest 3ππ* State of Cyclic Hydrocarbons. J. Am.
Chem. Soc. 1972, 94, 4941−4948.
(31) Seyferth, D. (Cyclobutadiene)iron tricarbonyl - A case of
theory before experiment. Organometallics 2003, 22, 2−20.
(32) Junqueira, G. M. A. Remarkable aromaticity of cobalt
bis(dicarbollide) derivatives: a NICS study. Theor. Chem. Acc. 2018,
137, 92.

Journal of the American Chemical Society pubs.acs.org/JACS Article

https://dx.doi.org/10.1021/jacs.0c02228
J. Am. Chem. Soc. 2020, 142, 9396−9407

9405



(33) Poater, J.; Sola,̀ M.; Vinas, C.; Teixidor, F. π-Aromaticity and
Three-Dimensional Aromaticity: Two Sides of the Same Coin?
Angew. Chem., Int. Ed. 2014, 53, 12191−12195.
(34) Mingos, D. M. P. General Theory for Cluster and Ring
Compounds of Main Group and Transition-Elements. Nature Phys.
Sci. 1972, 236, 99−102.
(35) Mingos, D. M. P. Polyhedral Skeletal Electron Pair Approach.
Acc. Chem. Res. 1984, 17, 311−319.
(36) Wade, K. Structural Significance of Number of Skeletal
Bonding Electron-Pairs in Carboranes, Higher Boranes and Borane
Anions, and Various Transition-Metal Carbonyl Cluster Compounds.
J. Chem. Soc. D 1971, 792−793.
(37) Wade, K. Electron-Deficient Compounds; Nelson and Sons, Ltd.:
London, 1971.
(38) Hückel, E. Main feature of the theory of unsaturated and
aromatic compounds. Z. Elektrochemie 1937, 43, 752−788.
(39) McKay, D.; Macgregor, S. A.; Welch, A. J. Isomerisation of
nido-[C2B10H12]

2‑ dianions: unprecedented rearrangements and new
structural motifs in carborane cluster chemistry. Chem. Sci. 2015, 6,
3117−3128.
(40) Poater, J.; Sola,̀ M.; Vinas, C.; Teixidor, F. A Simple Link
between Hydrocarbon and Borohydride Chemistries. Chem. - Eur. J.
2013, 19, 4169−4175.
(41) Poater, J.; Sola,̀ M.; Vinas, C.; Teixidor, F. Hückel’s Rule of
Aromaticity Categorizes Aromatic closo Boron Hydride Clusters.
Chem. - Eur. J. 2016, 22, 7437−7443.
(42) Davidson, M. G.; Fox, M. A.; Hibbert, T. G.; Howard, J. A. K.;
Mackinnon, A.; Neretin, I. S.; Wade, K. Deboronation of ortho-
carborane by an iminophosphorane: crystal structures of the novel
carborane adduct nido-C2B10H12·HNP(NMe2)3 and the borenium salt
[(Me2N)3PNHBNP(NMe2)3]2O

2+ (C2B9H12
−)2. Chem. Commun.

1999, 1649−1650.
(43) Fox, M. A.; Gill, W. R.; Herbertson, P. L.; MacBride, J. A. H.;
Wade, K.; Colquhoun, H. M. Deboronation of C-substituted ortho-
and meta-closo-carboranes using “wet” fluoride ion solutions.
Polyhedron 1996, 15, 565−571.
(44) Fox, M. A.; MacBride, J. A. H.; Wade, K. Fluoride-ion
deboronation of p-fluorophenyl-ortho- and -meta-carboranes. NMR
evidence for the new fluoroborate, HOBHF2

−. Polyhedron 1997, 16,
2499−2507.
(45) Fox, M. A.; Wade, K. Cage-fluorination during deboronation of
meta-carboranes. Polyhedron 1997, 16, 2517−2525.
(46) Taoda, Y.; Sawabe, T.; Endo, Y.; Yamaguchi, K.; Fujii, S.;
Kagechika, H. Identification of an intermediate in the deboronation of
ortho-carborane: an adduct of ortho-carborane with two nucleophiles
on one boron atom. Chem. Commun. 2008, 2049−2051.
(47) Wiesboeck, R. A.; Hawthorne, M. F. Dicarbaundecaborane(13)
and Derivatives. J. Am. Chem. Soc. 1964, 86, 1642−1643.
(48) Yoo, Y.; Hwang, J. W.; Do, Y. Facile and mild deboronation of
o-carboranes using cesium fluoride. Inorg. Chem. 2001, 40, 568−570.
(49) Zakharkin, L. I.; Kalinin, V. N. On Reaction of Amines with
Barenes. Tetrahedron Lett. 1965, 6, 407-409.
(50) Zakharkin, L. I.; Kirillova, V. S. Cleavage of Ortho-Carboranes
to (3)-1,2-Dicarbaundecarborates by Amines. Bull. Acad. Sci. USSR,
Div. Chem. Sci. 1975, 24, 2484−2486.
(51) Hawthorne, M. F.; Young, D. C.; Garrett, P. M.; Owen, D. A.;
Schwerin, S. G.; Tebbe, F. N.; Wegner, P. A. Preparation and
Characterization of (3)-1,2- and (3)-1,7-Dicarbadodecahydroundeca-
borate(−1) Ions. J. Am. Chem. Soc. 1968, 90, 862−868.
(52) Fox, M. A.; Goeta, A. E.; Hughes, A. K.; Johnson, A. L. Crystal
and molecular structures of the nido-carborane anions, 7,9- and 2,9-
C2B9H12. J. Chem. Soc., Dalton Trans. 2002, 2132−2141.
(53) Rudolph, R. W. Boranes and Heteroboranes - Paradigm for
Electron Requirements of Clusters. Acc. Chem. Res. 1976, 9, 446−452.
(54) Wade, K. Key to Cluster Shapes. Chem. Br. 1975, 11, 177−183.
(55) Williams, R. E.; Bender, M. L. Substituent Effects on
Chymotrypsin-Catalyzed Hydrolysis of Specific Ester Substrates.
Can. J. Biochem. 1971, 49, 210−217.

(56) Pauling, L. The Nature of the Chemical Bond, 3rd ed.; Cornell
University Press: Ithaca, NY, 1960.
(57) El-Hamdi, M.; Tiznado, W.; Poater, J.; Sola,̀ M. An Analysis of
the Isomerization Energies of 1,2-/1,3-Diazacyclobutadiene, Pyr-
azole/Imidazole, and Pyridazine/Pyrimidine with the Turn-Upside-
Down Approach. J. Org. Chem. 2011, 76, 8913−8921.
(58) Wang, Y.; Wu, J. I. C.; Li, Q.; Schleyer, P. v. R. Aromaticity and
Relative Stabilities of Azines. Org. Lett. 2010, 12, 4824−4827.
(59) Herberich, G. E.; Hessner, B.; Hostalek, M. A 1,2-
Diboratabenzene: Lithium Salt and Transition Metal Complexes.
Angew. Chem., Int. Ed. Engl. 1986, 25, 642−643.
(60) Balzereit, C.; Winkler, H.-J.; Massa, W.; Berndt, A. A 1,3-
Diboratabenzene. Angew. Chem., Int. Ed. Engl. 1994, 33, 2306−2308.
(61) Wörner, K.-F.; Siebert, W. Synthesis of New μ-1,4-
Diboracyclohexadiene Triple-Decker Complexes. Z. Naturforsch., B:
J. Chem. Sci. 1989, 44, 1211−1213.
(62) Ashe, A. J.; Shu, P. The 1-Phenylborabenzene Anion. J. Am.
Chem. Soc. 1971, 93, 1804−1805.
(63) Grimes, R. N. Carboranes, 3rd ed.; Academic Press, 2016; pp
1−1041.
(64) Hoffmann, R. Perspective The Many Guises of Aromaticity.
Am. Sci. 2015, 103, 18−22.
(65) Matito, E.; Poater, J.; Sola,̀ M.; Schleyer, P. v. R. Aromaticity
and Chemical Reactivity. In Chemical Reactivity Theory; Chattaraj, P.
K., Ed.; Taylor and Francis/CRC Press: Boca Raton, FL, 2009.
(66) Sola,̀ M. Why Aromaticity Is a Suspicious Concept? Why?
Front. Chem. 2017, 5, 22.
(67) Feixas, F.; Matito, E.; Poater, J.; Sola,̀ M. On the performance
of some aromaticity indices: A critical assessment using a test set. J.
Comput. Chem. 2008, 29, 1543−1554.
(68) Chen, Z. F.; Wannere, C. S.; Corminboeuf, C.; Puchta, R.;
Schleyer, P. v. R. Nucleus-independent chemical shifts (NICS) as an
aromaticity criterion. Chem. Rev. 2005, 105, 3842−3888.
(69) Buchanan, J.; Hamilton, E. J. M.; Reed, D.; Welch, A. J. The
structure of [7,8-C2B9H12]

−; correction of a popular misconception. J.
Chem. Soc., Dalton Trans. 1990, 677−680.
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■ NOTE ADDED IN PROOF

Ring currents of [B12H12]
2− and of 9,12-I2-closo-C2B10H10

were reported previously in reference 85.
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Pioneering the Power of Twin Bonds in a Revolutionary
Double Bond Formation. Unveiling the True Identity of o-
Carboryne as o-Carborene
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exceptional contributions to p-block chemistry through groundbreaking research

The homolytic elimination of two H atoms from two adjacent
carbons in benzene results in the aromatic product o-benzyne.
In a similar way, the homolytic elimination of two H atoms from
the two adjacent carbons in 1,2-C2B10H12 results in the aromatic
product o-carboryne. In this work, we provide experimental and
computational evidences that despite the similarity of o-

carboryne and o-benzyne, the nature of the C�C bond
generated between two adjacent carbons that lose H atoms is
different. While in o-benzyne the C�C bond behaves as a triple
bond, in o-carboryne the C�C bond is a double bond. Therefore,
we must stop naming 1,2-dehydro-o-carboryne as o-carboryne
but instead call it o-carborene.

Introduction

The phenyl group is present in almost 45% of small molecule-
based therapeutic drugs on the market. It is the most abundant
aromatic group followed at a distance by the pyridine hetero-
cycle. The reasons for the ubiquity of the phenyl group are well
defined,[1] but central to this work is that its substituents project
outwards along a line passing through the centre of the
aromatic cycle and the carbon atom of the ring, thus avoiding
stereochemical problems. The o-carborane, which has three

isomers, i. e., ortho- (o-), meta- (m-) and para- (p-) C2B10H12, has
some similarities with the phenyl group. For example, both are
very stable as they are aromatic abiding Hückel’s rule,[2] and
both are also lipophilic, a property of relevance in drug design.
As in benzene, the substituents also project radially out of the
core by a line passing through the centre of the icosahedron
and through a B or C atom at its vertices. Because the
projection of the icosahedron on a surface is a hexagon and the
benzene itself is a hexagon there is an unfounded assumption
that the o-carborane occupies the same volume as the phenyl
when this latter rotates around one of its axes. This is not the
case, as the volume of rotating benzene (vdW) is 102 Å3, while
that of the o-carborane varies between 141 (o-) and 148 (m-)
Å3.[3] However, this conceptualization of the o-carborane/
benzene is prevalent among researchers and many compounds
have been synthesized in which a phenyl group is replaced by
an o-carborane. A paradigmatic example is Asborin, which is
the carborane analogue of Aspirin,[4] although they do not do
the same task. While Aspirin relieves inflammation because it
inhibits the enzymes in the body COX-2 and COX-1, Asborin
does not inhibit any of the two COX variants but is a potent
aldo/keto reductase 1 A1 (AKR1 A1) inhibitor.[5] Other examples
of direct substitution of the phenyl group by an o-carborane
can be found in the literature.[3]

The isosteres concept relates to one of two or more
substances that exhibit similarity of some properties as a result
of having the same number of total or valence electrons in the
same arrangement and that consist of different atoms and not
necessarily the same number of atoms. o-Carborane and
benzene are not isosteres,[6] and in general are not bioisosteres.
This does not exclude the possibility that they may give rise to
other therapeutic drugs. Among other reasons, the different
behavior of the o-carborane and the benzene is due to the non-
equivalence of a carboranyl with a rotating phenyl. Both are
aromatic, which is expressed in several ways, one of them
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preserving the original structure following an electrophilic
aromatic substitution. But despite these similarities due to the
aromaticity, it is neither conceptually simple to imagine nor
experimentally easy to demonstrate that the o-carboranyl group
is an isostere of the phenyl group. Figure 1 shows a benzene
(C6H6) and two molecules with the same number of heavy
atoms, biphenyl (C12H10) and o-carborane (1,2-C2B10H12). It is
clear that o-carborane is not isosteric to biphenyl and much less
a mimic to benzene. The dimensions of the connectivities are
important and we will see this clearly by discussing two very
relevant reagents, o-benzyne and o-carboryne. The latter is
indicated in italics in the following pages in order to maintain
the nomenclature adopted so far with respect to o-benzyne,
but we will finally prove that it is in fact a carborene. Earlier
work has already shown that 3D aromaticity does not match 2D
aromaticity.[2d,7] And, why is that?

If we take 1,2-C2B10H12 as a 3D aromatic model, we see that
the C�C bond distance is far from being the conventional one
in organic common structures. The C�C distance in 1,2-C2B10H12

is 1.64 Å, that corresponds to a bond order of 0.74 following the
bond distance/bond order correlation established by Linus
Pauling nx = no exp((ro - rx)/c), where the bond order nx of a
bond of length rx is a function of a reference bond of length ro,
whose bond order is defined as no. This matches precisely with
the Jemmis computed 0.74 bond order.[8] The C�C 0.74 bond
order in 1,2-C2B10H12 is definitely much less than a single C�C
bond. Conversely the pKa of 1,2-C2B10H12 is very similar to that
of the acetylene (pKa ÿ24). These data are at odds with each
other, a triple bond against less than a single bond but similar
pKa is simply a realization that in this case what influences the
pKa is not the bond order between the two carbon atoms but
the hybridisation on the carbon, which is sp both in the o-
carborane and in the acetylene. This may have given rise to
mistaken interpretations such as considering that two aromatic
units that fuse together give rise to another aromatic unit,
although this is valid for two units of the same 2D/2D or 3D/3D
aromaticity, but not 2D/3D.[2d]

Results and Discussion

Preliminary discussion. Comparison of o-benzyne with o-

carboryne

o-Benzyne was first introduced as a reactive intermediate in
1927.[9] Since then, many investigations on this reagent have

followed. Figure 2 shows three possible models for o-benzyne.
A nice and competent description is given as “The Benzyne
Story”.[10] In this work, we will limit ourselves to those aspects
that will be relevant to our discussion of o-carboryne.[11] In a
similar way as the homolytic elimination of two H atoms from
two adjacent carbons in benzene generates o-benzyne, which is
aromatic, the same applies when two H atoms are eliminated
from the two adjacent carbons of 1,2-C2B10H12 to make o-

carboryne, which is also aromatic. Geometric constraints on the
triple bond in o-benzyne result in diminished overlap of in-
plane sp-orbitals, and thus a weak triple bond. Indeed, the
vibrational frequency of the triple bond in o-benzyne was
assigned to be 1846 cm�1, confirming the weaker triple bond
than in unstrained alkyne with vibrational frequency of
approximately 2150 cm�1. Nevertheless, o-benzyne is more like
a strained alkyne than a diradical, as seen from the large
singlet–triplet gap and alkyne-like reactivity. On the other hand,
the 12-vertex o-carborane, 1,2-C2B10H12

[11–12] (Figure 3), is an
outstandingly stable molecule whose strength derives both
from its aromatic character and from the fact that it has a base
structure, the icosahedron, which is one of the platonic solids.[2f]

Although o-carborane has 3D-aromaticity,[13] its aromaticity can
be related to 2D Hückel aromaticity as was recently
demonstrated.[2b]

It is necessary to see whether, despite the similar reactivity
between o-benzyne and o-carboryne, the compounds generated
are comparable. In the two cases, the HOMO and the LUMO
orbitals are mainly the bonding and antibonding orbitals of the
bond formed after removal of two H atoms (Figure S7 in the
Supporting Information). However, and taken as an example,
the pKa of the o-carborane is very similar to that of acetylene,
but the products resulting from the reactivity of the C�H bond
have very different properties. Or the reaction of o-benzyne
(aromatic) with two alkynes [2+2+2] gives rise to naphthalene
(global aromatic), while the same reaction but with o-carboryne

Figure 1. Structures of benzene, biphenyl and ortho-carborane.

Figure 2. The different representations of o-benzyne.

Figure 3. The molecular structures of o-benzyne (left) and o-carboryne (right),
stressing that distance matters.
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(aromatic) gives rise to benzeno-o-carborane, with local
aromaticity on the carborane only.[14] This result highlights the
relevance of the main scaffolding bonds in the outcome of the
reaction despite having very similar reactivities.

In comparing the o-benzyne and the o-carboryne, it is seen
that structurally the length of the o-benzyne’s triple bond
(1.24 Å) is closer to that of a typical triple bond (1.20 Å,
acetylene) than to a double bond (1.34 Å, ethylene) and much
less than the C�C in benzene (1.39 Å). If we contemplate again
the Pauling’s bond distance/bond order, the CÿC triple bond of
o-benzyne has a 2.71 bond order, close to a triple bond. If we
compare this value (2.71) with the C�C bond order of benzene
(1.67), we see that they differ by 1.04 units. Almost a perfect
bond order unit. If we make the same comparison between the
o-carboryne and the o-carborane, we observe 1.84–0.74=1.10.
As the bond order should not exceed unity this would suggest
that the formation of the sp-sp bond in the o-carborane to yield
the o-carboryne exhalts the underlying bond order in the o-
carborane from 0.74 to 0.84. This is consistent with a higher
contribution of a 2c–2e in the CC, as shown in Figure 4 that
bestows a marked C=C character, but definitely not CÿC. The
formation of the additional sp-sp bond causes more electron
density to build up in the CC connection, pinning a 2c–2e bond
thus making it closer to a conventional double bond. It is
therefore not surprising that this carboranyl-CC bond acts
towards metals as a typical alkene-metal interaction,[15] being
(η2-C2B10H10)Ni(PPh3)2 and (η2-C2B10H10)Cl2Zr(THF)3 remarkable
examples.[14a,16] However, upon the coordination of the C�C to
metal the bond order in (η2-C2B10H10)Ni(PPh3)2 drops to 1.06
from 1.84 in o-carboryne (Figure 4). This is practically a 0.8 loss
of bond order. Excessive! Losses between 0.2 and 0.6 in bond
order between an alkene and a coordinated alkene are not
surprising, but the observed loss of 0.8 is so large that it must
be accounted for by the loss of the 2c–2e from which had been
pinned between the C�C of the o-carboryne. This suggests that
it is the C�C sp-sp bond that interacts with the metal and
ultimately the o-carborane returns to the comfort zone
provided by its aromatic stabilization energy (ASE). The electron
pinning is not only observed in o-carboryne, but also with o-

benzyne although in this case it is observed in its complex with
a metal, proven with a crystal structure. For o-benzyne in its
coordination to Ta, the trapping has been so great that a loss of

aromaticity has been observed with the failing to equalize
distances, thus a propensity to cyclohexatriene has been
observed. In 1979, Schrock and co-workers reported the
synthesis and crystal structure of Ta(η5-C5Me5)(C6H4)Me2 in
which the C�C distances alternate between 1.36 and 1.41 Å,
C1�C2 1.364 (linked to Ta), C2�C3 1.410, C3�C4 1.362, C4�C5 1.403,
C5�C6 1.375, and C6�C1 1.408 Å.[17] This definitely proves that
although the third bond, the sp-sp, of the triple bond is
orthogonal to these π orbitals bestowing aromaticity, its
existence affects the aromaticity of the system.

Thus, this process in which the double bond is highly
localized before the reaction and reverts to delocalization after
the reaction would agree with the statement above on the non-
comparable results following reaction between o-benzyne and
o-carboryne.[18] And next, what is the difference between o-

carboryne and o-benzyne when involved in a cycloaddition
reaction that could lead to the fusion of two aromatic halves? In
the case of o-benzyne there is a strong scaffolding that does
participate in the aromaticity, and two adjacent sp atomic
orbitals each one holding a single electron that are orthogonal
to the aromatic π-system. There may be pinning but at the
moment that the cycloaddition is generated the initial aromatic
system is unblocked generating two aromatic units, e.g.,
naphthalene (Figure 4). What happens to the o-carboryne? o-

carboryne does not have a strong scaffolding, it has a system
that when the sp-sp bond is formed determines a partial
blockage of the aromatic system, favouring a C�C 2c–2e bond
ready to participate in cycloaddition reactions.[12,19] Once this
takes place, the scaffolding of the o-carborane is unblocked,
eliminating the C=C and therefore generating a non-aromatic
cyclic system and an aromatic cluster. Therefore, a full 3D/2D
aromatic system can never occur, in contradiction to the
recently reported experimental results of 3D/2D bonding.[7,19a]

Thus we have studied again what could be the causes of the
misinterpretation of the NICS and ASE in the o-carborane-fused
carbo- and heterocycles.

Comparison of o-benzyne to o-carboryne

The above results support the particularity of the sp-sp
generated double bond in o-carboryne, which is not the typical
σ or π bond, and it should be of a strength comparable to the
third bond in o-benzyne. Therefore, the new bonds in o-

benzyne and o-carboryne are not conventional, and not
precisely equal. However, the new sp-sp bond either in o-

benzyne or o-carboryne does not prevent the aromaticity of
C2B10H12 or benzene; and in this way the Wade-Mingos rule[20]

continues being fulfilled as the number of electrons of the cage
is not affected. Importantly, this aromaticity appears to be
strengthened from benzene to o-benzyne according to both
electronic-based aromaticity MCI (from 0.072 to 0.077 a.u.), as
well as by magnetic-based NICS(0) (from �8.1 to �18.1 ppm,
see Table 1). And the same trend is observed from o-carborane
to o-carboryne, with an apparent strengthening of aromaticity
(Table 1). At this point, it must be pointed out the ring-size
dependency of NICS.[21] The NICS values are higher for smallerFigure 4. Comparison between o-benzyne and o-carboryne.
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rings, so the more negative NICS of o-benzyne and o-carboryne

could be in part attributed to the ring size shrink. Moreover, the
increase in the aromaticity when going from benzene to o-
benzyne and from o-carborane to o-carboryne is not observed
by means of the computed magnetic induced current densities
(Figure 5). It can be observed how the intensity of the currents
is similar or somehow reduced when going from benzene to o-
benzyne, with the main change next to the two carbon atoms
from which the H atoms have been removed to form the triple
bond. And the same is found when comparing the ring currents
of o-carborane and o-carboryne. Furthermore, isomerization
stabilization energies (ISEs) of toluene show a reduction of the
aromaticity of the benzene ring when going from toluene to 4-
methyl-benzyne (Figure 6). As a whole, various indicators of
aromaticity provide different trends, but, in general, it can be
concluded that the aromaticity of the ring in benzene and the
cage in carborane slightly changes when o-benzyne and o-

carboryne are formed.
Back to the bonds, despite the C�C bond length shortening

from o-carborane to o-carboryne (16.5%) is larger than from
benzene to o-benzyne (10.8%), which might mean a stronger
interaction (Table 2 and Figure 7) and is in support of the
pinning in electron density in the C�C bond in o-carboryne, the
delocalization indices[22] support the double bond character of
o-carboryne (DI=1.883) versus the triple bond character of o-
benzyne (DI=2.249). For completeness, we calculated WBI[23]

and MBO[24] bond orders that give the same trends as DI
(Table 2). Noticeably, this is further confirmed by computed 13C
NMR chemical shifts, with that of o-carboryne close to benzene
(128.8 and 125.9 ppm, respectively), whereas the chemical shift
of o-benzyne is much more deshielded (188.4 ppm). In addition,
through a fragment analysis (Figure 8), we have computed the
overlap between the sp-sp molecular orbitals of o-carboryne
and compared to the sp-sp of o-benzyne to form the
corresponding HOMO orbitals. These overlaps further support
the stronger interaction present in o-benzyne (0.218) than in o-

carboryne (0.130), despite the bond length shortening in the
latter is larger. The reason is the fact that the C�C distance in
benzene is already shorter, and thus it is more difficult to
shorten it further when generating o-benzyne.

Table 1. NICS (in ppm) and MCI (in au) of benzene and o-benzyne, together with NICS of o-carborane and o-carboryne.

NICS(0) NICS(0)zz NICS(1) NICS(1)zz MCI

benzene �8.1 �14.6 �10.2 �29.2 0.072

o-benzyne �18.1 �31.2 �12.8 �33.0 0.077

NICS(B4C) NICS(center)

o-carborane �33.3 �27.3

o-carboryne �40.5 �35.4

Figure 5. Top: current-density vector field of benzene and o-benzyne, with
currents at 1 Å above the molecular plane, perpendicular to the magnetic
field vector (~B). Bottom: current-density vector field of o-carborane and o-

carboryne, with currents at the central molecular plane (see additional plots
in Figures S1–S4 in the Supporting Information), perpendicular to the
magnetic field vector (~B). Colour code: dark red – zero intensity; red – low
intensity; yellow – high intensity.

Figure 6. Isomerization stabilization energies of toluene (top) and 4-methyl-
benzyne (bottom) are �33.9 and �26.6 kcalmol�1, respectively.

Chem. Eur. J. 2023, 29, e202302448 (4 of 8) © 2023 The Authors. Chemistry - A European Journal published by Wiley-VCH GmbH

Chemistry—A European Journal 
Research Article

doi.org/10.1002/chem.202302448

 15213765, 2023, 69, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/chem
.202302448 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [21/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Trimerization of o-benzyne and o-carboryne

Related to the double vs. triple bond character discussed above,
could o-carboryne undergo cyclotrimerization as both o-
benzyne and 9,10-phenanthryne? (Figure 9). First, the cyclo-
trimerization is calculated to be thermodynamically favorable
for all three systems (�283, �249, and �234 kcalmol�1 for o-
benzyne, 9,10-phenanthryne, and o-carboryne, respectively).
With respect to aromaticity, both o-benzyne and the terminal
rings of phenanthryne, as well as o-carboryne, keep their
aromaticity or it is slightly reduced upon cyclotrimerization
(Table 3). But, more importantly, the central ring is non-
aromatic for triphenylene and for tri-o-carboryne, and just a
little bit aromatic for triphenanthryne. The two hydrocarbons
not only present smaller bond length alternation in their central
ring as compared to o-carboryne (0.046 and 0.029 vs. 0.150 Å for
o-benzyne, 9,10-phenanthryne, and o-carboryne, respectively),
but the bond lengths are in the order of aromatic bonds.
However, that for triphenylene is non-aromatic due to the
localization of Clar π-sextets in the three terminal rings and
none in the center (Figure 9). Meanwhile, that of triphenan-
thryne is slightly aromatic as expected from Clar’s π-sextet
theory, that locates a π-sextet in the central ring together with
a π-sextet on each terminal ring, and despite the non-planarity
of this central ring. And finally, the central ring of tri-o-carboryne
has bond lengths with single-bond character, in agreement
with above, and thus it can be considered a cyclohexane.
However, it remains planar to reduce the steric repulsion
between the three connected o-carborane clusters.

Conclusions

This work was motivated by the interest observed in the
development of new drugs in substituting the phenyl for the
carboranyl group in a lead drug with a view to improving
pharmacokinetic or pharmacodynamic properties. It is consid-
ered that the phenyl group, which is an aromatic group, could
be replaced by a carboranyl group because the latter, by is also
aromatic, has a strong resemblance to a phenyl in rotation, the
substituents beam out from the center and both are hydro-
phobic. Opposite to previous assumption, to us they seem to
be far away from the isosteres concept but this is not simple to
be demonstrated. In this work, we wanted to refer to the

Table 2. C�C bond length (in Å) and C�C delocalization index (in au), together with percentage in which C�C bond length is decreased from o-carborane to
o-carboryne, and from benzene to o-benzyne. Wiberg Bond Index[23] and Mayer Bond Order[24] have been included for comparison. Computed 13C NMR
chemical shifts (in ppm) are also included. Computed at B3LYP/6-311+ +G(d,p) level (see Figure S5 in the Supporting Information).

dist(C=C) %dist DI(C=C) WBI MBO 13C δ

C2B10H12 1.623 0.983 0.735 0.874 58.7a

o-carboryne 1.356 16.5 1.813 1.645 2.134 128.8

benzene 1.394 1.389 1.442 1.704 125.9b

o-benzyne 1.244 10.8 2.249 2.360 2.447 188.4c

a Exp. value is 55.5 ppm.[25] b Exp. Value in CHCl3 solution is 128.5 ppm.[26] c Exp. value of benzyne incarcerated in a molecular container is 181.33 ppm.[27]

Figure 7. Bond lengths (in Å) for o-carborane, o-carboryne, benzene, and o-
benzyne. Computed at B3LYP/6-311+ +G(d,p) level.

Figure 8. Overlap between single occupied molecular orbitals (SOMOs) of o-
benzyne (left) and o-carboryne (right). Localized MOs are enclosed in
Figure S6 in the Supporting Information.
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concept of a similar number of valence electrons in a similar
environment. And the concept of similarity in the number of
electrons could be very well related to the concept of
aromaticity since both are aromatic and follow either Hückel’s
or Wade–Mingos rules. And also because of the type of
reactivity they offered and the similar environment that could
be related to the dimensions, in particular the C�C distance. For
this reason, we decided to explore the similarities and differ-
ences between one derivative of each the benzene and the o-
carborane, to say the o-benzyne and the o-carboryne that are
really reactive and produce similar reactions, e.g. the [2+2+2]
cycloaddition. From this, we reached the conclusion that the
outcome of each reaction is apparently similar, electronically
very different, and similar in terms of their initial stability. The
dimensions of the C�C bond and the dimensions of the

“isosteric” parts, C6H6 and C2B10H12, define the electronic and
steric differences between the two compounds. Both are
aromatic but the C�C distance is very decisive as it also affects
the bond order, being in benzene 1.394 Å, BO 1.67, and in
carborane 1.623 Å, BO 0.74, but it also influences in o-benzyne
1.244 Å, BO 2.71, and o-carboryne 1.356 Å, BO 1.84. Upon the
reaction with two units of alkyne, the o-carboryne and the o-
benzyne lead to structurally similar cycloaddition compounds
but the o-carboryne and o-benzyne revert to the comfort
geometry, the C�C distances and BO of their original parents, o-
carborane and benzene. Whereas benzene leads to an aromatic
compound, the o-carborane leads to a local, the carborane,
aromatic compound. This has been fully confirmed with cyclo-
trimerization of o-benzyne, phenanthryne and o-carboryne. With
no exception, no 3D aromatic o-carborane when bonded to
four π electron fragments enabled to produce a 6π fragment as
a global aromatic compound, only keeping the aromaticity of
the original 3D fragment. Conversely, global aromaticity is
obtained in similar circumstances with a Hückel[28] 2D original
fragment. As said above, this is a consequence of the very
dissimilar C�C distance that creates a bond order difference
about one unit. Indeed, the o-carboryne is in reality an o-
carborene and therefore should be termed as o-carborene. This
would explain all reactivity of [2+2+2] in which the first one is
one alkene and the other two alkynes,[29] in this case it would
lead to a cyclohexadiene and would express that it is impossible
to generate a global aromatic in the fusion of a 3D- and a 2D-
aromatic. On the other hand, this study has shown that when a
triple bond is produced in benzene or a double bond in o-
carborane, the aromaticity remains either constant or somehow
reduced, that would be due to a pinning of the electronic
delocalisation in favour of this triple or double bond, which
reverts to total delocalisation once the generated σ is broken.
These studies do not seem to support the isosterism of
carborane and benzene, but it is another aromatic compound
to develop new lead compounds.

Methods

All calculations were performed with the Gaussian 09
package[30] by means of the B3LYP[31] hybrid density functional
and the 6–311+ +G(d,p) basis set.[32] The geometry optimiza-
tions were carried out without symmetry constraints (Table S1
in the Supporting Information). Analytical Hessians were
computed to characterize the optimized structures as minima
(zero imaginary frequencies). Aromaticity was evaluated by
means of the nucleus-independent chemical shift (NICS),[2a,b,e,f,33]

proposed by Schleyer and co-workers as a magnetic descriptor
of aromaticity. NICS is defined as the negative value of the
absolute shielding computed at a ring center or at some other
point of the system. Rings with large negative NICS values are
considered aromatic. NICS values were computed using the
gauge-including atomic orbital method (GIAO).[34] Multicenter
indices (MCI)[35] and delocalization indices (DI)[22] were com-
puted with the ESI-3D program using Atoms-in-Molecules (AIM)
partition of space.[35c,36] Reported ring currents were computed

Figure 9. Cyclotrimerization products of o-benzyne, 9,10-phenanthryne, and
o-carboryne. Bond lengths (in Å) of the central rings are included, together
with localization of π-sextets. Naming of rings (in italics) are also included.
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with the GIMIC program using the GIAO procedure at the same
level of theory.[37] Canonical and localized molecular orbitals
have been depicted with ADF software package.[38]
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ABSTRACT: 3D-aromatic molecules with (distorted) tetrahedral, octahedral, or
spherical structures are much less common than typical 2D-aromatic species or
even 2D-aromatic-in-3D systems. Closo boranes, [BnHn]

2− (5 ≤ n ≤ 14) and
carboranes are examples of compounds that are singly 3D-aromatic, and we now
explore if there are species that are doubly 3D-aromatic. The most widely known
example of a species with double 2D-aromaticity is the hexaiodobenzene dication,
[C6I6]

2+. This species shows π-aromaticity in the benzene ring and σ-aromaticity in
the outer ring formed by the iodine substituents. Inspired by the hexaiodobenzene
dication example, in this work, we explore the potential for double 3D-aromaticity
in [B12I12]

0/2+. Our results based on magnetic and electronic descriptors of
aromaticity together with 11B{1H} NMR experimental spectra of boron-iodinated o-carboranes suggest that these two oxidized forms
of a closo icosahedral dodecaiodo-dodecaborate cluster, [B12I12] and [B12I12]

2+, behave as doubly 3D-aromatic compounds. However,
an evaluation of the energetic contribution of the potential double 3D-aromaticity through homodesmotic reactions shows that
delocalization in the I12 shell, in contrast to the 10σ-electron I6

2+ ring in the hexaiodobenzene dication, does not contribute to any
stabilization of the system. Therefore, the [B12I12]

0/2+ species cannot be considered as doubly 3D-aromatic.

1. INTRODUCTION

Doubly aromatic compounds are species that have two
di6erent (nearly) orthogonal types of aromaticity. The
discovery of new doubly aromatic systems not only provides
new insights into the fundamental principles of chemistry and
chemical bonding but may also result in the development of
new materials with enhanced stability and unique physico-
chemical properties. Double and even multiple (anti)-
aromaticity is frequent in the field of metallaaromatic
compounds.1−4 For instance, LiAl4

− is doubly σ- and π-
aromatic,5 Li3Al4

− in the singlet state is σ-aromatic and π-
antiaromatic6 and in the triplet state is Hückel σ-aromatic and
Baird π-aromatic,7 B12 has double σ- and π-disk aromaticity,8

B6
2− is doubly σ- and π-antiaromatic,9,10 Hf3 has triple σ-, π-

and δ-aromaticity,4,11 V2B7
− is doubly σ/π aromatic,12 and

Pa2B2 has been recently reported to be σ- and π-Möbius
aromatic,13 among many other examples.

Less common is the double aromaticity in organic
compounds. Still, there are already a number of examples.
The first reported doubly aromatic system was the 3,5-
dehydrophenyl cation with σ- and π-aromaticity.14 However,
the most well-known example of double aromaticity in organic
chemistry is the singlet ground-state dication of hexaiodo-
benzene, [C6I6]

2+ (see Scheme 1a), synthesized by Sagl and
Martin.15 [C6I6]

2+ is doubly Hückel σ- (with 10 delocalized
electrons through the hexaiodo substituents) and π-aromatic
(with six delocalized electrons in the benzene ring).15,16

Theoretical studies support the double σ- and π-aromaticity of
[C6I6]

2+17 as well as that of [C6At6]
2+.18 For the former,

relativistic e6ects are not so relevant but are essential for the
latter.19 Moreover, several hexaselanylbenzene and hexatella-
nylbenzene dications [C6(ChR)6]

2+ (Ch = Se, Te; R = H, Me,
Ph) were found experimentally and computationally to be
doubly aromatic compounds.18−21 Borazine analogues of
hexaiodobenzene and hexakis(selenyl)benzene dication
[B3N3I6]

2+ as well as [B3N3(TeH)6]
2+ were also reported to

be doubly aromatic,22 although the π-aromaticity of borazine is
known to be extensively lower than that of benzene.23 And
very recently, the triplet state of [C7Br7]

3+ has been found to
be π-Hückel aromatic (with six π-electrons in the tropylium
ring) and weakly σ-Baird aromatic (with 12 delocalized σ-
electrons in the Br7 ring, Scheme 1b).24 Let us mention that
Baird’s rule states that annulenes with 4n π-electrons are
aromatic, and those with 4n+2 are antiaromatic in their lowest-
lying triplet states.25−27 Other examples are the double σ- and
π-aromaticity in bishomotriboriranide28 and in twisted
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thienylene−phenylene structures in toroidal and catenated
topologies.29,30

It has to be mentioned that to reach double aromaticity in
[C6I6]

2+, double oxidation of C6I6 is required to open a hole in
one of the 5p orbitals of iodine that generate six possible
resonance structures (Scheme 1c depicts only three), if we
consider only resonance structures in which the two electrons
are removed from the same I atom, all of them with the same
weight. The existence of these resonance structures generates
the double aromaticity, and the fulfillment of Hückel’s rule in
both the σ- and π-systems explains it.

Three-dimensional (3D) aromaticity has lately attracted
increasing attention.31−33 The concept of 3D-aromaticity was
introduced by King and Rouvray34 in 1977 and by Aihara35 in
1978 when they analyzed polyhedral boranes using a Hückel-
type molecular orbital (MO) theoretical approach. 2D and 3D-
aromaticity were perceived as two independent systems until
2014, when it was shown36 that the two were related, described
as two sides of the same coin. In 2016, it was demonstrated37

that each aromatic annulene had its aromatic counterpart in
the boron closo hydrides that could be categorized based on the
Hückel’s 4n + 2 rule. Later on, some of us38 established the
conditions that must be fulfilled for a compound to be 3D-
aromatic, namely, (i) (at least) triply degenerate MOs as found
in tetrahedral or higher symmetry molecules, (ii) a closed-shell
electronic structure, which leads to a 6n + 2 electron count in
the case of tetrahedral or octahedral molecules, (iii) extensive
electron delocalization involving the complete 3D molecule
leading to resonance stabilization, and (iv) similar (optoelec-
tronic and magnetic) properties in the three xyz directions.
Such conditions are obeyed only by a few compounds. The
first known species with 3D-aromaticity were the closo boranes,
such as [B10H10]

2− or [B12H12]
2− and derivatives, synthesized

at the end of the 1950s.39,40 Not only closo boranes [BnHn]
2−

(5 ≤ n ≤ 14) but also their carboranes counterparts, which
result from single or double substitution of BH by isoelectronic
CH+ units in closo boranes, are 3D-aromatic compounds.31

These clusters obey the Wade’s 2n + 2 rule41 and the
equivalent Mingos’ 4n + 2 rule.42 Their aromaticity is

substantiated by results from nucleus-independent chemical
shifts (NICS), bond length alternation (BLA) values,
resonance energies, and ring currents.34,35,37,43−46 Moreover,
the high thermal stability of these clusters47−49 further
supports their aromatic character.47,50,51 A number of unique
materials and applications were developed based on 3D-
aromatic boranes, carboranes, and metallacarboranes due to
their enhanced stability.52−67

With the present investigation, we would like to provide
both evidence and counter-evidence of the potential double
3D-aromaticity of the dodecaiodo-dodecaborate cluster. There
are several reasons, more exactly seven, for choosing [B12I12]

2−.
First, [B12H12]

2−, which has the same boron cage as [B12I12]
2−,

is likely the most aromatic closo borane.37,68 Indeed, it is the
one that has the highest heat of formation among [BnHn]

2− (5
≤ n ≤ 12) clusters,69 it has large adiabatic and vertical electron
detachment energies, which is an indication of its high
stability,70 it has the lowest average energy on a per-vertex
basis,44 and it has the highest resonance energy.35 Second,
[B12I12]

2− (and, in general all closo [B12X12]
2−; X = halogen)

has a high structural and electronic stability and chemical
inertness, especially in front of electrophilic attacks, as well as
superweak basicity.71,72 Third, [B12I12]

2− has the largest
oxidation potential among all closo [B12X12]

2− (X = halogen).73

Fourth, the second electron in the double oxidation of closo
[B12X12]

2− (X = F, Cl) is taken from the boron cage, whereas
for X = I is taken from the halogen shell (for X = Br, we have
an intermediate situation with the electron partially removed
from the boron cage and the bromide shell).72 Remember that
we need to open a hole in one of the np orbitals of
perhalogenated closo [B12X12]

2−, and this is possible only in
closo [B12I12]

2−. Fifth, because of the X···X distances, we expect
to have an appreciable overlap between the np orbitals only for
[B12I12]

2−. Such overlap is needed to allow electron
delocalization in the I12 shell. Sixth, the I···I antibonding
HOMO of [B12I12]

2− is triply degenerated (see Figure S1) as
required for 3D-aromaticity. And finally, the seventh reason,
the total number of electrons participating in lone pairs in the
I12 shell is 72 electrons, a number that follows the 2(n+1)2

Scheme 1. (a) Schematic Illustration of the Circular σ-Delocalization in Dicationic Hexahalo- or Hexachalco-Substituted
Benzene Leading to Hückel σ-Aromaticity; (b) Schematic Representation of the Circular σ-Delocalization in Tricationic
Hexabromotropylium Species in Its Lowest-Lying Triplet State Resulting in Baird σ-Aromaticity; (c) Double Aromaticity in
C6E6

2+ Requires the Opening of an Electronic Hole by Double Oxidation to Generate σ-Delocalization
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Hirsch rule74 for spherical aromaticity, with n = 5. However,
the required oxidation to open a hole changes this number of
electrons.

2. METHODOLOGY

All DFT calculations were performed with the Amsterdam
Density Functional (ADF) program75,76 using dispersion-
corrected density functional theory (DFT) with relativistic
corrections at the ZORA-BLYP-D3(BJ)/TZ2P level of
theory77−80 for geometry optimizations and energy calcula-
tions, with the full electron model for all atoms (no frozen
core). All stationary points were verified to be minima on the
potential energy surface through vibrational analysis.

The quantification of aromaticity is usually based on the fact
that aromatic molecules have most of these properties: (i) an
uninterrupted electron delocalization in a 2D or 3D-closed
circuit,81,82 (ii) more stability than a nonaromatic reference
compound,83 (iii) bond length equalization,84 and (iv) special
response in the presence of an external magnetic field.85−87 It
has to be stressed that energetic stabilization and electron
delocalization are the two most important requirements for
aromaticity, and the two are compulsory conditions, whereas
ring currents and bond length equalization are usual conditions
followed by most of the aromatic species, but not suLcient to
prove aromaticity. We considered magnetic, electronic, and
energetic descriptors of aromaticity since it is generally
accepted that one should use a set of indices based on
di6erent properties to discuss the aromaticity of a given
species.88

The magnetic properties of aromaticity were first evaluated
by means of the nucleus-independent chemical shift (NICS),
proposed by Schleyer and co-workers, as a magnetic descriptor
of aromaticity.89 NICS is defined as the negative value of the
absolute shielding computed at a ring center or at some other
point in the system. Rings with large negative NICS values are
considered aromatic. NICS values were computed using the
gauge-including atomic orbital method (GIAO).86,90 NICS
scans were carried out with the same ZORA-BLYP-D3(BJ)/
TZ2P method. To analyze the importance of relativistic e6ects,
we also computed the NICS scans of [B12I12]

2− and singlet
[B12I12] clusters as well as those of C6I6 and C6I6

2+ with the
B3LYP/6-311++G**∼LANL2DZ method (Figures S21 and
S22). Results show that, except for C6I6

2+, there is an increase
in the absolute NICS values (by less than 5 ppm) at the
B3LYP/6-311++G**∼LANL2DZ level of theory, but when we
compared the initial and the oxidized species, the trends
remain the same. On the other hand, magnetically induced
current-density susceptibility was obtained with gauge-
including magnetically induced currents (GIMIC) meth-
od.87,91 GIMIC requires the basis set information, the atomic
orbital density matrix, and the perturbed atomic orbital density
matrices as input data, which have been obtained by
performing NMR shielding calculations with the Gaussian 16
program package.92 The specific parameters used in the
GIMIC calculations are summarized in Table S1. The NMR
shielding calculations were performed with the B3LYP
functional and the 6-311++G** basis set for boron and
LANL2DZ basis set and pseudopotential for iodine using the
ZORA-BLYP-D3(BJ)/TZ2P optimized geometries. Finally,
the visualization of the current densities was carried out
using ParaView 5.9.0.93

Second, aromaticity was also assessed through electron
delocalization properties with the electron density of

delocalized bonds (EDDBG) function.94−96 The required
information on the formatted checkpoint file and the density
matrix within the representation of natural atomic orbitals
(NAOs) was obtained using NBO 6.0 software coupled to the
Gaussian 09 rev. D.01 version. Then, the RunEDDB code
(version 26-Jun-2021) was used to perform the EDDB analysis
at the B3LYP/6-311++G**∼LANL2DZ//ZORA-BLYP-
D3(BJ)/TZ2P level of theory.97 For the visualization of
EDDBG(r) surfaces, we used the Avogadro1.0 molecular
editor.98

Third, the aromatic stabilization energy was determined
through homodesmotic reactions.99,100 Finally, steric e6ects
were analyzed with the SambVca2.1 package of Cavallo and co-
workers, calculating the %VBur and depicting steric
maps.101−103

3. RESULTS AND DISCUSSION

This section begins with the experimental considerations based
on 11B{1H} NMR spectra of a series of iodinate derivatives that
result from the stepwise substitution of hydrogen atoms with
iodine atoms in the neutral o-carborane (1,2-C2B10H12). Then,
the chemical oxidation of halogenated derivatives of icosahe-
dral anionic boranes ([B12X12]

2−, X = F, Cl, Br, I, with H as the
reference) is presented. Subsequently, the discussion delves
into the obtained computational results.

3.1. Initial Considerations. The benzene ring is possibly
the ideal core to generate an additional ring to produce a
concentric and coplanar two-ring system in which the second
ring may result in an aromatic ring. Moreover, iodine is easily
polarizable, is large, and can be oxidized. Hence, C6I6 was the
best starting point to build a system with two aromatic rings
orthogonal to each other. A perfect structure for double 3D-
aromaticity would be a 3D-system whose core is an
icosahedron, ideally the periodinated “B12”, [B12I12]

2−, which
could give rise to B12I12 by oxidation. A similar core structure
would be that of the “C2B10”, i.e., periodinate C2B10I12.

To understand the electronic structure and the influence of
iodine substitution, one may consider the study of the
evolution of [B12H12]

2− through the incorporation of iodine
groups on the core cluster, step by step. Nevertheless, the step-
by-step synthesis of these iodinated compounds cannot be
achieved experimentally using the icosahedral cluster
[B12H12]

2−. However, it is feasible to accomplish this synthesis
with the o-carborane cluster, as performed by some of us. The
presence of two adjacent carbon atoms in the o-carborane
cluster leads to variations in the charge density among its
di6erent vertices.104 As a result, it is experimentally feasible to
obtain and isolate the step-by-step iodinated compounds
derived from o-carborane while modulating both the number
and the position of iodine atoms that replace the hydrogen
atoms in the o-carborane cluster. The chemistry of mono- to
ten-substituted boron-iodinated o-carboranes (In-1,2-
C2B10H12‑n, n = 1−10) has been widely developed because
the usefulness of o-carborane units is dependent upon their
functionalization. The 2000s were dominated by the catalyzed
reactions under Kumada conditions, and palladium was the
sought catalyst for the B−C bond formation from B−I vertices,
but more available metals (Ni) as well as the presence of CuI
as cocatalyst were also employed to obtain well-defined
patterns of o-carborane substitution from di6erent and well-
defined iodo-o-carboranes. Conventional reactions in solution
as well as new solvent-free methods permitted regioselective
control of o-carboranes iodine substitution to generate iodine

Journal of the American Chemical Society pubs.acs.org/JACS Article

https://doi.org/10.1021/jacs.3c07335
J. Am. Chem. Soc. XXXX, XXX, XXX−XXX

C



In-1,2-C2B10H12‑n (n = 1−10) derivatives on demand. The
synthesis of regioselective B-iodinated o-carboranes was
achieved; nevertheless, in general, the reactivity of the halogen
linked to the boron is low. The 11B{1H} NMR spectra of the o-
carboranes derivatives were used as a probe to analyze the
changes in the electron distribution of o-carboranes due to
substitution.105−109 Focusing on the 11B{1H} NMR spectrum
of 9,12-I2-o-carborane (Figure 1b) and comparing it with o-
carborane (Figure 1a), it can be observed that its appearance is

considerably modified by the presence of iodine atoms on the
B(9) and B(12) vertices with respect to pristine o-carborane
and that the chemical shifts of these boron atoms are especially
a6ected, being largely shifted upfield (from −2.1 ppm in the
parent o-carborane to −13.8 ppm in the diiodinated o-
carborane derivative, which corresponds to a Δδ = 11.7
ppm).110 The explanation that the substitution of hydrogen by
iodine causes significant shielding on boron atoms attached to
the substituent is that lone pairs of iodine interact eLciently
with the p orbitals of ipso B, which produces a π backdonation
from the I atom to the B atom of the substituted vertices. This
enriches considerably the electron density at this B vertex,
increasing its shielding and consequently shifting its B
resonance to a high field.

Important is the fact that the pattern of the 11B{1H} NMR
spectra of the parent o-carborane and the periodinated o-
carborane from high to low frequency is the same 2:2:4:2, but
the mean chemical shift value (⟨δ⟩) moves slightly upfield from
−10.5 to −13.7 ppm as B-iodination of o-carborane moves
from 0 to 10 atoms, respectively (Figure 1). These results
suggest that by increasing the number of I atoms, the π

backdonation ability of I atoms decreases, consistent with the
formation of intramolecular I···I noncovalent bonding. In other
words, the lone pairs of electrons on I are used in
backdonation when there is no chance to interact with other
neighboring iodine atoms, but when this possibility exists,
there is a preference for noncovalent interactions. As a result,
these electrons would be less prone for other endeavors, for
instance, to be removed (oxidation) from the cluster. To
evidence the presence of noncovalent intramolecular inter-
actions in the boron periodinated I10-o-carborane, a search at
the Cambridge Structural Database (CSD)111,112 was done.
The CSD showed just three hits (CEHWOC, WUNDAL, and
WUNDOZ). CEHWOC113 and WUNDAL114 have solvents as
adducts in the crystal cells, but WUNDOZ was obtained
solvent-free.114 To avoid any interference in measuring the I···I
distances, these were measured on the WUNDOZ, giving
values in the range 3.946−4.278 Å (the van der Waals radius of
the I atom is 1.98 Å,115 Figure S2) that parallel with the
theoretical distances reported by the C6H5I···IC6H5 homo-
dimers via type I−IV halogen···halogen interaction (3.96−4.15
Å).116 The boron periodinated I10-o-carborane crystal structure
(WUNDOZ) supports the I···I noncovalent bonding for-
mation and the creation of a two adjacent vertices truncated
icosahedral (the two adjacent C−H vertices) constituted by
the ten connected I atoms.

A similar situation is expected for the periodinated [B12I12]
2−

that is even a better core than o-carborane to form a clustered
onion-like structure. Removal of two electrons would
seemingly lead to a clustered onion-like structure, but is this
what occurs experimentally? When comparing the 11B{1H}
NMR spectra in acetone of the parent Na2[B12H12] and its
iodinated Na2[B12I12], it is seen that both display a singlet at
the chemical shifts −15.4 (1J(B,H) = 125 Hz)48,117 and −15.8
ppm for Na2[B12H12] and Na2[B12I12], respectively. This NMR
data is consistent with the data obtained for the o-carborane, to
say that, as in the [B12H12]

2−, the [B12I12]
2− cluster does not

generate π backdonation to the ipso B atom, but most possibly,
the iodine atoms are involved in intramolecular I···I non-
covalent bonding interactions. Again, we moved to the CSD to
confirm this hypothesis.111,112 CSD showed just 16 hits for
salts of [B12I12]

2−, but only two hits (QAVVAO and
ASIWAC)118 were found for its sodium salts. QAVVAO

Figure 1. Schematic representation of the 11B NMR spectra from
samples in acetone-d6 solutions with the peak assignments for
unsubstituted o-carborane (a)121 and some iodinated derivatives:
9,12-I2-o-carborane (b),110 8,9,10,12-I4-o-carborane (c),122

4,5,7,8,9,10,11,12-I8-o-carborane (d),123 and 3,4,5,6,7,8,9,10,11,12-
I10-o-carborane (e).113 The peak assignment was unambiguously
done by means of a two-dimensional 11B{1H}−11B{1H} COSY NMR
spectrum. On the right is shown the mean 11B{1H} NMR chemical
shift for each compound. Figure drawn using the data of ref 124.
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corresponds to a crystal containing Na2[B12I12], DMF, and γ-
cyclodextrin with low-resolution reflections, and ASIWAC
corresponds to Na2[B12I12]·8SO2 with good resolution. The I···
I distances in the ASIWAC crystal structure were measured in
the 3.982−4.112 Å range, which is consistent with the
presence of noncovalent I···I bonds between the 12 iodine
atoms bonded exo-cluster to the B12 icosahedron. All of these
results support the formation of two concentric layers in a
clustered onion-like structure, one made by 12 B atoms
connected by multicenter bonds (the inner)119 and 12 iodine
atoms connected by noncovalently bonded halogen bonds (the
outer).

If we consider the oxidation of periodobenzene C6I6, two
methods were utilized. In one method, chlorine is bubbled into
a suspension of orange C6I6 in a mixture of triflic acid and
trifluoroacetyl triflate (TFAT). In this process, besides
[C6I6]

2+, the radical [C6ClI5]
·+ was obtained. In the same

report, an alternative method to produce [C6I6]
2+ involves the

use of pertriflic acid (CF3SO4H) or H2O2 in triflic acid as the
oxidizing agent. The mass spectrum displays peaks at m/z 834
corresponding to [C6I6]

+ and at m/z 417 corresponding to
[C6I6]

2+. Remarkable was the 13C{1H} NMR spectrum that
produced a unique 13C resonance, indicating the equivalence
of all C atoms and, indeed, that the compound was
diamagnetic.15

If we now examine the 3D-aromatic core per excellence, the
[B12H12]

2− and its perhalogenated dianions [B12X12]
2− (X= F,

Cl, Br, I), it is seen that in liquid sulfur dioxide, they can be
oxidized either by chemical or electrochemical methods to give
stable radicals.73 The chemical oxidation is done with the
strong oxidizing agent AsF5 that yields the radical anions
[B12X12]

·− (X = F, Cl, Br), but it fails to produce [B12I12]
·−.

When an excess of AsF5 was used, the neutral hypercloso-
boranes B12X12 (X = Cl, Br) were obtained but failed to
produce B12I12. The explanation given was the weakness of the
B−I bond that would agree with the lack of π backdonation
argued above and consistent with the stepwise loss of I· radicals
leading to B12 demonstrated by electrospray ionization-trap
mass spectrometry.120 B12Cl12 and B12Br12 were characterized
by X-ray di6raction (XRD) and did show unequal B−B bonds
characteristic of hypercloso species.73 Electrochemical oxidation
of [B12X12]

2− (X = F, Cl, Br, I) shows that the first and second
oxidation processes are detected for X = F, Cl, Br but not for X
= I. Remarkable is the high oxidation potentials required for
the oxidation, in the range of +1.68 and +2.29 V vs Fc1+/0 for
the first process that is quasi reversible while the second
process, in the range of +2.63 to +2.71 V vs Fc1+/0, is
irreversible.

3.2. Molecular Structure. First, we quantum chemically
studied the singlet ground state of [B12I12]

2− as a possible
species with double 3D-aromaticity, the borane cage following
the 2N + 2 Wade rule with N = 12, and the I12 sphere with 72
electrons as lone pairs following the Hirsch rule. As said before,
to reach double aromaticity, a double oxidation may be
required to open a hole in one of the 5p orbitals of iodine.
Therefore, we analyzed [B12I12] and also [B12I12]

2+. The first
gas-phase ionization Gibbs energy of [B12I12]

2− to [B12I12]
·− is

35.2 kcal/mol, and the second ionization to produce singlet
[B12I12] requires 101.3 kcal/mol. It has to be said that the
triplet state of [B12I12] is the ground state, and it is more stable
than the closed-shell and the open-shell singlet states by 5.7
and 3.7 kcal/mol, respectively. Further oxidation to singlet
[B12I12]

2+ costs 408.2 kcal/mol.125 The ground state of

[B12I12]
2+ is a quintet that is more stable than the closed-

shell singlet state by 6.9 kcal/mol. The molecular structure of
[B12I12]

2− has Ih symmetry with B−B bond length of 1.790 Å
(see Figure 2) and, therefore, the bond length alternation

(BLA), i.e., the di6erence between the shortest and the longest
B−B distance, is zero. Our optimized geometries indicate that
the shortest I···I distance in [B12I12]

2− is 4.099 Å, 0.539 Å
longer than that of C6I6 (3.560 Å). Despite the relatively long
I···I distance in [B12I12]

2−, there is almost no space left in the
I12 crown with a %VBur = 91.4% in comparison to [B12H12]

2−

for which %VBur = 41.7% (Figures S23−S26). Double
oxidation removes two electrons from the triply degenerated
HOMO orbital of [B12I12]

2−, which is I···I antibonding (Figure
S1). As a consequence, the I···I distance is reduced minutely to
4.082 Å (triplet) or to 4.069 Å (closed-shell singlet), and the
B−B bond lengths become also somewhat shorter, ranging
from 1.785 to 1.786 Å (triplet) or 1.787 to 1.794 Å (singlet)
with a BLA of 0.001 Å for the triplet and 0.007 Å for the
singlet. The two electrons are removed from the I12 shell,
which gets a positive charge of 0.410 (triplet) or 0.408
(singlet) electrons according to Voronoi deformation density
(VDD) charges,126 computed at the ZORA-BLYP-D3(BJ)/
TZ2P level of theory. Finally, oxidation to closed-shell singlet
[B12I12]

2+ leads to a minor reduction of the B−B and I···I
distances (BLA being 0.010 Å). Again, the electrons are
removed from the I12 shell, which becomes positive by 2.512
electrons (using Hirshfeld charges,127 we got 0.609 and 2.657 e
for the I12 unit of 3B12I12 and B12I12

2+, respectively). The
number of resonance structures that can be built in the I12 shell
is 12 for B12I12 if the doubly positive charge on I12 is located in
a single I atom and 66 if the two positive charges are placed in
two di6erent I atoms. For [B12I12]

2+, we have 66 resonance
structures if the two doubly positive charges are located in two
I atoms and 495 resonance structures if the positive charges are
placed in four di6erent I atoms. In both cases, the boron core
remains with 26 electrons.

3.3. Magnetic Aspects. To determine the magnetic
behavior of our systems, we first performed NICS scans
moving from the center of the dodecahedron to the center of
the closest X3 (X = H, I) three-membered ring (3-MR). As
seen in Figure 3, the NICS scans for [B12I12]

2− and [B12H12]
2−

clusters point out a somewhat higher aromaticity for
[B12H12]

2−. The minimum of the NICS scan in all cases is
found around the B3 plane. NICS scans of [B12I12]

2− and

Figure 2. B−B and I···I bond distances range (in Å) of closed-shell
singlet [B12I12]

2‑/0/2+ and triplet 3[B12I12].
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[B12H12]
2− reflect the 3D-aromaticity of the borane cage and

the absence of further aromaticity around the X12 sphere (X =
H, I). When we compare the NICS scans of [B12I12]

2− and
[B12I12] in their closed-shell singlet and triplet states, the latter
show significantly more negative values of about 10 ppm in the
closed-shell singlet and 20 ppm in the triplet ground state than
[B12I12]

2− (for the open-shell singlet, the di6erence is even
higher, of ca. 30 ppm, Figure S3), which is an indication of the
presence of magnetic ring currents in the I12 shell in closed-
and open-shell singlet and triplet states of B12I12 despite the
fact that now the I12 shell has 70 electrons (35 electron pairs)
and, consequently, does not follow the Hirsch rule for spherical
aromaticity. In contrast, [B12H12] is antiaromatic, as the two
electrons are removed from the borane cage (Figure S4).
Subsequent oxidation of [B12I12] to yield closed-shell singlet
[B12I12]

2+ produces a further decrease of the NICS values,
although di6erences between closed-shell singlet [B12I12] and
[B12I12]

2+ are now smaller (for the triplet and quintet
[B12I12]

2+, the aromaticity is increased in the former and
reduced in the latter, Figures S5 and S6). NICS scans of C6H6,
C6I6, and [C6I6]

2+ follow a trend similar to that found for
[B12H12]

2−, [B12I12]
2−, and [B12I12] (Figure S7). Based on

NICS values, one may therefore consider [B12I12] and
[B12I12]

2+ as doubly 3D-aromatic.
We have also analyzed the quartet state of [B12I12]

+ because,
in this state, the three orbitals of the triply degenerated
HOMO are occupied with a single same spin electron, leading

to an Ih symmetric structure with bond length equalization. So,
we expect this state to be particularly doubly aromatic since it
reminds the electronic distribution of Baird aromatic species.38

However, according to the NICS scans of Figure 3, this state
has an aromaticity slightly smaller than that of closed-shell
singlet [B12I12]

2+. Other systems with double 3D-aromaticity
according to NICS values (Figures S8 and S12) are
[B12Br12]

0/2+ (dBr−Br = 4.069/4.047 Å), [B6I6]
2+ (dI···I = 4.712

Å), and [B14I14]
0/2+ (longest dI···I = 4.185/4.210 Å) but not

[B10I10]
0/2+ (longest dI···I = 4.693/4.699 Å). The case of B12Br12

is important because (i) it shows that eLcient overlap between
4p orbitals of Br atoms is possible, and (ii) this species has
been detected in the oxidation process of [B12Br12]

2−.73

To confirm that the results of the NICS scan stem from
diatropic ring currents, we computed the current-density
susceptibility and visualized the current at the plane located in
the middle of the two boron 5-MRs (0.0 Å), the plane
including one of the boron 5-MR (0.8 Å), and the plane of
iodine 5-MR (1.8 Å) for [B12I12]

2− for the singlet and triplet
states of [B12I12] and [B12I12]

2+, as well as for [B12H12], C6I6,
and [C6I6]

2+ (Figures S13−S16). As can be seen, the changes
in the current-density susceptibility around the iodine
substituents are similar on going from C6I6 to [C6I6]

2+ and
from [B12I12]

2− to [B12I12]. This further substantiates the
potential double 3D-aromaticity in [B12I12] and [B12I12]

2+

when evaluated with magnetic aromaticity descriptors. Figure
4 shows the current-density susceptibility of [B12I12]

2−, singlet
and triplet [B12I12], and [B12I12]

2+ in the 0.8 Å plane, which is
∼1 Å above one of the I 5-MR planes. In this plane, di6erences
between the di6erently oxidized clusters are more evident.
From these pictures, one can see the generation of a current
density around the iodine substituents when going from
[B12I12]

2− to [B12I12] and [B12I12]
2+. This current is particularly

intense for 3[B12I12]. In addition, we have computed the ring
currents for [C2B10I12] and [C2B10I12]

2+ in their singlet and
triplet states (Figures S17 and S18), which also show an
increase in the current-density around the iodine substituents
after oxidation.

3.4. Electronic Aspects. Yet, other aspects of the potential
double 3D-aromaticity (electronic, energetic, and geometric)
must also be assessed, and next, we have analyzed the electron
delocalization using the electron density of delocalized bonds
(EDDB) method. The EDDB method decomposes the one-
electron density in several “layers” corresponding to di6erent
levels of electron delocalization,128 namely, the density of
electrons localized on atoms (EDLA) representing inner shells,
lone pairs, etc.; the electron density of localized bonds (EDLB)

Figure 3. NICS scan (ppm) from the center of the boron cluster to
the middle of the closest I3 (or H3) three-membered ring for
[B12I12]

2− (singlet), [B12I12] (singlet and triplet), [B12I12]
+ (quartet),

and [B12I12]
2+ (singlet) clusters. Comparison to [B12H12]

2− (singlet)
is included. Distances in Å.

Figure 4. Current-density susceptibility in the magnified area (black rectangle) of the 1[B12I12]
2−, singlet and triplet [B12I12], and 1[B12I12]

2+

computed in a plane at 0.8 Å (see Figure S13). The color scale corresponds to the strength of the modulus of the current-density susceptibility in
the range 0.0001 (dark red) to 0.4 (white) nA/(TÅ2).
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representing typical (2-center 2-electron) Lewis-like bonds;
and EDDB, which represents electron density that cannot be
assigned to atoms or bonds due to its (multicenter) delocalized
nature. The EDDB population of electrons delocalized in a 2D-
or 3D-closed circuit can be used as an indicator of
aromaticity.129 According to the EDDB, the number of
delocalized electrons (or holes) increases upon oxidation of
[B12I12]

2− (Figure 5). The number of delocalized electrons in
the borane cage remains more or less similar, while the
electron delocalization of the iodine sphere increases from 0.38
e ([B12I12]

2−) to 6.18 e (singlet [B12I12]), 5.67 e (triplet
[B12I12]), and to 10.93 e ([B12I12]

2+). In the case of C6I6, we
also have the delocalization around the I6 circle going from
0.20 e in C6I6 to 5.30 e in [C6I6]

2+. For [B12I12]
2+, the number

of delocalized electrons in the iodine shell (10.93 e out of 48 e
coming from the 24 electron pairs located in the spherical
surface of I12) is similar to that of the borane cage (11.86 e out
of 26 e). However, the percentage of delocalized electrons is
still much larger for the borane cage (46 vs 23%). Moreover,
the EDDB surface does not cover the entire I12 spherical
surface. As a whole, the EDDB shows that there is electron
delocalization among the I12 atoms (as expected from the
di6erent resonance structures) but does not fully support the
existence of double 3D-aromaticity in [B12I12] and [B12I12]

2+,
especially in the former. EDDB plots for [C2B10I12] and
[C2B10I12]

2+ in their singlet and triplet states show very similar
behavior (Figure S19), the electron delocalization being clearly
higher for [C2B10I12]

2+ than for [C2B10I12], especially in its
singlet state.

3.5. Energetic Aspects and the Nature of the I···I
Chemical Bond. As discussed before, the relatively short I···I
distances in 3,4,5,6,7,8,9,10,11,12-I10-o-carborane support the
existence of noncovalent I···I bonding. We expect a similar
situation in [B12I12]

2−. Moreover, we know that the I···I
distance decreases when we move from [B12I12]

2− to
[B12I12]

0/2+. Do we reach a situation that can be defined as

covalent I−I bonding in [B12I12]
0/2+? To answer this question,

we performed a quantum theory of atoms-in-molecules
(QTAIM) analysis for these species, and the results show
that none of them has a bond critical point (BCP) between the
I atoms, thus unambiguously indicating that we have
noncovalent I···I interaction but not covalent bonding. On
the other hand, in the case of [C6I6]

2+, we observe I···I BCPs
(Figure S20), although the density at these BCPs is very low
(ρBCP,I···I = 0.019 au), thus precluding the existence of covalent
bonding. The highest overlap between lone pair orbitals in two
adjacent I atoms in C6I6 and [B12I12]

2− is 0.165 and 0.097 au,
respectively.

Thus, a crucial question is if it is possible to have aromaticity
without covalent bonding. The answer from magnetic and
electronic indices seems to be yes for [C6I6]

2+ and maybe for
[B12I12]

0/2+. Yet, it is important to emphasize that aromaticity
is linked to stability, and we already pointed out that the
[B12I12]

0/2+ compounds have not been isolated. To check
whether these molecules are stabilized by the double 3D-
aromaticity, we designed several homodesmotic83 reactions
(Tables 1 and S2). We have chosen the position of the H
atoms so that in [B12I6H6]

0/2+ or in [C6H3I3]
2+, the potential

double aromaticity is quenched (for instance, in [C6H3I3]
2+,

the three H atoms are located in meta positions with respect to
each other). As can be seen from reaction (3) in Table 1, there
is a stabilization of [C6I6]

2+ because of the double 2D-
aromaticity. In contrast, in the case of [B12I12]

0/2+, such
stabilization does not take place (reactions (1) and (2)).
Therefore, the energetic indicator of aromaticity does not
support the double 3D-aromaticity of [B12I12]

0/2+, but it
reinforces the conclusion that [C6I6]

2+ is doubly 2D-aromatic.
So, the answer to the question of whether it is possible to have
aromaticity without covalent bonding is that, in some
particular cases such as in [C6I6]

2+, it seems possible. Lack
of covalent I···I bonding in [C6I6]

2+ is substantiated by the low
density of I···I BCPs, by the population of molecular orbitals

Figure 5. Isosurfaces (isocontour 0.007 e) of the electron density of delocalized bonds (EDDB) for [B12I12]
2−, [B12I12] singlet and triplet states,

and [B12I12]
2+, as well as [B12H12]

2−, C6I6, and [C6I6]
2+ for comparison purposes. Numerical results correspond to the EDDBG population of the

whole system (black), boron/carbon atoms (gray), and iodine (purple) atoms separately.

Table 1. Electronic and Gibbs Reaction Energies (in kcal/mol) of Selected Homodesmotic Reactionsa

reaction ΔE ΔG

B I B H B I H B H I
12 12 12 12

2

12 6 6 12 6 6

2
+ [ ] + [ ] (1) −37.5 −40.1

B I B H B I H B H I
12 12

2

12 12

2

12 6 6

2

12 6 6

2
[ ] + [ ] [ ] + [ ]

+ + (2) −2.8 −6.5

C I C H C H I C H I
6 6

2

6 6 6 3 3

2

6 3 3
[ ] + [ ] +

+ + (3) 37.1 34.1

aAll species computed in their closed-shell singlet state. In the case of reaction (1), if B12I12 and B12I6H6 are in a triplet state, ΔE = −37.9, and ΔG
= −40.7 kcal mol−1.
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with antibonding I···I character, and the large distance between
I atoms far outside the sum of the covalent radii of two I atoms
(rI

cov = 1.39 Å).130 In this context, let us mention the
synthesized dismutational aromatic isomer of hexa-silabenzene
(Si6R6),

131 which shows strong diamagnetic response when
exposed to an external magnetic field and has two
unsubstituted silicon atoms with an interatomic distance that
is significantly longer than the common covalent Si−Si single
bond.132

Furthermore, one can note the pseudo-π method of Steiner
and Fowler that replaces CH units in conjugated hydrocarbons
by H atoms with a single 1s function located at the original C
positions.133 In that way, they reproduce the ring currents of π-
conjugated hydrocarbons at a low cost. However, in the
pseudo-π model of benzene, there is no H···H covalent
bonding or only a very weak one134 (the H atoms are placed
far from each other and ρBCP,H···H = 0.056 au, whereas for the
H2 molecule, the ρBCP,H−H is 0.266 au). Moreover, the energy
of the cyclic H6 system is higher than those of the three H2

molecules by 128.5 kcal/mol. So, there is no aromaticity in
these H cycles (lack of stabilization), but there are ring
currents and extensive electron delocalization (EDDBG

indicates that 5.43 e out of a total of 6 are delocalized, Figure
S27). This situation is akin to that found for [B12I12]

0/2+.
Finally, a lack of stability of B12I12 explains why [B12I12]

2−

requires such high oxidation potentials or strong oxidizing
agents to reach the first oxidation step, the monoanionic
radical, and even higher potentials to produce the neutral
species.

4. CONCLUSIONS
11B NMR spectra of In-o-C2B10H12‑n are consistent with the
existence of intramolecular noncovalent I···I bonding when n is
large and, in particular, in I10-o-C2B10H2. It is expected that
such a bonding situation is also present in [B12I12]

2−. Based on
the example of double 2D-aromaticity in [C6I6]

2+, we analyzed
the possibility of double 3D-aromaticity in [B12I12] and
[B12I12]

2+. Calculations of magnetic and electronic descriptors
of aromaticity suggest (the electronic to less extent) that these
two oxidized forms of closo icosahedral dodecaiodo-dodeca-
borate cluster, [B12I12] and [B12I12]

2+, can be classified as
doubly 3D-aromatic compounds, much like [C6I6]

2+ is
considered doubly 2D-aromatic. However, consistent with
experimentation, homodesmotic reactions rule out the
existence of double 3D-aromaticity in [B12I12]

0/2+ because
these reactions are all endothermic and endergonic for these
species. Aromaticity is a complex phenomenon; aromatic
compounds have many interesting properties, but two are
essential, namely, electron delocalization and energetic stabiliza-
tion. A lack of one of these two e6ects precludes the existence
of aromaticity. Although the two species display noticeable
magnetic ring currents and electron delocalization (as expected
from the multiple existing resonance structures with the same
weight), we cannot conclude that there is aromaticity on the
I12 shell of [B12I12]

0/2+ because homodesmotic reactions show
that there is no resonance stabilization, one of the two main
conditions required for aromaticity. These systems are good
examples illustrating that analyses of aromaticity have to be
exhaustive and are not focused only on one of the aspects
(usually magnetic properties) that characterize aromatic
compounds. [B12I12]

0/2+ shows that diatropic ring currents
and bond length equalization, leading to high symmetry, are

important but not suLcient conditions for claiming aroma-
ticity.

Finally, let us mention that the diLculty of generating B12I12
with electrochemical procedures already foreshadowed its lack
of double 3D-aromaticity. Aromaticity, which is associated
with electron delocalization facilitated by eLcient orbital
overlap, generally assists the synthesis of aromatic compounds
because of their increased stability. However, in the case of
B12I12, ineLcient orbital overlap avoids the formation of a
stable compound. This case highlights the potential for
alternative approaches to enhancing stability beyond aroma-
ticity. One such possibility is the generation of multiple weak,
noncovalent I···I contacts, which, when combined, significantly
boost stability.
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Serra Huńter Fellow and ICREA Academia Prize winner
(2019). S.E. thanks Universitat de Girona and DIPC for an
IFUdG2019 PhD fellowship.

■ REFERENCES

(1) Boldyrev, A. I.; Wang, L.-S. All-metal aromaticity and
antiaromaticity. Chem. Rev. 2005, 105, 3716−3757.
(2) Mercero, J. M.; Boldyrev, A. I.; Merino, G.; Ugalde, J. M. Recent

developments and future prospects of all-metal aromatic compounds.
Chem. Soc. Rev. 2015, 44, 6519−6534.
(3) Tsipis, C. A. DFT Study of ″all-metal″ aromatic compounds.

Coord. Chem. Rev. 2005, 249, 2740−2762.
(4) Feixas, F.; Matito, E.; Poater, J.; Sola,̀ M. Metalloaromaticity.

WIREs Comput. Mol. Sci. 2013, 3, 105−122.
(5) Li, X.; Kuznetsov, A. E.; Zhang, H.-F.; Boldyrev, A.; Wang, L.-S.

Observation of All-Metal Aromatic Molecules. Science 2001, 291,
859−861.
(6) Kuznetsov, A. E.; Birch, K. A.; Boldyrev, A. I.; Li, X.; Zhai, H.-J.;

Wang, L.-S. All-Metal Antiaromatic Molecule: Rectangular Al4
4‑ in the

Li3Al4
− Anion. Science 2003, 300, 622−625.

(7) Chen, D.; Szczepanik, D. W.; Zhu, J.; Sola,̀ M. All-metal Baird
aromaticity. Chem. Commun. 2020, 56, 12522−12525.
(8) Islas, R.; Inostroza, D.; Arias-Olivares, D.; Zuñ́iga-Gutiérrez, B.;
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Actinide Compound with Double Möbius Aromaticity. J. Am. Chem.
Soc. 2023, 145, 8107−8113.
(14) Chandrasekhar, J.; Jemmis, E. D.; Schleyer, P. v. R. Double

aromaticity: aromaticity in orthogonal planes. The 3,5-dehydrophenyl
cation. Tetrahedron Lett. 1979, 20 (39), 3707−3710.
(15) Sagl, D. J.; Martin, J. C. The stable singlet ground state dication

of hexaiodobenzene: possibly a σ-delocalized dication. J. Am. Chem.
Soc. 1988, 110, 5827−5833.
(16) Martin, J. C.; Schaad, L. J. Sigma-delocalized aromatic species

formed from cyclic arrays of hypervalent main-group element species.
Pure Appl. Chem. 1990, 62, 547−550.

(17) Ciofini, I.; Lainé, P. P.; Adamo, C. Quantifying electron
delocalization in orthogonal channels: Theoretical investigation of σ

and π aromaticity in [C6I6]
2+ and [C6Cl6]

2+. Chem. Phys. Lett. 2007,
435, 171−175.
(18) Rauhalahti, M.; Taubert, S.; Sundholm, D.; Liégeois, V.

Calculations of current densities for neutral and doubly charged
persubstituted benzenes using effective core potentials. Phys. Chem.
Chem. Phys. 2017, 19, 7124−7131.
(19) Orozco-Ic, M.; Barroso, J.; Islas, R.; Merino, G. Delocalization

in Substituted Benzene Dications: A Magnetic Point of View.
ChemistryOpen 2020, 9, 657−661.
(20) Hatanaka, M.; Saito, M.; Fujita, M.; Morokuma, K. σ-

Aromaticity in Hexa-Group 16 Atom-Substituted Benzene Dications:
A Theoretical Study. J. Org. Chem. 2014, 79, 2640−2646.
(21) Furukawa, S.; Fujita, M.; Kanatomi, Y.; Minoura, M.; Hatanaka,

M.; Morokuma, K.; Ishimura, K.; Saito, M. Double aromaticity arising
from σ- and π-rings. Commun. Chem. 2018, 1, No. 60.
(22) Pino-Rios, R.; Vásquez-Espinal, A.; Yañez, O.; Tiznado, W.
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Sillanpää, R.; Abreu, A.; Xochitiotzi, E.; Farfán, N.; Santillan, R.;
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6 Results and Discussion

In this thesis, the evaluation of aromaticity stands as a unifying and pivotal theme.

Following this focus, the critical findings will be revisited and discussed in five sections

corresponding to Chapter 4 and the four sections of Chapter 5 (5.1—5.4). Each

of these sections begins with an examination of the methodologies utilized and the

justification of the selected computational approach. Subsequently, the sections progress

to discuss diverse topics: In Section 6.1, we explored the impact of structural changes

on the electronic nature of para-quinodimethanes in the ground and excited states.

The subsequent four sections encompass projects on (sub)phthalocyanine and related

compounds, nanographenes, double aromatic substituted tropylium ions, and polyhedral

boranes. Each project case faces challenges in evaluating aromaticity due to complex

electronic structures and topologies of the systems studied that limit the applicability

of traditional indicators. Yet, determining the aromatic or non-aromatic nature of

these systems is crucial for comprehending their inherent properties.

6.1 Electronic Nature of S0, S1, and T1 of

Pro-Aromatic Quinoidal Systems

The work presented in this Section focuses on the impact of structural changes on the

electronic properties of pro-aromatic quinoidal molecules summarizing the insights from

two different articles. The first article (Section 4.1) explores the aromatic character,

either Hückel or Baird, of the lowest-lying triplet and singlet excited states. The

second article (Section 4.2) treats the interplay between structural modifications and

the character of the GS, along with alterations in the singlet-triplet energy gap. This

GS can manifest either as a closed-shell quinoidal form or an open-shell biradical(oid)

depending on the molecular structure. Before proceeding to review the main results

of these works, we first comment on the computational benchmarks and criteria that
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guided the selection of the methodology in each study.

Exchange-Correlation Functional Selection and Comparative Benchmarking

In the articles summarized herein, different density functionals and basis sets—B3LYP/6-

311+G(d,p) and OPBE/cc-pVTZ—were employed. For the first article, the choice

of B3LYP/6-311+G(d,p) methodology was motivated by the optimal performance

shown in the electronic structure study performed by Jorner et al. in similar systems

[109], as well as its demonstrated efficacy in a study on triplet state Baird aromaticity

in macrocycles [506]. Moreover, computed frequencies at this level of theory are in

very good agreement with benchmark calculations (CCSD/6-311+G(d,p) in Table 2 of

Section 4.1). We are aware of the limitations of hybrid GGA functionals with low % of

HF exchange, which consistently underestimate the energy of CT states. Nevertheless,

it is important to notice that the low-lying singlet-singlet and singlet-triplet excitations

in all the studied compounds do not present significant CT character. This can be

confirmed by the well-delocalized over the molecule HOMO and LUMO π-orbitals

(Figure 4 in Section 4.1), and the fact that the HOMO→LUMO transition is the

dominant contribution in S1 according to TDDFT weights. Hence, in this case, we are

confident that the electronic character of S1 and T1 states is well recovered by a hybrid

functional with a 20% of exact exchange, i.e., B3LYP. The suitability of the B3LYP

functional has been further confirmed by comparing the results with other functionals

(see Table 6.1), and in particular to range-separated functionals (CAM-B3LYP and

ωB97X-D). These calculations yield consistent results in terms of energy gaps, bond

distances, charges, spin densities, and aromaticity results, as documented in Figures

S1-4 and Tables S1-17 in the supplementary information (page 309). Generally, in

the aromaticity measurements, even though the S0 state remains non-aromatic, the

results obtained with B3LYP suggest a slightly higher inclination towards aromatic

character compared to other functionals. For the T1 state, which is our primary focus,

the differences in aromaticity values across various functionals are minimal. Notably,

B3LYP does not exhibit a specific tendency towards higher aromaticity, indicating that

the results are quite comparable regardless of the functional used. Lastly, the nature

of the lowest excited singlet and triplet states does not change between B3LYP and

CAM-B3LYP or ωB97X-D. Besides, the fact that our S1 and T1 results computed with

B3LYP do not show hole/electron spatial separation, further supports the lack of CT

character in these systems, and the appropriateness of the employed methodology.
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6.1 Electronic Nature of S0, S1, and T1 of Pro-Aromatic Quinoidal Systems

Table 6.1 TDDFT/6-311+G(d,p) relative energies (∆ES0−X = EX – ES0
, where X = T1, S1

or S2) in eV of adiabatic T1 and S1 and vertical T1, S1, and S2 states in gas phase.

System T1 adia S1 adia T1 vert S1 vert S2 vert
5

R

B3LYP 0.848 1.596 0.957 2.065 3.535
CAM-B3LYP 0.812 1.733 0.845 2.206 3.931
ωB97X-D 0.811 1.687 0.828 2.165 3.898
M06-2X 0.965 1.742 1.038 2.215 3.957

6
R

B3LYP 0.778 2.845 0.685 2.983 3.334
CAM-B3LYP 0.666 3.051 -0.437 3.261 3.885
ωB97X-D 0.648 3.019 -0.342 3.231 3.832
M06-2X 0.904 3.094 1.096 3.301 3.956

9
R

B3LYP 1.159 0.950 1.263 2.529 3.385
CAM-B3LYP 1.290 1.744 1.145 2.613 4.004
ωB97X-D 1.343 1.724 1.165 2.602 4.086
M06-2X 1.468 1.695 1.285 2.593 3.949

5
R

-5
a

B3LYP 0.718 1.525 0.768 1.895 2.347
CAM-B3LYP 0.598 1.642 0.332 1.996 3.006
ωB97X-D 0.581 1.596 0.176 1.956 3.060
M06-2X 0.736 1.635 0.630 1.994 2.955

1
0

R
T

tr
a

n
s B3LYP 0.215 1.652 0.393 1.807 2.104

CAM-B3LYP 0.125 1.977 0.234 2.304 3.097
ωB97X-D 0.076 1.990 0.384 2.332 3.156
M06-2X 0.294 1.933 0.960 2.243 2.985

Next, we discuss the computational methodology employed in the second article,

specifically the choice of the OPBE/cc-pVTZ functional. This was selected after testing

the performance of eleven DFAs, including GGA, meta-GGA, hybrid GGA, and long-

range corrected (LC) functionals: BLYP, BP86, PBE, OPBE, M06-L, TPSS, MN15,

MN15-L, B3LYP, CAM-B3LYP, and ωB97X-D. We performed benchmark calculations

for Thiele, bearing one central unit (m = 1), and Chichibabin, m = 2, hydrocarbons

(Figure 1.16) with hydrogens as terminal substituents. Geometry optimizations were

performed for both singlet and triplet states, using DFT/cc-pVTZ and employing

QCISD/cc-pVDZ and CCSD(T)//QCISD as references for structural parameters and

energies, respectively. Among all tested DFAs, the ones that yield better geometrical

(i.e. bond distances and angles) results, compared to QCISD/cc-pVDZ geometries, are

pure functionals, with only minor discrepancies among them. Moreover, for OPBE,

we compared the optimized geometries of p,p’-benzene-bis-(diphenylmethylene) and
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p,p’-biphenyl-bis-(diphenylmethylene), corresponding to 71 and 72 in Figure 6.3b, with

bond distances from X-Ray available data [211]. The maximum deviations between

the calculated and experimental bond distances were found to be 0.016 Å for 71 and

0.004 Å for 72. Then, in terms of ∆ES0−T, BP86, BLYP, PBE, OPBE, M06-L, and

MN15-L exhibit the smallest deviations compared to CCSD(T)//QCISD results, with

errors below 0.13 eV (3 kcal/mol).

Our choice of the OPBE functional is also based on conclusions from previous

studies. In 2018 Alexander et al. [507] compared the performance of BP86, TPSS,

TPSSh, and B3LYP to reproduce structural experimental values of diradical compounds.

They concluded that TPSSh (a hybrid functional with 10% exact exchange) provides

the best results for two Chichibabin system derivatives. However, they also noted that

none of the tested functionals reached optimal performance describing relative bond

lengths. Earlier works by M. Swart and co-workers [508, 509] suggest that the OPBE

pure functional, characterized by Handy’s optimized exchange [510] combined with

PBE [511] correlation, performs well in predicting spin states. Additionally, OPBE

yields reliable results for calculating magnetic shielding [512], a critical factor in the

assessment of NICS values. Therefore, in the absence of a clear best choice, we opted

for OPBE due to its balanced performance across multiple criteria, as corroborated by

both our data and existing literature.

Additionally, to measure the impact of the long-range corrections in systems with

extended chain lengths with m > 2, we performed calculations using LC-OPBE and

ωB97X-D (Table 6.2). We find that for m = 1, all functionals converge to a singlet

closed-shell (CS) ground state. For m = 2, only OPBE leads to a CS ground state.

For larger m values, both the OSS and T are less stabilized by OPBE than by LC-

OPBE and ωB97X-D. This can be attributed to the propensity of GGAs like OPBE

to artificially stabilize an overall delocalized form [144, 145, 412] resulting from several

resonance structures (see Figure 6.1) over the benzoid form. Notice that the benzoid

form is represented only by the two resonance structures on the right.

Figure 6.1 Neutral resonance structures of p-quinodimethane.
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6.1 Electronic Nature of S0, S1, and T1 of Pro-Aromatic Quinoidal Systems

Despite the delocalization error that OPBE may suffer [144, 145, 412], the trends

of decreasing energy and increasing ïS2ð of the OSS with the increasing value of m are

consistent with those obtained from LC-OPBE and ωB97X-D. Hence, while caution is

advised for the quantitative interpretation of results from pure functionals, OPBE is

still a suitable choice for our study, which primarily focuses on analyzing trends related

to the changes in m and peripheral substituents.

Table 6.2 UDFT/cc-pVTZ adiabatic relative energies, ∆ECS−X = EX – ECS, where CS is the
closed-shell singlet solution and X corresponds to the triplet (T) or open-shell singlet (OSS)
state (in eV), and ïS2ð represented in parenthesis for Chichibabin hydrocarbon derivatives
with m from 1 to 5 and H (1) as exocyclic substituent.

OPBE LC-OPBE ωB97X-D
OSS T OSS T OSS T

∆E ïS2ð ∆E ïS2ð ∆E ïS2ð ∆E ïS2ð ∆E ïS2ð ∆E ïS2ð

11 0.00 0.0 1.39 2.0 0.00 0.0 1.25 2.0 0.00 0.0 1.37 2.0
12 0.00 0.0 0.44 2.0 −0.40 1.2 −0.16 2.2 −0.14 0.9 0.08 2.1
13 −0.09 0.9 −0.02 2.0 −1.20 1.3 −1.15 2.2 −0.84 1.1 −0.81 2.1
14 −0.31 1.0 −0.30 2.0 −2.07 1.3 −2.03 2.3 −1.62 1.1 −1.61 2.1
15 −0.43 1.0 −0.43 2.0 −2.94 1.3 −2.93 2.3 −2.35 1.1 −2.35 2.1

To further assess the diradical character of the GS of the m = 2 system, we compared

OPBE and ωB97X-D with CASSCF(6,6)/cc-pVDZ//QCISD/cc-pVDZ results. The

frontier orbitals for each of these methods are shown in Figure 6.2. When examining

both the planar and distorted optimized QCISD/cc-pVDZ geometries, CASSCF(6,6)a

indicates that the planar structure is 0.33 eV more stable than the distorted one.

Moreover, the dominant configuration is the 111000 with the corresponding occupations

being 1.93, 1.91, 1.88, 0.12, 0.09, and 0.06. These findings suggest that the GS likely

adopts a closed-shell singlet structure.

As has been discussed, both methodologies are justified in the context of each

research article. However, to bridge the findings from both studies, we examined the

effect of increasing the oligomer length on the amount of Baird-aromatic character.

Thus, for a proper comparison, we repeated the electronic structure single-point

calculations for tetracyanoquinodimethane and extended chain derivatives with m

= 1 to 5 (hereafter denoted as 51−5, following the nomenclature substituentm) at

B3LYP/6-311+G(d,p) level of theory. While the discussion of the results relative

aA calculation using CASSCF(8,8)/cc-pVTZ basis set was also performed. The results using both
active spaces and basis sets showed consistent data.
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Figure 6.2 Frontier molecular orbitals of system 12 at OPBE/cc-pVTZ, ÉB97X-D/cc-pVTZ,
and CASSCF(6,6)/cc-pVDZ//QCISD/cc-pVDZ levels of theory.

to the structure-aromaticity relationship will be done in the next section, these new

calculations allow us to assess methodological differences and examine the extent to

which conclusions from the second paper (Section 4.2) are also valid when using B3LYP

with the 6-311+G(d,p) basis set. Table 6.3 lists the OSS and T state energies relative

to CS, along with the MCI values for the central ring in the three electronic states

studied. As explained in Section 4.2, centrally located rings are the most aromatic of

each system.

Table 6.3 Adiabatic relative energies, ∆ECS−X = EX – ECS, where CS is the closed-shell
singlet and X corresponds to the triplet (T) or open-shell singlet (OSS) state (in eV), and
MCI aromaticity values for the CS, OSS, and T states for systems 51−5.

OPBE/cc-pVTZ B3LYP/6-311+G(d,p)
OSS T MCICS MCIOSS MCIT OSS T MCICS MCIOSS MCIT

51 0.00 0.84 0.021 — 0.044 0.00 0.76 0.017 — 0.047
52 0.00 0.27 0.028 — 0.045 −0.10 0.06 0.025 0.030 0.046
53 −0.08 −0.02 0.040 0.049 0.054 −0.40 −0.37 0.038 0.051 0.056
54 −0.19 −0.18 0.046 0.054 0.055 −0.64 −0.63 0.045 0.055 0.056
55 −0.26 −0.25 0.052 0.056 0.057 −0.77 −0.76 0.052 0.057 0.058
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Interestingly, B3LYP energies have similar behavior to that presented by long-range

corrected functionals in systems 11−2, with the switch from having CS to OSS ground

state occurring for m = 2. Regarding aromaticity, MCI results obtained with both

methodologies are in general very similar. The main differences are seen in MCICS

values of systems with m f 3. For 51−3 systems, the OPBE/cc-pVTZ aromaticity

values are slightly higher, and differ less from the corresponding MCIT values, than

those of the B3LYP/6-311+G(d,p) approach.

Scope

Overall, including both works, we conducted a thorough investigation into how various

structural modifications affect the electronic structure. All of these structural variations

are summarized in pannels b-d of Figure 6.3. We examined symmetrically substituted

central rings of sizes ranging from four to ten members (n-MRs), focusing on n = 5, 6,

9, and 10. Notably, the different sizes come with a variation of the oxidation state of the

central moiety, which is neutral for even-numbered rings and charged (either -1 or +1)

for odd-numbered rings. The exocyclic substituents were positioned opposite to each

other, similar to the para position in a 6-MR. Two primary peripheral substitutions

were explored: either dicyanomethylene (nRs) or a combination of a thiophene ring

with dicyanomethylene, denoted as DT for dicyanomethylene-thiophene (nRTs). With

DT, the aim is to create an extended delocalized system. We further diversified our

study by incorporating 7-MRs and heterocyclic 4-MRs and varying the exocyclic substi-

tution with different electron-donating groups (EDG) and electron-withdrawing groups

(EWG). In the case of 4-, 5-, 6-, and 7-MRs, we considered these groups at the 2,4-,

2,5-, para- (1,4-), and 2,5- positions (see blue atom labels in Figure 6.3), respectively.

For the 5- and 6-MRs, we also looked into additional exocyclic substitution patterns.

Finally, we checked the effects of elongating a 6-MR oligomer with various substituents

(X), exploring chain lengths (m) from 1 to 5 units (Xm systems).

Stability of Singlet and Triplet Open-Shell Forms

As it has been mentioned in the introduction and extensively discussed in Chapter 4,

quinoidal pro-aromatic molecules can exhibit small, and even negative, energy gaps

between singlet and triplet states, or singlet closed-shell and singlet open-shell states.

The latter is calculated either as the difference between the KS-DFT closed-shell (CS)

and open-shell (OSS) solutions: ∆ECS−OSS, or the KS-DFT singlet GS and the TDDFT
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S1 state: ∆ES1
. We focus the discussion on energy differences between minima on the

PES, thus all values discussed are adiabatic gaps.

In systems with n > 4 and m = 1 (including nRTs because we consider the

thiophene moiety as part of the DT exocyclic substituent), the ∆ES0−T range from 1.35

eV (31.1 kcal/mol), in 6R-3b, to -0.78 eV (-18.0 kcal/mol), in 6R-5b (See Table A.1 in

Appendix A for detailed results). In most cases, the ∆ES0−T consistently remain below

0.85 eV, and the mean value excluding the two systems with negative gaps is 0.70 eV.

In the case of 6RT, 10RT, 6R-5b, and 6R-5c, the ∆ES0−T is especially low, with

values under 0.22 eV (5 kcal/mol), and even negative for the latter two. Regarding

the ∆ES1
, for systems with less than two repeated central units, the values tend to

be around 1.0 eV higher than those of ∆ES0−T, except 9R and 6R-3b which are 0.2

eV lower (Table A.1). This implies that in general, the triplet state is more stabilized

than the optimized singlet excited state obtained at TD-B3LYP level of theory.

A key aspect for the potential applications of these systems is establishing whether

they possess CS or OS singlet ground state. For systems with m f 2, we observed

that the S0 is closed-shell in most of the cases. However, for molecules 6RT, 6R-5b,

and 6R-5c the open-shell singlet was found to be lower in energy. For instance, in

6RT, the ∆ECS-OSS is -0.07 eV and this state has an ïS2ð value of 0.723. In systems

6R-5b, and 6R-5c the ∆ECS-OSS are −0.78 and −0.44 eV and ïS2ð are 1.033 and

1.062, respectively. In the last two cases, the open-shell singlet and triplet states are

degenerate.

In systems with extended π-conjugation, m g 3, it is observed that generally the

ground state is the open-shell singlet (Figure 1 of the article in Section 4.2), with

the only exception of the amino substituted 33, as shown in Table A.4 in Appendix

A. This system has a CS S0, and the ∆ECS-OSS of 34 is only −0.09 eV. The NH2

substituent is the strongest EDG considered in our study and together with the

hydroxyl substituted (2m), both are the systems showing less stabilization of the

diradical forms. In contrast, phenyl-functionalized ligands, in systems 6-11, help the

stabilization of these diradical forms. Beyond the particular effect of each peripheral

substituent, a consistent correlation is observed where both the ∆ECS-OSS and ∆ECS-T

decrease as the system length increases. This trend reaffirms the findings from other

studies on poly-p-phenylenes, related oligomers, and polyacenes [513–516]. Generally,

the OSS is more stabilized than the T state, with ∆ECS-OSS taking larger negative

values than ∆ECS-T. This stabilization persists until longer chains with m = 5 are
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considered, at which point the OSS and T states become degenerate. This degeneracy

is attributed to the diradical electrons primarily located at the extremes of the chain,

which do not interact over these longer distances. As a result, the singlet and triplet

configurations become energetically equivalent.

The trends mentioned in the above text, driven by different substituent types, ring

sizes, and chain lengths, clearly illustrate how changes in molecular structure can

significantly alter the energies of different states. To better understand the impact

of structural modifications on the properties, including ∆ES0−T or ∆ES1
, we used

geometric, spin density, charge distribution, delocalization indices, and aromaticity

analyses. Each of these methods led to consistent results regarding the electronic nature

of these systems. Therefore, given their agreement, and to avoid repetition, we will

focus on the discussion of the aromaticity results. Furthermore, the determination of

aromaticity is key to unraveling the potential of these pro-aromatic quinoidal systems

for targeted applications.

Determination of Aromatic Character

The low energy gaps exhibited by Kekulé diradicaloids can be partially attributed

to the aromatic stabilization of the central ring in the triplet and OSS states. The

excited state or open-shell aromaticity of the systems under consideration is often

influenced by those resonance structures with Hückel-aromatic character in the central

ring, represented by the Lewis structure highlighted in red in Figure 6.3a. Yet, the

electronic nature of the excited states of TMTQ (here 10RT) has been a matter of

debate. First, the T1 state of this molecule was described as Baird aromatic [257].

Later, the detailed computational characterization by Jorner et al. [109] pointed

instead to a triplet state having a hybrid Hückel-Baird aromatic character, with a

low contribution (about 12%) of the Baird form. Despite the existing evidence, more

recent investigations [258] claim that the S1 state, with the same configuration as T1, of

10RT is predominantly Baird. Given the conflicting views and motivated by the new

experimental evidence, we conducted the study presented in Section 4.1. Additionally,

the data from Section 4.2 serves as an extension to 4.1, because it adds an item that

was unexplored which is the effect of the chain length.

To characterize the aromaticity and determine the extent of Hückel and Baird

character in our systems, we used established reference systems with known aromatic

character, represented in Figure 6.4. These model systems resemble either the Hückel
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or Baird Lewis structures of the central rings shown in Figure 2 of Section 4.1 and

Figure 6.3a). These structures show the differences in electron distribution present

in each of these forms: in Hückel structures, unpaired electrons are located outside

the central ring, whereas Baird forms are the result of a two-electron transfer from

the central ring to peripheral moieties with the unpaired electrons lying in the central

ring. This results in electron counts of 4n+2 or 4n in the central ring for Hückel and

Baird forms, respectively, both leading to more aromatic structures than closed-shell

forms, albeit with distinct electronic configurations. To simulate these Hückel and

Baird aromaticities, we considered simple rings and their corresponding doubly oxidized

cations or anions in the S0 and T1 states. The aromaticity values are listed in Table

A.2 in Appendix A.

Figure 6.4 Representation of the reference molecules considered in the study.

Unfortunately, the total values (non-spin-separated) of the indices do not offer

insightful differentiation between Hückel and Baird forms. For example, the Hückel

aromatic 1C6H6 and Baird aromatic 3C6H2+
6 , exhibit FLU values of 0.0000 and 0.0099,

and MCI values of 0.0717 and 0.0786, respectively. This indicates that both are

aromatic, but does not provide any distinction between the two types of aromaticity.

As it has been explained in the introduction and methodology chapters, the aromaticity

indices for open-shell wavefunctions can be separated to yield more informative calcu-

lations of |∆IND|/IND as described in Eq. (2.52). Low values of this ratio indicate

a predominance of Hückel aromatic character, while larger values suggest a greater

Baird aromatic character. Unfortunately, this approach cannot be applied to regular

TDDFT calculations. Thus it is not possible to directly determine the Baird character

of S1. Instead, given that the spatial distribution of electrons in S1 is homologous to
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the one in T1, we focus only on triplet results and consider that the S1 presents a

similar aromatic character. This approximation seems adequate in our case since both

states correspond to the same HOMO-LUMO excitation. Moreover, we corroborated

that by analyzing the partial charges of the central ring fragment and the energies of

Hückel and Baird forms computed with constrained DFT (C-DFT) [517], obtaining

consistent results for the S1 and T1 states (Figure A.2 in Appendix A).

Focusing on the triplet aromaticity results, there is a good agreement among

the various aromaticity indices used in our study, encompassing geometric (HOMA

and BLA), electronic (BOA, FLU, Iring, MCI, and AV1245), and magnetic measures

(NICS, GIMIC ring currents, and current strengths), as detailed in the supplementary

information on page 309. Despite some minor exceptions, the different indices give

consistent results (e.g. a R2 = 0.84 correlation between FLU and MCI1/n, as shown

in Figure A.1). Given this, we will center our analysis primarily on the FLU results.

The |∆FLU|/FLU values for the triplet states, which were used as references for Baird

aromaticity, are listed in Table 6.4.

Table 6.4 Dissection of FLU into spin parts for reference systems in the T1 state computed
at the B3LYP/6-311+G(d,p) level of theory.

system FLU FLU-α FLU-β |∆FLU| |∆FLU|/FLU

C4H4 0.0100 0.0032 0.0205 −0.0173 1.7305
C5H−

5 0.0188 0.0042 0.0465 0.0423 2.2466
C5H+

5 0.0085 0.0001 0.0373 0.0373 4.3826
C5H2Cl+

3 0.0169 0.0020 0.0424 0.0403 2.3916
C6H6 0.0238 0.0182 0.0316 0.0134 0.5648
C6H2+

6 0.0099 0.0003 0.0465 0.0462 4.6928
C6H2(CH3)2+

4 0.0155 0.0011 0.0469 0.0458 2.9504
C6H2Cl2+

4 0.0156 0.0029 0.0376 0.0347 2.2265
C7H−

7 0.0013 0.0014 0.0013 0.0001 0.0499
C9H−

9 0.0014 0.0011 0.0019 0.0008 0.5758
C9H+

9 0.0013 0.0003 0.0062 0.0059 4.3868
C10H10 0.0180 0.0148 0.0219 0.0070 0.3899
C10H2+

10 0.0058 0.0029 0.0145 0.0116 1.9993

Most of those systems expected to have Baird character demonstrate significant

|∆FLU|/FLU values, typically greater than 1.7. In contrast, 3C7H−
7 (the cyclohepta-

trienyl anion in a triplet state), contrary to the expected, shows a near zero value,

attributable to the negligible difference between the magnitude of the α and β compo-
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nents. Given the anomalous value, we decided to exclude 3C7H−
7 as a reference. Instead,

we estimated the Baird percentage not with the |∆FLU|/FLU but using charges, spin

densities, and C-DFT energies.

Now that we have thoroughly reviewed the reference systems and key aspects

for interpreting the forthcoming results, we discuss the main findings of publications

presented in Chapter 4. For comprehensive details, the reader is referred to the

respective sections within that chapter. This discussion will specifically focus on the

impact of structural modifications on the electronic structure and aromatic character

of quinoidal molecules. A summary of the FLU aromaticity results dissected into its α

and β components and |∆FLU|/FLU, along with the computed %Baird character, for

the T1 of the most relevant quinoidal systems studied is presented in Table 6.5.

In the following analysis, we evaluate the FLU values and other pertinent results,

categorizing the structural variations into distinct types: the size and charge of central

rings, the expansion of the π-system via the addition of DT moieties and the increase

in the number of m units in the 6-MR oligomer, as well as the impact of substituents,

specifically EDGs and EWGs. Each of these categories provides unique insights into

the relationship between molecular structure and the resultant electronic and aromatic

properties.

We initiate our examination with the different ring sizes in the nR series, comprising

compounds with n of 5, 6, 9, and 10 members. Interestingly, no linear trend is observed

in the aromatic characteristics as ring size varies. Instead, we noted that Baird

character is significantly more pronounced in rings with odd n (5R and 9R), compared

to even-numbered ones (6R and 10R), as reflected by their higher %Baird values. A

closer look at the values reported in Table 6.5 reveals that 10R has %Baird based on

FLU values comparable to 9R. However, this observation is not in good agreement

with the %Baird calculated from QTAIM charges, spin densities, and C-DFT relative

energies. Considering the consistency across multiple indicators, it is plausible that

the FLU values for 10R might be biased. And we potentially attribute that to the

relatively low |∆FLU|/FLU value of 1.9993 for the C10H2+
10 reference, approximately

half of the values obtained for other 5, 6, and 9-MR systems, which are around 4.

Simultaneously, the charge of these rings plays a pivotal role in determining their

aromaticity. Neutral rings, such as 6R and 10R, display a tendency towards Hückel

aromaticity. This is contrasted with the charged ring species 5R and 9R, which exhibit

higher %Baird aromatic character. This differentiation underscores the significant
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Table 6.5 FLU, ³- and ´-FLU, |∆FLU|/FLU and %Baird values for the quinoidal systems
studied in 4.1 and 4.2 in the T1 state computed at the B3LYP/6-311+G(d,p) level of theory.
The labels ‘A’, ‘B’, and ‘C’ in 52 to 55 denote different ring types: ‘A’ are the outermost
rings, while ‘B’, and ‘C’ are the central rings, as illustrated in Figure 6.5, which appears later
in this section.

Molecule FLU FLU-α FLU-β |∆FLU| |∆FLU|/FLU %Bairda

5R 0.0124 0.0026 0.0315 0.0288 2.3312 53.19
6R 0.0034 0.0016 0.0056 0.0040 1.1592 24.70
9R 0.0104 0.0029 0.0224 0.0195 1.8623 42.45
10R 0.0068 0.0044 0.0106 0.0062 0.9112 45.58
5RT 0.0148 0.0058 0.0268 0.0211 1.4177 32.35
6RT 0.0030 0.0025 0.0034 0.0010 0.3201 6.82
9RT 0.0300 0.0270 0.0337 0.0066 0.2214 5.05
10RT 0.0046 0.0041 0.0052 0.0010 0.2225 11.13
5R-5a 0.0123 0.0025 0.0295 0.0269 2.1923 50.02
5R-5b 0.0141 0.0049 0.0288 0.0239 1.6961 38.70
5R-5c 0.0178 0.0070 0.0332 0.0263 1.4766 33.69
6R-5a 0.0034 0.0023 0.0045 0.0021 0.6242 13.30
6R-5b 0.0021 0.0021 0.0021 0.0000 0.0002 0.01
6R-5c 0.0037 0.0035 0.0039 0.0004 0.1114 2.37
6R-3a 0.0120 0.0200 0.0065 0.0135 1.1239 23.95
6R-3b 0.0148 0.0300 0.0052 0.0248 1.6775 35.75
6R-3c 0.0059 0.0114 0.0026 0.0088 1.4777 31.49
4RN-5 0.0101 0.0115 0.0203 0.0088 0.8696 —
4RO-5 0.0180 0.0047 0.0378 0.0331 1.8453 —
7Ra 0.0085 0.0133 0.0061 0.0072 0.8491 —
7Rb 0.0087 0.0125 0.0060 0.0065 0.7431 —
52 (A) 0.0049 0.0025 0.0079 0.0054 1.0984 23.41
53 (A) 0.0058 0.0028 0.0097 0.0069 1.1946 25.46
53 (C) 0.0023 0.0018 0.0027 0.0009 0.3797 8.09
54 (A) 0.0062 0.0029 0.0105 0.0076 1.2378 26.38
54 (B) 0.0022 0.0018 0.0025 0.0007 0.3223 6.87
55 (A) 0.0063 0.0029 0.0109 0.0080 1.2676 27.01
55 (B) 0.0022 0.0018 0.0026 0.0008 0.3606 7.68
55 (C) 0.0019 0.0017 0.0019 0.0002 0.0969 2.06
aEntries where results were not reported are due to unreliability, arising from the
reference compound exhibiting a very low |∆FLU|/FLU value, attributed to closely
similar FLU-³ and FLU-´ values.

influence of the ring’s charge on its aromatic nature. We hypothesized that this is due

to the less pronounced structural reorganization required in the charged species. In
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these cases, it is required a lower variation in the number of π-bonds from quinoidal S0

to achieve the Baird type T1/S1 (see Figure 2 in Section 4.1).

The inclusion of DT units to the original nR series leading to nRT compounds

significantly impacts the aromaticity of these molecules. The addition of external

thiophene units leads to an increase in conjugation, thereby stabilizing the unpaired

(diradical) electrons at the exocyclic arms. Thus, this extended conjugation results

in a reduction of the Baird character in the T1 and S1 states, compared to the nR

counterparts. In the case of %Baird based on FLU values, this reduction ranges from

18 to 37%. This finding highlights a complex interplay between conjugation length

and the type of aromaticity exhibited.

An alternative to evaluate the effect of extending the π-system length is the

analysis of increasing m in the 6-MR oligomers. For this analysis, we categorized the

6-MRs based on their positions: type A for the outermost rings adjacent to terminal

substituents, type B for rings in between terminal and other central rings, and types A’

or C for the central rings in systems with odd m. These classifications are illustrated in

Figure 6.5. Before examining the Baird character, we first assessed the overall aromatic

nature of these Chichibabin systems across the triplet, closed-shell, and open-shell

singlet states. We found that for m f 2, the OSS solution converges to the CSS state,

for larger m values we obtained different solutions, so we can only evaluate the OSS

states for m > 2. In general, a subtle increase or maintenance of aromatic character

is observed in each ring type as m increases, as evidenced by marginally higher or

similar MCI (see Figure 6.5) and FLU (refer to Table 6.5) values. Focusing on Baird’s

character, we note a decrease in the %Baird of central rings (types A’ and C) with

increasing m. Conversely, there is a slight increase in Baird character for type B rings,

and a more noticeable enhancement in the outermost type A rings, reaching up to 27%

Baird character.

The final aspect of our investigation focuses on various exocyclic substitution

patterns. We explored different substitutions using negatively charged 5-MR, neutral

6-MR, and cationic 7-MR central rings, incorporating various electron-withdrawing

groups (EWG) and electron-donating groups (EDG) at different positions (as depicted

in panels b and d of Figure 6.3). Our modifications fell into two primary categories:

substitutions at the lateral positions and substitutions elsewhere on the central ring.

A convenient tool for analyzing the effect of substituents on molecular systems

is the inspection of spin density maps, which serve as reliable indicators of Baird
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Figure 6.5 MCI aromaticity values for A, B, and C rings of system 1m, with m = 1-5, in
the CSS, OSS, and triplet states at the OPBE/cc-pVTZ level of theory.

character. A significant spin density concentrated on the central ring suggests Baird

aromaticity. These findings are concisely summarized in Figure 6.6. We observed that

attaching EDGs to the central 5-MR and EWGs to the exocyclic 5-MRs (system 5R-5c)

enhanced the Baird character reaching a significant spin density located at the central

ring and %Baird value (> 50%). However, this increase was not obtained in the 6R-5c

system, suggesting the difficulty of inducing Baird aromaticity in rings with strong

Hückel aromatic characteristics. Shifting the strategy, we considered the possibility

of achieving excited-state Baird aromaticity by introducing electrons into an electron-

deficient conjugated ring. This led to the design of two compounds with a cationic

7-MR central ring, substituted with EDGs (7Ra and 7Rb). Thus, a combination of an

electron-deficient conjugated central ring with electron-donor exocyclic substitutions

emerged as a promising approach for achieving Baird aromaticity.

Finally, examining lateral substitutions in 6-MR oligomers revealed that aromatic

substituents and EWGs tend to stabilize the diradical(oid) Hückel form over the

closed-shell forms, in contrast to EDGs. These systems also show very low spin density

values in the central rings indicating strong Hückel aromatic character.

Guidelines for increasing the Baird character or stabilizing

the biradical(oid) states

Through our extensive investigation, we have garnered valuable insights into tuning

the Baird and Hückel characteristics of quinoidal systems. First, we should note

that enhancing the Baird aromatic character in symmetrically substituted quinoidal

compounds is challenging. Nevertheless, effective strategies involve designing molecules
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Figure 6.6 Spin density of most relevant studied systems, at B3LYP/6-311+G(d,p) level, in
the T1 state. The isodensity shown corresponds to a value of 0.005 e/bohr3. The positive
and negative spin values are represented in blue and red, respectively.

with a small, negatively charged central ring, coupled with small exocyclic substituents

functionalized with EWG and additional EDG attached to the central (Figure 6.7a)

ring to compensate for electron density loss in this central ring upon excitation. An

alternative approach is the combination of an electron-deficient conjugated central ring

with electron-donating groups on the periphery (Figure 6.7b), facilitating charge transfer

from the external substituents to the central moiety. Crucially, the choice of exocyclic

substituents should not favor the stabilization of the unpaired (biradical or biradicaloid)

electrons at these peripheral positions. Therefore, including extended pi-conjugated

chains is not an effective strategy. Additionally, our observations indicate that Baird

aromaticity is generally more pronounced in the S1 than in the T1, highlighting subtle

differences in their electronic properties.
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Figure 6.7 Substituents proposed to increase the Baird character.

In contrast, stabilizing the Hückel form and thus fostering stable biradical(oid)

states requires longer chain lengths. However, beyond a linear oligomer length of m

= 4 units, stabilization reaches a plateau since the unpaired electrons become more

localized at the chain ends and interact less over extended distances. The stabilization of

unpaired electrons is enhanced by more conjugated external substituents. Additionally,

EWGs attract the unpaired electrons also promoting the biradical state. Furthermore,

employing non-charged central rings minimizes charge transfer between the central and

side moieties, thus facilitating the formation of these states.

6.2 Exploring Aromaticity–Property

Relationships in (Sub)Phthalocyanines

This is the first of four sections, each dedicated to systems with topologically chal-

lenging features for aromaticity characterization. We begin with the discussion of

the study presented in Section 5.1.1, where we analyzed the aromaticity variations

within (sub)phthalocyanines and related structures, alongside their correlation with

changes in the UV-visible spectra and HOMO-LUMO energy gaps. The investigated

systems include: (sub)phthalocyanine, (sub)porphyrin, (sub)porphyrazine, and tri- and

tetrabenzoporphyrin. These systems can exhibit multiple pathways with delocalized

electrons (see Figure A.3 in Appendix A), offering distinctive electronic and optical

properties desirable in various applications.

The characteristics of these systems give rise to two primary challenges in the

computational assessment of their aromaticity. First, as highlighted in Section 1.3.2,

the choice of the DFA critically impacts the electronic structure predictions. Second,

the substantial ring sizes of these molecules hinder the use of MCI, the most reliable

electronic aromaticity index [147, 148]. These factors, combined with the chemical

complexity of (sub)phthalocyanines, not only complicate the interpretation of the
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results but also make it difficult to draw direct structure-property correlations, un-

like what is often possible with smaller/simpler aromatic or antiaromatic monocyclic

compounds. Our discussion will thus begin by summarizing the methodology used to

select the CAM-B3LYP/cc-pVTZ level of theory, proceeding with the research scope,

absorption spectra, HOMO-LUMO and singlet-triplet energy gaps, and aromaticity

results, concluding with an examination of the correlations among spectroscopic and

aromatic properties.

Choice of the DFT Functional

To select an optimal DFA for geometry optimization and the calculation of UV-Vis

absorption spectra and aromaticity, we have taken into account findings from previous

literature alongside a comparison of selected functionals. Preceding investigations

[76, 144–146, 518] highlighted the superior accuracy of range-separated functionals,

such as CAM-B3LYP, in characterizing aromatic systems due to reduced delocalization

errors when compared to commonly used GGA functionals like B3LYP. Taking this

into account, we also examined the performance of various DFAs, including B3LYP,

CAM-B3LYP, ωB97X, M06-2X, TPSSh, and LC-ωHPBE functionals for geometry

optimization; and B3LYP, CAM-B3LYP, ωB97x-D, M06-2X, and optimally tuned

long-range corrected OT-LC-BLYPb for the calculation of the UV-Vis spectra. We

compared our computational results with available experimental data for phthalocyanine

(Pc) and subphthalocyanine (SubPc). In both—geometry optimizations and UV-Vis

calculation—cases, the basis set used was the cc-pVTZ. Moreover, in the case of UV-Vis

analysis we employed the polarizable continuum model to include the solvent effect of

tetrahydrofuran (THF), using scrf=(pcm,solvent=THF) keyword, to better reproduce

experimental conditions.

X-ray crystal structures of Pc [520] and SubPc [521] were compared with computed

values obtained with DFA/cc-pVTZ. For bond lengths, angles, and—in the case of

the contracted system, SubPc—bowl-depth distances (P1 and P2) the results are

collected in Tables A.5 and A.6 (Appendix A). The mean absolute errors (MAE) of

these parameters compared to X-ray data are presented in Table 6.6. Analyzing the

MAE data, TPSSh stands out with the lowest MAEs for Pc and good performance

for SubPc, tied with CAM-B3LYP for the second place. Despite a higher MAE for

bIn OT-LC-BLYP, the optimized attenuating parameter (É) has been obtained minimizing J
∗ as

described in Eq. (2.33). For better performance, the calculation of optimized É was done without
the implicit solvent correction [519]. We obtained optimized É values of 0.1819 and 0.1937 a.u.−1 for
Pc and SubPc, respectively.
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Pc, CAM-B3LYP is validated as a robust choice. B3LYP consistently shows reliable

results for both systems.

Table 6.6 Mean absolute error of the structural parameters with various DFAs for Pc and
SubPc. Distances are in Ångströms and angles in degrees.

Pc SubPc

bond
lengths

angles total
bond

lengths
angles P1, P2 total

B3LYP 0.006 0.7 0.26 0.009 0.2 0.06 0.05
CAM-B3LYP 0.007 0.7 0.25 0.009 0.5 0.06 0.09
ωB97X 0.007 0.6 0.21 0.010 0.7 0.08 0.13
M06-2X 0.007 0.7 0.25 0.009 0.7 0.08 0.12
TPSSh 0.004 0.5 0.17 0.008 0.5 0.06 0.09
LC-ωHPBE 0.008 0.6 0.20 0.012 1.0 0.07 0.17

The UV-Vis results, corresponding to the characteristic Q and B bands for this

class of compounds, obtained with the five functionals have been compared to the

experimental values (see Figure 6.8 and Table 6.7). In all cases, the deviations (∆λ)

found are below 74 nm (equivalent to 0.3 eV) for the Q band and 53 nm (equivalent to

0.7 eV) for the B band, aligning with values documented in the literature for computed

spectra [522, 523]. All functionals tend to overestimate the experimental energies of

both Q and B bands, with the exception of the B band in SubPc correctly predicted

with B3LYP. In the case of OT-LC-BLYP, while we observe an improvement in the

accuracy of predicted λmax values for the B band, its performance for the Q band does

not show improvement over other long-range corrected functionals. Consequently, the

use of OT-LC-BLYP in this context may not constitute a broadly advantageous strategy.

Transitioning to the reproduction of band intensity results, which are proportional to

the oscillator (f), it is observed that none of the computational methods accurately

capture the correct relative intensity of Q and B bands. This discrepancy is clearly

exemplified in Figure 6.8 for CAM-B3LYP.

Although B3LYP stands out as the best candidate among the tested functionals for

accurately reproducing excitation energies in Pc and SubPc, Mewes et al. [518] proved

the limitations of energy benchmarks, since for Mg-porphyrin B3LYP provided good

excitation energies but gave a poor description of the wavefunction in terms of exciton

size and electron-hole correlation wavefunction descriptors. In contrast, CAM-B3LYP,

despite producing slightly less accurate energies, excels in wavefunction accuracy.

Further, CAM-B3LYP is favored for aromaticity characterization due to its reduced

232



6.2 Exploring Aromaticity–Property Relationships in (Sub)Phthalocyanines

Figure 6.8 Comparison of the computed (CAM-B3LYP/cc-pVTZ) vs. experimental absorp-
tion spectra for a) Pc and b) SubPc in THF. See computational and experimental details
in Section 5.1.1. The numbers in black correspond to the maximum intensity of the band
(¼max), and ∆¼, in red, is the difference between experiment and computed values, all in nm.

Table 6.7 Computed wavelengths, ¼max (in nm), with the errors compared to experimental
data (∆¼), and oscillator strengths (f ) for the Q and B bands at DFA/cc-pVTZ PCM=(THF)
level of theory, for Pc and SubPc. The geometries were optimized at CAM-B3LYP/cc-pVTZ
level of theory in gas phase.

Pc SubPc

λmax ∆λ f λmax ∆λ f

Q
b

a
n

d

B3LYP 612.8 −58.2 0.619 505.0 −60.0 0.432
CAM-B3LYP 636.3 −34.7 0.675 503.3 −61.7 0.475
ωB97x-D 650.0 −21.0 0.667 503.9 −61.1 0.474
M06-2X 615.3 −55.7 0.698 505.0 −60.0 0.432
OT-LC-BLYP 630.1 −40.9 0.607 502.8 −62.2 0.434

B
b

a
n

d

B3LYPa 333.5 −14.5 0.253 304.8 −0.2 0.284
327.4 −20.6 0.531 — — —

CAM-B3LYP 297.0 −51.0 1.139 262.9 −42.1 0.866
ωB97x-D 294.8 −53.2 0.956 260.4 −44.6 0.861
M06-2X 295.2 −52.9 1.124 261.4 −43.6 0.506
OT-LC-BLYP 316.9 −31.1 0.964 277.7 −27.3 0.557

aAt B3LYP/cc-pVTZ level of theory, the B1 and B2 bands in Pc are close in energy, but not
degenerate, differing by 6.1 nm (or 0.1 eV).

delocalization errors compared to B3LYP, as supported by other studies [76, 144–146].

Considering these aspects and the acceptable error range of CAM-B3LYP, we opted

for CAM-B3LYP/cc-pVTZ approach. Ultimately, this methodology proved to be an
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optimal choice in predicting excitation energies as there is a robust correlation between

experimental and computed Q and B λmax values across all systems studied, with R2

values of 0.98 and 0.94, respectively (refer to Figure A.6).

Scope

This study explores the structural variations among Zn coordinated: porphyrin

(P), porphyrazine (Pz), tetrabenzoporphyrin (TBP), phthalocyanine (Pc), and

Zn-subporphyrin (ZnSubP); and B-H coordinated: subporphyrin (SubP), subpor-

phyrazine (SubPz), tribenzosubporphyrin (TBSubP), and suphthalocyanine (SubPc)

systems represented in Figure 6.9b.

Figure 6.9 Metal- or B-X-coordinated (sub)porphyrin, (sub)phthalocyanine, and variants
studied in Section 5.1.1, organized by structural modifications with respect to porphyrin (P).
The structural differences are highlighted in dark blue (N-meso) and magenta (fused 6-MR).
In subporphyrin, we considered both central Zn- and B-Cl-coordination.

The selection is based on our aim to elucidate how these key modifications alter

the molecules’ aromaticity and electronic properties. Specifically, we examine: (i)

the substitution of CH with N at meso positions (x axis in Figure 6.9b); (ii) the

incorporation of C4H4 fragments at β positions to have isoindoles in place of pyrroles

(y axis in Figure 6.9b); (iii) the reduction of pyrrole or isoindole units from four to

three, referred hereafter as ‘molecular contraction’ (z axis in Figure 6.9b); and (iv) the
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replacement of a central Zn atom with B-Cl in SubPc. This latter modification aims

to determine whether the central coordination, different in tetra- or tri-unit systems,

plays a critical role in the comparative analysis of these two groups. Our analysis is

centered in i–iii, intentionally omitting further effects of central atom axial ligation

and peripheral substitutions—which affect the π-system, albeit in a more indirect

manner—to concentrate on changes directly influencing the π-system.

Absorption Spectra, HOMO-LUMO, and Singlet-Triplet Gaps

In our analysis, we compared the absorption spectra of the different systems considered

to reveal the effect of the structural changes discussed earlier. Figure 6.10 represents the

computed absorption spectra of a) tetra-unit systems and b) tri-unit systems (with the

results for P presented in black in both graphs to facilitate a comprehensive comparison).

Using P as the reference, in panel a) we observe that Pz, TBP, and Pc present a red

shift in the Q band, alongside a blue shift in the B band. Conversely, in panel b), the

subphthalocyanine derivatives (SubP, SubPz, TBSubP, and SubPc) show a blue

shift in both the Q and B bands relative to P. For a detailed characterization and

analysis of the bands, the reader is referred to Section 5.1.1.

The systems explored allow to asses how N-meso substitution, the integration of

fused benzene rings, and the contraction of the tetra-pyrrole/isoindole forms, influ-

ence electronic transitions, leading to observable spectral shifts in Q and B bands.

Importantly, as we discussed in Sections 1.3.1 and 5.1.1 these electronic transitions

are directly linked to the molecular orbitals involved, as explained by the Gouterman

model (Figure 1.17). Specifically, N-meso substitution significantly stabilizes the a2u

molecular orbital in Pz and Pc, as well as the a1 orbital in SubPz and SubPc (see

Figure 1 in Section 5.1.1 and Figures A.7 and A.8). This manifests as a blue shift in

the B band of these systems when compared to P. Alternatively, the incorporation of

C4H4 fragments at β positions narrows the gap between the a1u (a2) and eg (e) orbitals

in TBP and Pc (TBSubP and SubPc), which has a greater effect on the Q band,

producing a red shift relative to (sub)porphyrin. Finally, all contracted molecules

display higher absorption energies in the Q and B bands than their non-contracted

counterparts, due to larger energy gaps between their frontier orbitals. These changes

affirm the significant role of π-system modifications on their optical properties. Our

analysis reveals a robust correlation of the Q λmax with ∆εa1u−eg
(∆εa2−e), giving an

R2 = 0.96; and a relationship between the B λmax and ∆εa2u−eg
(∆εa1−e) with an R2

= 0.92, as presented in Figure 4 of Section 5.1.1.
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Figure 6.10 CAM-B3LYP/cc-pVTZ absorption spectra of a) tetra- and b) tri-unit systems.

In the case of the B band, although there is a notable correlation, the data points

tend to cluster, leading to an uneven distribution across the regression line. This

observation highlights the limitations of the Gouterman model, which only focuses

on the frontier orbitals (HOMO-1 → LUMO, and HOMO → LUMO transitions). To

address the potential impact of additional transitions, we have extended the Gouterman

model to include a broader range of orbitals. Rather than correlating B band’s λmax
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with ∆εa2u−eg
(∆εa1−e), we calculated a weighted ∆ε that incorporates all orbital

transitions involved in the B band. The weighting factors were derived from the

transition weights obtained through TDDFT calculations. This approach allowed us to

compute a weighted ∆ε, and the results for all systems, along with the new correlation

using this weighted ∆ε, are presented in Table A.7 and Figure A.9 in Appendix A. In

all cases except for Pz, the transition with the highest weight corresponded to the

a2u → eg (a1 → e) excitation. By including not only this main transition but the

effect of secondary transitions, we achieved an improved correlation with a more even

distribution of data points and an R2 of 0.98 (excluding Pz), as shown in Figure A.9. In

the case of Pz, the states associated with the B bands exhibit a significant contribution

(with a TDDFT weight of 0.49 and a resulting weighting factor of 0.34, see Table 6.8)

from the b2u → eg transition. This predominant transition sets Pz apart from the

other systems and explains its outlier behavior in the correlation.

Table 6.8 Orbital transitions involved in the B band of Pz, symmetry and ∆ε in eV of
the corresponding orbitals, and weighting factor; all computed at CAM-B3LYP/cc-pVTZ
(solvent = THF) level of theory. The resulting weighted ∆ε = 6.22 eV. The isocontour for
the orbitals is 0.02.

transition orbital symmetry ∆ε weighting factor

a2u, eg 6.97 0.18

eg, b1u 6.54 0.11

b2u, eg 6.48 0.34

a2u, eg 6.03 0.26

a1u, eg 4.32 0.11

Additionally, we explored the ∆EST to later determine if it holds any relationship

with the aromaticity of the systems. For this purpose, we computed the triplet vertical

excited states using TDDFT, as detailed in Table 6.9, which also includes a comparison

with the TDA results.
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Table 6.9 ∆ES1Tx
(where x = 1 or 2) values computed with TD- and TDA-DFT using CAM-

B3LYP/cc-pVTZ in gas phase. The reference S1 energies correspond to the TD formalism.
The energies of the first two degenerate roots (labeled T1) and subsequent degenerate roots 3
and 4 (labeled T2) have been calculated at both TD and TDA levels.

system ∆ES1T1
(TD) ∆ES1T2

(TD) ∆ES1T1
(TDA) ∆ES1T2

(TDA)

P −1.09 −0.23 −0.47 −0.21
Pz −1.48 0.41 −0.92 0.62
TBP −1.05 0.10 −0.58 0.23
Pc −1.55 1.04 −0.91 1.28
SubP −1.12 −0.44 −0.66 −0.40
SubPz −1.41 0.14 −1.03 0.24
TBSubP −1.04 0.04 −0.71 0.18
SubPc −1.34 0.63 −0.96 0.96

The orbitals involved in the first two degenerate triplet excited states (collectively

referred to as T1), are the same as in S1 (associated with the Q band). We found that

the energy of T1 presents a positive correlation with S1 and the ∆εa1u−eg
or ∆εa2−e,

with an R2 of 0.81 and 0.89, respectively. However, we find a poor correlation (R2 =

0.39) between the ∆EST and the ∆ε. Thus, by knowing the ∆ε we can predict the

behavior of the T1, but not the ∆EST .

Aromaticity

The characterization of aromaticity in phthalocyanines and subphthalocyanines, as

previously introduced in Sections 1.2.3 and 5.1.1, is a complex topic due to their size,

topology, and multiple π-electron circuits, necessitating descriptors beyond traditional

methods. In this context, it is crucial to employ an approach that integrates both

global and local aromaticity metrics to discern the most conjugated pathways. The

use of multiple indices, including GIMIC, HOMA, FLU, AV1245, AVmin, EDDBP, and

limiting value of EDDBP, provides a comprehensive analysis.

In the case of current density maps and net current strengths, it is important to note

that for non-planar structures, the orientation of the external magnetic field (usually

defined perpendicular to the molecular plane) is not straightforward. To estimate the

induced currents we used two different orientations of the magnetic field (Figure 6.11):

one perpendicular to the plane formed by the nitrogen atoms of the three pyrroles, and

the other perpendicular to the σxy plane pointing towards the z direction.
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Figure 6.11 Current density in the S0 state visualized using the LIC representation in
SubPc. The visualized plane on the left side (a) is located at 2 Å below the Zn/B atom and
the plane on the right (b) is 1 Å below the pyrrole/isoindole ring. The color scale corresponds
to the strength of the modulus of the current density susceptibility in the range of 0.0001
(red) to 0.4 (white) nA·T−1

·Å−2. For illustrative purposes, we depicted the orientation of
ZnSubP, which is representative for all the systems under consideration.

From the resulting GIMIC calculations, we obtained both qualitative (current

densities) and semiquantitative (current strengths) results. According to the convention,

in the current density plots the current flowing clockwise is known as diatropic (and its

integrated current density is positive), while a counterclockwise current is paratropic

(the integrated current density is negative). All systems present diatropic currents with

high current strengths, larger than benzene, indicating aromaticity (see Figure 5 in

Section 5.1.1 for the current strengths, and Figure A.10 in Appendix A for current

density plots of P, Pz, TBP, and Pc). These currents are divided into two fluxes at

the α position, resulting in half of this current passing through the i pathway and the

other half through the o pathway. The analysis of current densities and strengths in

these systems does not offer an unambiguous strategy for distinguishing between the

aromaticity of different circuits.
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Figure 6.12 Relationships between AV1245 and a range of aromaticity indices for the
aromaticity values of the iii(i) (green triangles) and ooo(o) (red circles). Each plot represents
the correlation with a different aromaticity index as follows: a) AVmin, b) FLU, c) EDDBp, d)
limiting value of EDDBp in the atom sequence, e) HOMA, and f) averaged induced current
strengths obtained with GIMIC.

Instead, the electronic indices and the HOMA allow for a clearer distinction of the

aromaticity in the different pathways. There is a disagreement between different indices

when assigning the most aromatic pathway. HOMA, FLU, and EDDBP always (in all

systems) detect the iii(i) pathway as the most aromatic. On the contrary, AV1245 and

AVmin, for the contracted systems agree that the most aromatic pathway is the ooo,
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while for non-contracted systems they differ only in some cases. If we only consider the

i and o pathways, AV1245 and AVmin are agreement with HOMA, FLU, and EDDBP

for Pz, TBP, and Pc, giving the highest values for the iiii pathway. However, when

we consider also the pathway passing through the fused benzene rings (bbbb), AV1245

exhibits the maximum value for this pathway. Then, contrary to the former group of

indices, in the case of P, both AV1245 and AVmin determine the oooo pathway as the

most aromatic.

We found that for our purpose, more important than determining the most aromatic

pathway, is that the different indices consistently reproduce the variations in aromaticity

of a specific pathway (iii(i) or ooo(o)) with structural modifications. To compare the

results of the different indices, we plotted each index against AV1245 to assess their

inter-relationships in Figure 6.12. The correlation plot in panel b) reveals a negative

relationship in both pathways between FLU and AV1245 values. In this context,

considering that a smaller FLU value indicates greater aromaticity, while the opposite is

true for AV1245, this suggests a direct proportionality in their variations of aromaticity.

In the case of the other indices they present good positive correlations (R2 ≈ 0.80)

in either the (iii(i) or ooo(o)) pathway, but show poorer relationship in the other

pathway with R2 f 0.65. In the latter case, the correlation improves significantly when

considering separately the groups of phthalocyanines and subphthalocyanines. This

improvement can be attributed to the distinct structural and electronic characteristics

inherent to each group, which become more evident in certain cases.

Interplay Between Molecular Properties

The core of our analysis is to understand the relationship between the aromaticity

and various properties of the different systems. To synthesize our findings from

absorption spectra, ∆ε, ∆EST, and aromaticity analyses, we constructed a correlation

matrix (Figure 6.13) with the properties examined. This matrix interlinks the results

obtained from the AV1245 of iii(i)/ooo(o) pathways, UV-vis absorption spectra,

∆εH−L (corresponding to ∆εa1u−eg
and ∆εa2−e), ∆εH-1−L (corresponding to ∆εa2u−eg

and ∆εa1−e), and ∆EST, enabling the collective discussion of these results.

Our analysis underscores that evaluating the four orbital energies (Gouterman

model) alone is insufficient for a comprehensive understanding of some optical properties,

specially the shifts in the B band and the ∆EST show somewhat ambiguous correlations

with ∆ε. These findings suggest the need for an extended model that introduces

complexity beyond the simplicity of the original approach. In this case, aromaticity
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Figure 6.13 Correlation matrix showing the pairwise Pearson correlation coefficients between
several molecular properties including ¼max for Q and B bands, ∆εa1u−eg

and ∆εa2u−eg
(or

∆εa2−e and ∆εa1−e), ∆EST, and the AV1245 values for iii(i) and ooo(o) pathways. The color
intensity and circle size are proportional to the absolute value of the correlation coefficient.
Positive correlations are displayed in blue and negative correlations in red.

can provide a more complete and chemically intuitive framework for interpreting their

spectral features. For the B band, unfortunately, the correlation with AV1245 is of the

same order as ∆ε, indicating no substantial improvement. On the contrary, in the case

of ∆EST, aromaticity (AV1245) shows a stronger correlation. For the Q band λmax,

where the correlation with ∆ε was already strong, AV1245(o) exhibits comparable

correlation.

Overall, we have established a direct correlation between the aromaticity of the iii(i)

and ooo(o) pathways in (sub)phthalocyanines and their spectroscopic characteristics.

In certain cases, the correlation with AV1245 values improves upon the results obtained

with the Gouterman model, while in the worst cases, it matches its performance. These

findings enhance our understanding of the structure-property relationship, offering a

strategic framework for designing novel phthalocyanine derivatives with custom-tailored

properties.
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6.3 Global Aromaticity in Nanographene

Turning to a distinct class of macromolecular systems with potential aromatic character,

we explored C80H30 curved nanographene. Similar to porphyrin-related systems, this

molecule has multiple rings that allow for different aromatic or antiaromatic local and/or

global delocalization pathways. Additionally, akin to the cases of subphthalocyanines

and subporphyrins, the non-planar structure of this system gives it unique electronic

features and represents an interesting example of non-planar aromaticity. Therefore,

the study of π-electron aromatic circuits in curved nanographenes is not only appealing

from a theoretical perspective but also for their potential applications.

In particular, we studied the aromaticity of C80H30 warped nanographene (Fig-

ure 6.14a), characterized by bowl- and saddle-shaped sections originated by the presence

of one 5-MR and five 7-MRs. Experimentally, two isomers were identified in the X-Ray

structure: PMPMP and MPMPM (shown in Section 1.3.2), based on their chirality.

Computational analysis at the B3LYP/6-31G(d) level of theory revealed that both

isomers are isoenergetic [291]. Given their equal stability, we expect them to also be

equivalent in terms of their aromatic properties. Consequently, our analysis is centered

on the PMPMP-isomer.

To evaluate the aromaticity of this complex system, we consider applying Clar’s

rule, traditionally used for simpler, planar polycyclic aromatic hydrocarbons (PAHs).

While Clar’s π-sextet model has been successfully employed to determine π-electron

distributions in benzoid PAHs, the non-planar geometry and with the presence of

defects (i.e. 5- and 7-MRs) in warped nanographene pose a distinct challenge in this

context. According to Clar’s rule, the molecule is expected to have one π-sextet at

each of the external type III 6-MRs, accounting for a total of 60 π-electrons, and

two additional migrating Clar sextets at the five 6-MRs (type I) of the corannulene

core, contributing an extra 20 π-electrons (Figure 6.14b). However, the considerable

distortion of the structure raises questions about how accurately this model reflects

the molecule’s actual aromaticity. To tackle these complexities, we have tested the

applicability of Clar’s model to this unconventional structure. We used geometric

(HOMA), electronic (FLU and EDDB), and magnetic (NICS, magnetic (de)shielding

isosurfaces, and GIMIC) aromaticity indices. Overall, the objective of this project,

as elaborated in Section 5.2 of Chapter 5, is to determine the global aromaticity of

PMPMP-C80H30 isomer.
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Figure 6.14 Representation of a) PMPMP-isomer of C80H30 nanographene, and b) Clar
sextets depicted as magenta circles. C80H30 has 80 Ã-electrons: 20 in the corannulene core
and 60 in type III rings.

Magnetic Aromaticity in Non-Planar Structures

Taking into account the difficulties for magnetic aromaticity indices to be employed

for non-planar systems, we opted to explore not only the PMPMP-isomer but also a

planar structure. The latter was optimized with the constraint of maintaining D5h

symmetry. This approach facilitates the use of a model system for characterization,

though it is important to note that all indices have been computed for both the

planar and non-planar forms, recognizing the significant approximation the planar

model represents in comparison to the relaxed structure. Both structures have been

optimized at BP86-D3/TZ2P level of theory, as implemented in the ADF package.

However, in light of previous studies cited in earlier chapters [76, 144–146], which

underscore the limitations of BP86 in describing aromaticity in expanded porphyrins,

our analysis shifted towards employing the CAM-B3LYP-GD3BJ/6-311G(d,p) level

for electronic structure corrections. This is also supported by the proven accuracy of

this methodology in electronic and magnetic properties of similar systems, as reported

by Lehtola et al. [524].

Just as with our earlier analysis of subporphyrins and subphthalocyanines, the

orientation of the magnetic field relative to molecular geometry is a critical factor

in accurately assessing the aromaticity of the PMPMP-isomer. Especially since our

methodology includes a detailed analysis of magnetically induced current densities,

utilizing magnetic indices. For the planar constrained structure, we defined the magnetic

field perpendicular to the molecular plane. However, the non-planar PMPMP-isomer
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required different magnetic field orientations due to its distorted structure. Various

orientations were examined (shown in Figure 6.15) to accurately assess aromaticity.

Figure 6.15 Different orientations of the magnetic field vector (B) with respect to the
molecular structure of the PMPMP-isomer of nanographene. Corresponding to Figure S1 in
6.2.1-SI, which can be accessed from the link in Appendix A.

Local Aromaticity

To gain an initial understanding of the system, even though our primary focus is

on characterizing the global aromaticity, it is important to also examine the local

aromaticity of the individual rings forming the molecule. This approach also helps in

identifying the presence of localized π-sextets. The aromatic character of the different

ring types has been evaluated using FLU, HOMA, and normalized MCI indices. The

results reveal that the external hexagons (rings III to III'''') exhibit the highest local

aromaticity, as indicated by higher HOMA values indicating similar C–C distances to

isolated benzene (Table 6.10). The small 0.004(5) FLU and large MCI1/n around 0.6

also support the result of having localized π-sextets in rings III(
''''

). In contrast, the

6-MRs of type I and II are aromatic to a lesser extent, with the latter type being the

least aromatic. This observation aligns with the Clar structure of nanographene shown

in Figure 6.14b.

Having observed the varying degrees of aromaticity in the 6-MRs, we move to the

analysis of the remaining 5- and 7-MRs. These rings along with the type II 6-MRs, are

categorized as non-aromatic according to Clar’s nomenclature. The adjacent 6-MRs
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Table 6.10 Aromaticity results of the small ring moieties (5-MR, 6-MRs, and 7-MRs,
represented in the Scheme on the right side of the table) according to FLU, HOMA, and
MCI1/n in PMPMP-isomer and constrained planar structure of C80H30 nanographene.

PMPMP-isomer FLU HOMA MCI1/n

5-MR 0.033 0.870 0.4029
6-MR I 0.013 0.383 0.5307
6-MR I' 0.020 0.054 0.4965
6-MR I'' 0.017 −0.094 0.5141
6-MR II 0.023 0.135 0.4624
6-MR II' 0.022 0.254 0.4717
6-MR II'' 0.020 0.125 0.4793
6-MR III 0.004 0.866 0.6009
6-MR III' 0.004 0.882 0.6010
6-MR III'' 0.004 0.869 0.5979
6-MR III''' 0.005 0.844 0.5937
6-MR III'''' 0.005 0.862 0.5923
7-MR I 0.033 −0.202 0.3900
7-MR I' 0.033 −0.420 0.3908
7-MR I'' 0.031 −0.480 0.3981

planar structure

5-MR 0.037 −1.914 0.4008
6-MR I 0.020 −4.798 0.5208
6-MR II 0.024 −3.589 0.4752
6-MR III 0.005 0.150 0.5973
7-MR 0.036 −5.947 0.3970

potentially influence the paratropic behavior observed in 5- and 7-MRs, similar to

patterns in corannulene and coronene [525, 526]. The five 6-MRs labeled as type I

display a migrating π-sextet, resulting in a reduced aromatic character. However, the

HOMA values, which suggest aromaticity in 5-MRs and antiaromaticity in 7-MRs, are

not consistent with the observed aromaticity in rings II and I. This inconsistency is

attributed to the highly strained structure of the nanographene, particularly in its

planar form. Such structural strain, as noted in previous studies [527, 528], leads to

minor alterations in the cyclic π-electron delocalization in C80H30 nanographene.

The nanographene structure features two notable motifs. The 5-MR and adjacent

five 6-MRs exhibit a pattern of aromaticity akin to corannulene but with slightly di-

minished aromaticity in the 6-MRs. This pattern is characterized by a radial structure

that prevents double bonds in [5,6] bonds, similar to those observed in C60, where
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[5,6] bonds are larger (avg. 1.410 Å) than [6,6] bonds (avg. 1.356 Å). Furthermore,

the arrangement of rings I, II, and two adjacent rings III resembles the aromaticity

observed in triphenylene, with rings I and III being more aromatic than the central ring

II [529]. These trends are consistent even in the planar form of the C80H30 nanographene.

Global Aromaticity and Electronic Delocalization

Building upon the examination of local aromaticity, we now shift to global aromaticity

and electronic delocalization. Various indices were used to explore the aromatic circuits

in the nanographene. Extended π-circuits involving external hexagons, represented in

Figure 6.16, were found to be the most favorable for π-electron delocalization.

Figure 6.16 Representation of the 75 (in red) and 50 (in blue) Ã-electron circuits in C80H30.

This observation can be related to the previous findings on local aromaticity, where

the external benzene-like rings exhibited the highest aromatic character. Despite the

non-planar structure of PMPMP-C80H30, the aromaticity of the extended circuits was

comparable to the values obtained for the constrained planar system. Surprisingly,

the two most aromatic pathways, according to HOMA, FLU, and EDDB, involve 50

and 75 π-electrons, respectively, and thus the latter circuit does not follow any of the

known rules of aromaticity. The normalized EDDB/atom values are approximately

0.5 electrons, roughly half that of benzene. Despite this, these values still fall within

the range considered indicative of aromaticity, especially when taking into account the

large size of the circuit.

In the case of the warped C80H30 nanographene, the quantification of the aromaticity

of the different pathways using the integrated current strength could not be done.

This is because the distorted geometry, far from the planarity, obstructs the reliable
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definition of the integration planes. In the case of the planar structure, we were able

to perform these measures, which revealed that the 75 π-electron pathway is the most

favorable according to ring currents (Figure. 6.17).

Figure 6.17 a) Calculated net current strengths (in nA·T−1) passing through the selected
bonds in planar nanographene. Current density in b) planar and c)PMPMP-isomer of
nanographene at the molecular plane, and the plane at 2 Bohr above this molecular plane.
The magnetic field is placed as in orientation 2, represented in Figure 6.15. For the results
using other orientations see S12-15 in 6.2.1-SI (Appendix A).

In the 50 π-electron pathway (highlighted in blue in Figure 6.16) most current

strengths range from 11.2 to 8.5 nA·T−1, but there is a small negative current (-1.2

nA·T−1) in the external bond of the 7-MRs. The 75 π-electron pathway (highlighted

in red in Figure 6.16) has only positive current strengths and these range from 11.2 to

8.5 nA·T−1.

In summary, the warped nanographene structure, C80H30, displays two primary

circuits for π-electron delocalization, one following Hückel’s rule (50 π-electrons) and

another with 75 π-electrons, not following traditional aromaticity rules. This finding

challenges existing paradigms in aromaticity and suggests that efficient π-electron

circuits can be formed with an odd number of C atoms, opening new avenues for

understanding extended aromatic systems.

It is important to add that the quantitative magnetic analysis, while providing

valuable insights, is limited to planar structures. Furthermore, we must be aware

that magnetic aromaticity is considered a response property rather than an intrinsic
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property of the molecule. Therefore, it is necessary to employ indices related to other

aspects of aromaticity. Upon examining electronic indicators such as FLU and EDDB,

we find that the pathways with 50 and 75 π-electron exhibit the highest aromatic

values. This supports the presence of the 75 π-electrons circuit, as indicated by the

magnetic data, and show the 50 π-electrons one to be similarly aromatic. However,

these indicators suggest that the aromaticity is not as pronounced as the ring currents

might imply. This leads to the conclusion that the true level of aromaticity, as revealed

by these electronic measures, is present but less intense than what might be inferred

from magnetic analysis alone.

6.4 Double Aromaticity in Tropylium Ion

Derivatives

The following section summarizes the findings on substituted tropylium ions, explored

as potential candidates capable of exhibiting double aromatic character. Previous

studies, reviewed in Sections 1.3.2 and 5.3.1, have established a foundation for under-

standing doubly aromatic organic molecules. These studies highlight the difficulty of

achieving strong σ-aromaticity in substituted benzene dications (C6R2+
6 , where R are

halogens or functional moieties containing group 16 or 17 elements), especially with

substituents other than iodine where σ-delocalization in the outer ring is generally

weaker. Additionally, while larger ring systems like C8I
q
8 with q = 0, +1, +2, +4,−2

were explored to increase substituent proximity and enhance σ-delocalization, the

significant steric repulsion between iodine atoms resulted in puckering, thus posing a

challenge to this strategy. Our research aims to address these challenges by investigat-

ing whether substituted cycloheptatrienyl cation and its anion counterpart, hereinafter

referred to as tropylium ions, can exhibit both σ- and π-aromaticity more effectively.

Tropylium ion with a D7h symmetry presents R-R distances intermediate between

six- and eight-membered rings, which might allow for increased conjugation while

controlling steric repulsion, and the presence of 4n + 2, with n = 3, σ-electrons without

the need to undergo double oxidation. These structural aspects offer a promising avenue

for achieving doubly aromatic character. Here, we detail our results, demonstrating

how these ions behave in terms of aromaticity and highlighting how the choice of DFA

influences the results.
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Evaluating DFT Functional and Basis Set Choice

For precise characterization of the ground and triplet states of the selected molecules

we need to carefully select a DFT functional able to capture the details of electron

delocalization. Given the inherent weak σ-delocalization in these systems, our initial

choice was BLYP. We decided to employ a pure GGA functional for its tendency

to enhance electron delocalization so as not to overlook any system that could have

potential σ-aromaticity.

However, it is well known that by using this approach one can get over-delocalized

electrons in cases where the electrons should be well localized. For this reason, we

optimized the geometry of 1C7Br+
7 using three other functionals: B3LYP (hybrid

GGA, EHF
X : 20%), CAM-B3LYP (range-separated hybrid with SR EHF

X : 19%, and LR

EHF
X : 65%), and M06-2X (hybrid meta-GGA, EHF

X : 54%), all in conjunction with the

6-311+G(d,p) basis set. Following this, we performed single point calculations at the

CCSD(T)/6-311+G(d,p) level on each of these optimized geometries (Figure A.11

in Appendix A). The purpose was to compare their energies and determine which

functional gave the most stable structure as this is expected to align more closely with

the CCSD(T) result.

All functionals resulted in similar somewhat puckered geometries. The BLYP

geometry, in general, presented slightly longer bond distances compared to the other

functionals. The most stable geometry at the CCSD(T)/6-311+G(d,p) level of theory

corresponds to the B3LYP result, followed by M06-2X (∆E = 0.29 kcal/mol), CAM-

B3LYP (∆E = 0.45 kcal/mol), and BLYP (∆E = 1.34 kcal/mol). The close energy

values among the different functionals suggest that despite the subtle differences in

how these handle electron delocalization, they all lead to similar geometrical solutions

for 1C7Br+
7 . Thus, we will proceed with the BLYP functional but remain mindful of

its tendency to exaggerate electron delocalization, potentially overstating aromaticity.

Our study is centered on halogen-substituted tropylium systems. Yet the study of

Saito and co-workers [161], reporting a double aromatic hexakis(phenylselenyl)benzene

dication, motivated us to contemplate the inclusion of other ligands, listed in the scope

part. Considering the added complexity involved in optimizing structures with larger

ligands like SePh or SeCF3, we considered the use of the smaller 6-31G(d,p) basis set.

We optimized the C7(SeCF3)+
7 molecule using both 6-311+G(d,p) and 6-31G(d,p) basis

sets, and we observed significant geometrical differences. To quantify these variations,

we employed the root-summed-square (RSS) index giving values of 0.064 and 0.011
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for the tropylium carbon ring, and 1.129 and 0.160 for the selenium ring, with the

6-311+G(d,p) and 6-31G(d,p) basis set, respectively. These values indicate a much

more puckered geometry (see Figure A.12 in Appendix A) using the larger basis set and

suggest that the choice of basis set can significantly influence the predicted molecular

structure. Taking into account that the geometries are puckered regardless, indicating

a possible non-aromatic-σ ring, as σ-aromaticity can be easily disrupted, we decided

against this broader exploration and keep the focus only on halogen substitutions.

This focused approach aims to elucidate the fundamental requirements necessary for

the formation of a double aromatic system, thereby avoiding the added complexities

associated with a multitude of isomers and the intricate nature of substituents involving

pnictogens or chalcogens.

Scope

As mentioned earlier, this study aims to identify σ,π-doubly aromatic molecules, with

our primary focus on halogen-substituted tropylium ions. As cationic species we consid-

ered the singlet state of C7X+
7 with X = F, Cl, Br, and I; and C7Br3+

7 in the singlet and

triplet states. As anionic systems, we analyzed the singlet and triplet states of C7Br−
7 .

In the latter cases, the focus on bromine over iodine and chlorine or fluorine is due to its

lesser steric congestion and more diffuse 4p orbitals, facilitating better overlaps. Further-

more, we also performed a preliminary investigation of the additional tropylium cations:

C7R+
7 with R = SeH, SeCH3, SeCF3, SePh, SH, SPh, NH2, and N(CH3)2. The hypo-

thetical σ- and π-aromaticity of each ring according to Hückel and Baird rules is

indicated in Figure 6.18.

Figure 6.18 Systems with tropylium rings considered in the study of Section 5.3.1.
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Optimized Geometries and Evaluation of the Planarity

For each system, we allowed for a fully unconstrained geometry optimization. Addi-

tionally, we computed geometries constrained to D7h symmetry, serving as a model for

aromaticity assessment.

Among all the optimized substituted tropylium monocations (Figure 6.18) in the

singlet state, only C7F+
7 species presents a planar structure without enforcing D7h

symmetry. For the other halogen substituted C7X+
7 and C7R+

7 systems, with R =

SeCH3, SeCF3, SePh, SH, SPh, NH2 and N(CH3)2, the tendency is to adopt puckered

geometries. This distortion in the geometry indicates an absence of double aromaticity.

Consequently, we limited our study to the C7X+
7 halogen substituted set (including also

other oxidized forms: +3 and −1, for X = Br). This choice is adopted to evade further

complexities arising from bonding scenarios present in molecules with R substituents,

allowing us to focus on studying the origins of the preference of this 7-MRs for distorted

geometries lacking σ- and in some cases even π-aromaticity in the outer and inner

rings, respectively.

In the case of other non-planar C7X+
7 , the energy difference between unconstrained

(C1) and D7h symmetry structures is 1.3, 8.1, and 34.4 kcal/mol for X = Cl, Br, and I,

respectively. Moving to the singlet and triplet states of compound 3 (C7Br−
7 ), none

of them are planar and show distinct stabilization patterns due to puckering, with

greater stabilization in the singlet state (47.2 kcal/mol) compared to the triplet state

(18.6 kcal/mol). This finding aligns with the expected release of antiaromaticity in the

singlet state upon transitioning from a planar to a puckered structure. Finally, we

found that for the tropylium trication (C7Br3+
7 ) in the singlet and triplet states the

planarity is kept. Surprisingly, the singlet state is the ground state but being only 13.3

kcal/mol more stable than the triplet.

To gain deeper insight into the stability of these structures, we analyzed their

out-of-plane vibrational modes (Table 6.11). These are indicative of the propensity of

the system to distort and lose planarity. The two lowest normal modes of the tropylium

cation, taken as a reference, demonstrate a much higher frequency compared to the

rest of the systems, suggesting a higher stability of the planar configuration for the

tropylium cation. The observed increase in the absolute values of the vibrational

frequencies from Cl- to I-substituted tropylium monocations aligns with the tendency

towards more pronounced puckered geometries. This is directly linked to the increasing

size and mass of the halogen, which increments both electrostatic and steric repulsion.
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Additionally, variations in the oxidation state from +1 to -1 and +3 have opposite effects

on molecular geometry: while the addition of two electrons enhances the distortion

tendency, the removal of two electrons appears to stabilize the planar structure.

Table 6.11 Out-of-plane normal modes in cm-1 for the D7h C7X7
q geometries at the BLYP/6-

311+G(d,p) level of theory, with SDD basis set and pseudopotential for I.

system symmetry A”
1 A”

2
1C7H7

+ (D7h) 212.26 212.75
1C7F7

+ (D7h) 81.69 81.81
1C7Cl7+ (D7h) −27.41 −27.34
1C7Br7

+ (D7h) −29.69 −29.69
1C7I7

+ (D7h) −40.90 −40.89
1C7Br7

- (D7h) −56.47 −56.41
3C7Br7

- (C 2) −43.03 −27.95
1C7Br7

3+ (D7h) 31.12 31.13
3C7Br7

3+ (D7h) −4.84 11.83

Quantification of the Aromaticity

The subsequent discussion centers on the evaluation of the aromatic character of the

presented systems. The MCI and EDDB values reported in Tables 2, 3, 5, 6, 8, and

9 of the manuscript in Section 5.3.1 for the relaxed and D7h geometries of 1C7X+
7 ,

1,3C7Br−
7 , and 1,3C7Br3+

7 show that the π-aromaticity of the carbon ring is generally

robust against in- and out-of-plane distortions. However, it is noteworthy that in cases

with significant distortions, specifically for 1C7I+
7 , 1C7Br−

7 , and 3C7Br−
7 , the MCI and

EDDB are reduced to below 0.017 (MCI1/n = 0.559) and 2.55 (EDDB/atom = 0.36)

electrons, respectively, indicating a minimal presence of π-delocalization. With these

values, it becomes ambiguous whether this can be attributed to residual π-aromaticity

or not.

In the case of the ring formed by halogen atoms, both MCI and EDDB show none

or marginal σ-delocalization for the tropylium monocationic and anionic species in

both singlet and triplet states. Notably, 1C7Br3+
7 and 3C7Br3+

7 are the only ones among

the studied systems that potentially exhibit σ-aromaticity. For the singlet state, the

normalized MCI (MCI1/n) is −0.589, and the σ-EDDB per atom is 0.78 electrons.

These values are comparable in magnitude with those of 1C6I2+
6 : MCI1/n = 0.595 and

σ-EDDB/atom = 0.86 electrons, suggesting a significant extent of σ-aromaticity or

antiaromaticity. According to Hückel’s rule, the 12σ electron count should correspond
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to an antiaromatic σ-ring. While the negative MCI value might suggest antiaromaticity,

as expected for a 4n ring, it is important to note that electronic indices such as MCI

and EDDB are not reliable indicators of antiaromatic character. In particular, for

archetypal π-antiaromatic systems, the EDDB/atom values tend to fall between near

zero (e.g. 0.05 electrons/atom in CBD, see Figure 2.13) and half electron (e.g. 0.55

electrons/atom in the antiaromatic π, π∗ excited triplet state of benzene at CAM-

B3LYP/6-311+G(d,p) level of theory [111]), corresponding to half of the number

of expected π-electrons per atom in these small aromatic monocyclic molecules. In

our case, the observed EDDB values are higher than this 0.0 to 0.5 electrons range,

pointing to an ambiguous aromaticity assessment. Next, considering the triplet state,

we observed that the spin density is localized in the halogen ring (Figure 5 in 5.3.1),

thus according to Baird’s rule we expected the ring with 12 σ-electrons to be aromatic.

However, the small values of MCI1/n = 0.420 and σ-EDDB/atom = 0.38 electrons,

indicate only a very modest degree of σ-aromaticity.

To gain a more comprehensive understanding, we have evaluated the ring currents,

which are shown in Figure 6.19. In the case of the singlet state (a), these are diatropic

around both the carbon- and bromine-ring, suggesting that 1C7Br3+
7 is both π- and σ-

aromatic. In contrast, for the triplet state (b), the current around the Br-ring is flowing

counterclockwise, pointing to σ-antiaromaticity. In this latter case, we confirmed

the presence of the paratropic current associated with the Br-ring by inspecting the

streamline representation of the ring current (Figure A.13 in Appendix A). Remarkably,

this representation also reveals significant atomic currents with diatropic circulation

around the bromine atoms.

However, interpreting the ring current results in systems with two concentric rings

is complex. For a molecule exhibiting double aromaticity, the induced magnetic fields

resulting from the delocalized electrons in the inner and outer rings are likely to

oppose each other in the region between the carbon and halogen rings as depicted in

Figure 6.20. Moreover, the task of assigning aromaticity is further complicated by the

presence of bond currents and atomic current vortices around the bromine atoms (more

visible at 2.0 Å above the molecular plane in Fig. 6.19), present in both singlet and

triplet states. The discrepancies between ring currents and electronic measures point

out how complex it is to figure out aromaticity, showing the importance of examining

different indicators.
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Figure 6.19 Current density of the a) singlet and b) triplet state of C7Br3+
7 at the molecular

plane (0.0 Å) and the planes at 1.0 and 2.0 Å above. The color scale corresponds to the
strength of the modulus of the current density susceptibility.

Figure 6.20 Representation of the a) induced magnetic field and b) ring currents in a system
of concentric rings. The green straight arrow represents B0, and the red and blue circular
arrows represent the paratropic and diatropic currents, respectively.

To deepen our understanding of aromaticity in the triplet trication, we examined

its molecular orbitals (Figure 6.21). With this, we basically aim to understand why the

Hückel and Baird rule do not fully explain the aromatic character. It is important to

remember that these rules were originally formulated for π electrons in annulenes with
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Dhn symmetry, and their application to a halogen ring with σ symmetry is, in essence,

an extrapolation. Hence, the fulfillment of Hückel and Baird rules does not guarantee

aromaticity or antiaromaticity in these systems. As indicated in the figure, the system

in the triplet state has seven alpha and five beta σ-electrons, aligning with Mandado’s

2n+1 rule (or rule for separate spins). One must notice that the totally antibonding σ

orbital is occupied in the α-part, which could explain the diminished aromaticity in

this state. In contrast, in the singlet state, with six alpha and six beta electrons, the

σ-antibonding orbital is unoccupied. This configuration is similar to that of 1C6I2+
6 . In

such a situation, the localization of the halogen lone pairs is prevented, which could

potentially explain the ring currents and EDDB values indicative of aromaticity in the

singlet state. Such a scenario is not feasible in the case of the tropylium cations and

anions, as this orbital is filled, and is only partially achievable in the case of triplet

trication, given that only the beta orbital is empty.

Figure 6.21 Frontier ³ and ´ molecular orbitals of the 3C7Br3+
7 system. In the depiction,

black and red lines represent the Ã and Ã orbitals, respectively. The pink arrows point to the
last singly occupied molecular orbital. The Ã orbitals are shown using a 0.02 isosurface, with
the black arrows indicating its occupations.

Overall, our results confirm the necessity of creating an electronic hole in the σ-ring

to allow electron delocalization, achievable through double oxidation. We detected

potential double aromatic character in tropylium trications. However, it is crucial to
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note that these observations depend on the DFA used, and the BLYP functional might

exaggerate these effects. Nonetheless, this study lays a foundation for future research.

It hints at the potential of using substituents that not only favor but also stabilize such

higher-charged cationic states, offering new perspectives in the quest for molecules

with double aromatic character.

6.5 Icosahedral Boron Clusters:

3D Aromaticity

In this last section of our exploration into topologically complex aromatic systems,

we examine the 3D aromaticity within the icosahedral boranes, carboranes, and their

derivatives. The present section collects three projects, each using the evaluation

of aromaticity to better characterize different boron clusters. In the first project,

detailed in Section 5.4.1, the aromaticity is used to evaluate the different carborane

structures. We analyze the differences between m-C2B10H12 and o-C2B10H12 to under-

stand their relative the thermodynamic stability, with a particular emphasis on their

resistance to deboronation processes. Additionally, we explore how the positioning of

carbon atoms within closo- and nido- carborane structures influences their stability,

and we differentiate between the behaviors of sandwich metallabis(dicarbollides) and

metallocenes. The second study, corresponding to Section 5.4.2, focuses on examin-

ing the nature of C–C bond within 1,2-C2B10H10 (o-carboryne). The third and last

project, presented in Section 5.4.3, probes the potential for double 3D aromaticity in

dodecaiodo-dodecaborate clusters. Moreover, it stresses the need for complete analysis

including electron delocalization, and energetic stabilization beyond just magnetic

properties. Each project, while all focusing on studying aromaticity, delves into distinct

and specific aspects of these boron clusters. Consequently, this section is structured

into three parts, with each part dedicated to one of the aforementioned projects.

In contrast to previous sections where we began examining and discussing the

performance of various DFAs, in this section, our focus is directly on the aromaticity

results, avoiding a detailed exploration of computational methods. To briefly mention

our approach: the B3LYP/6-311++G(d,p) level of theory was utilized for the first two

projects, while the BLYP/6-311++G(d,p)~LANL2DZ, ZORA-BLYP-D3(BJ)/TZ2P,

and B3LYP/6-311++G(d,p)~LANL2DZ//ZORA-BLYP-D3(BJ)/TZ2P were employed

in the last project. Notably, B3LYP provides similar optimized geometries with B–B
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distances of 1.787 Å for [B12H12]2− when compared to experimental crystallographic

data [530], where the distance is 1.780 Å. Furthermore, our calculations regarding the

relative stability of closo-[B12H12]2− compared to closo-o-[C2B10H12] are in agreement

with experimental observations [531]. Thus, boron clusters are generally well-described

by hybrid or GGA functionals. With this context, we now proceed to summarize our

main findings.

Aromaticity and Stability in Boron Clusters:

From closo-Carboranes to Metallabis(dicarbollides)

Metallabis(dicarbollides) [M(C2B9H11)2]− (where M represents a transition metal),

exhibit high stability and reduced chemical reactivity, and are considered aromatic

species, equivalent to metallocenes. Metallocenes, such as ferrocene, [Fe(C5H5)2],

are organometallic compounds typically consisting of a transition metal sandwiched

between two planar aromatic ligands, two cyclopentadienyl anions in the case of

ferrocene [532]. In contrast, [M(C2B9H11)2]− do not contain planar conjugated ligands

and the aromatic character of their pristine ligands (nido-[C2B9H11]2−) has not been

demonstrated. According to Wade-Mingos’ rule and their equivalence to PAH obeying

Hückel’s rule, one would expect nido-[C2B9H11]2−, with two extra electrons compared

to the aromatic closo-[B11H11]2−, to exhibit nonaromatic or antiaromatic character.

However, the direct application of these rules in this context has not been proved. Our

study aimed to explore the aromaticity of the carboranes shown in Figure 6.22. We

also focused on determining the aromaticity of M = Co complex of [M(C2B9H11)2]−

and analyze its comparison to ferrocene.

Our discussion is structured around the following key topics: the aromaticity in

closo- and nido-carboranes, the interplay of aromaticity and structural adaptation in

boron clusters, a comparative analysis of metallabis(dicarbollides) and metallocenes,

and the broader implications these findings have on our understanding of aromaticity

in clusters.

In closo-[C2B10H12] structures, the presence of carbon atoms results in three distinct

isomers: ortho, meta, and para. Notably, the meta and para isomers exhibit higher

stability, being, respectively, 16.3 and 19.2 kcal/mol more stable than its ortho counter-

part. Initially, it was hypothesized that this disparity in stability might be attributed

to a reduced aromatic character in the o-isomer. However, aromaticity results obtained

from NICS evaluated at the center of the C2B3/CB4 and CB4/B5 rings in the three
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Figure 6.22 Isomers of the different carboranes studied in Section 5.4.1. Top left: the
closo-o-, closo-m-, and closo-p-isomers of [C2B9H12]−. Bottom left: nido-o-, nido-m-, and
nido-p-isomers of [C2B9H12]− and [C2B9H11]2−. Right: closo-o-[Co(C2B9H11)]+ and closo-o-
[Co(C2B9H11)2]−.

isomers (Table 2 in Section 5.4.1) reveal that all isomers show comparable aromaticity

results. This is further confirmed by the presence of similar ring currents in the o-, m-,

and p-isomers, as shown in Figure 6.23. Consequently, this result suggests that factors

beyond aromaticity, such as the specific structural arrangement of the carbon and

boron atoms within the cluster and the resultant electronic distribution, are significant

determinants of the clusters’ reactivity and stability.

In the case of nido-[C2B9H11]2−, the coordination ligand of metallabis(dicarbollide),

there are also three isomers. For all these isomers, the ring currents exhibit similar char-

acteristics, offering limited insights. Notably, a comparison between nido-[C2B9H11]2−

and closo-[C2B10H12] reveals a change in the aromaticity, indicated by distinct NICS

values. In the nido cluster, the NICS value at the coordination face (5-MR located at

the top part of the nido systems in Figure 6.22) is −19.5 ppm, which is lower than the

closo cluster having a NICS = −33.7 ppm. Conversely, for the other 5-MR, the NICS

at the center is −37.0 ppm in the nido form compared to −32.7 ppm in the closo. This

observation, where the top ring in nido-[C2B9H11]2− is not the most aromatic, contrasts

with the structure of the cyclopentadienyl anion (the ligand in the ferrocene complex).

In the ferrocene complex, the metal is directly coordinated to a strongly aromatic ring

(cyclopentadienyl). Conversely, in the metallabis(dicarbollide) with nido-[C2B9H11]2−

ligand, the aromaticity of the coordinating face is lower.
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Figure 6.23 Representation of the current density vector field of the o-, m- and p-isomers
of closo-carborane at the central (0 Å) plane and at planes at 1 and -1 Å, considering the
orientations III (for ortho) and II (for meta and para) depicted in Figure 3 of Section 5.4.1,
at B3LYP/6-311++G(d,p) level of theory. The color scale corresponds to the strength of the
modulus of the current density susceptibility in the range of 0.0001 (dark red) to 0.4 (white)
nA·T−1

·Å−2.

Building on these insights into the aromaticity within nido-clusters, we now discuss

the results for metallabis(dicarbollides). Metallabis(dicarbollides) and metallocenes,

initially perceived as analogous, exhibit distinct aromatic characteristics upon closer

examination. Metallocenes, exemplified by ferrocene, consist of two parallel planar

cyclopentadienyl ligands surrounding a metal, forming a pentagonal pyramid that aligns

with traditional aromaticity concepts. In contrast, metallabis(dicarbollides) exhibit
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6.5 Icosahedral Boron Clusters: 3D Aromaticity

global aromaticity, as opposed to the local aromaticity of cyclopentadienyl ligands in

ferrocene. Evidence of this is seen in the ring current patterns and current density

intensity in [Co(C2B9H11)]+ and closo-[C2B9H11)2]− (Figures 9 and 10 in Section 5.4.1),

indicating global aromaticity in metallabis(dicarbollides) and contrasting with the local

aromaticity in ferrocene.

The Character of 1,2-C2B10H10 Carbon–Carbon Bond: Double

or Triple?

The current project is centered on the study of 1,2-C2B10H10. This closo-o-carborane

derivative, is obtained through the homolytic elimination of two H atoms from adjacent

carbons in 1,2-C2B10H12. The same elimination reaction in benzene yields the aromatic

product o-benzyne. Consequently, by analogy, the o-carborane derivative has been

named 1,2-dehydro-o-carboryne. However, this nomenclature adopted in the chemistry

community, implies a triple C≡C in 1,2-C2B10H10. This assumption is primarily based

on the comparisons between their parent compounds, o-carborane and benzene, both

aromatic, and with some similarities in certain reactions, and also between o-benzyne

and o-carboryne themselves, since both show apparently similar reactivity. However, it

is crucial to note that o-benzyne is a 2D six-membered aromatic ring, while o-carboryne

has a distinct chemical structure. Therefore, despite their shared features, a detailed

characterization of the C–C bond nature and aromaticity was still needed to understand

the similarities and differences of these systems.

Given these premises, we examined the geometric and electronic characteristics of

the C–C bond in o-benzyne and o-carboryne. In o-benzyne, the C–C bond distance and

bond order are closer to those of a typical triple bond. Particularly, the computed—at

B3LYP/6-311++G(d,p) level—bond length in o-benzyne is 1.244 Å, compared to

1.203 Å in acetylene [307]. Additionally, the delocalization index of this o-benzyne

C–C bond is 2.249, suggesting a bond character that aligns more closely with a triple

bond. In contrast, in o-carboryne, the C–C bond distance is 1.356 Å, considerably

longer than typical triple bond reference and resembling the distance found in a double

bond (e.g., C–C in sp2-hybridized ethylene is 1.339 Å). While a weaker triple bond

might be expected in these compounds due to reduced orbital overlap and increased

strain, the observed values in o-carboryne deviate significantly from typical triple bond

characteristics. Furthermore, the smaller delocalization index in o-carboryne, being

1.883, also supports the idea of double bond character rather than a triple bond. The

above results, together with additional evidence presented in Section 5.4.2, including

261



Results and Discussion

the Wiberg bond index, Mayer Bond Order, and fragment analysis of the occupied

molecular orbitals, collectively suggest a weaker C–C interaction in o-carboryne. This

led us to propose renaming this molecule as o-carborene, reflecting its unique bonding

character.

To further understand the similarities and differences between these systems, we

examined the aromatic character of o-benzyne and o-carboryne, focusing on how this

aromaticity is influenced by the formation of specific bonds. To achieve this, we

employed magnetic (NICS and GIMIC), electronic (MCI), and energetic (isomerization

stabilization energies) aromaticity indices. We determined NICS values at both zero

and one Å from the molecular plane of o-benzyne and benzene. Similarly, we assessed

the NICS values at the center of the 5-MR containing one of the C atoms and the

center of mass of the o-carboryne and o-carborane. The values obtained (see Table 1

in Section 5.4.2) are all negative and in all cases higher in absolute value than the ones

found for benzene, suggesting that the aromaticity is not only preserved but increased

after the homolytic elimination of the hydrogens. For the evaluation of the induced

current densities computed with GIMIC, we defined five planes separated 1.0 Å and

considered four different orientations of the external magnetic field (I-IV), represented

in Figure 6.24. The resulting current densities are depicted in Figure 6.25. The results

for benzene and o-benzyne are shown in Figure 5 in Section 5.4.2.

The current density plots reveal similar induced currents for o-carboryne and o-

carborane, with the global diatropic current in o-carboryne marginally diminished

due to the presence of local circulations surrounding the carbon atoms. A similar

observation is noted for o-benzyne in comparison to benzene. These results suggest

that the introduction of a stronger C–C bond into the structure does not enhance the

aromatic character as much as NICS values might imply. This discrepancy with NICS

is further supported by the MCI value of 0.077 for o-benzyne, which is quite close to

the 0.072 value for benzene (Table 1 in Section 5.4.2). Additionally, the stabilization

isomerization energies show values of −26.6 kcal/mol for 4-methyl-benzyne and −33.9

kcal/mol for toluene (see Figure 6 in Section 5.4.2), indicating that benzene has a

slightly higher degree of aromaticity compared to o-benzyne. Despite some variations

among different aromaticity indices, the general conclusion is that there is no substantial

alteration in aromaticity following this structural transformation.

In summary, the study on 1,2-C2B10H10 reveals that, contrary to initial assump-

tions, its C–C bond exhibits characteristics of a double bond rather than a triple bond,
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Figure 6.24 a) Representation of the planes selected for the evaluation of the current density
and b) different orientations of the magnetic field (B⃗, blue arrow) considered in o-carborane
and o-carboryne.

Figure 6.25 Representation of the current density vector field of o-carborane (top) and
o-carboryne (bottom) at the central plane of the four orientations depicted in Figure 6.24 (see
additional plots in Figures S1–S4 in the Supporting Information ), at B3LYP/6-311++G(d,p)
level of theory. The color scale corresponds to the strength of the modulus of the current
density susceptibility in the range of 0.0001 (dark red) to 0.4 (white) nA·T−1

·Å−2.
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leading to the reclassification of the molecule as o-carborene. Additionally, we showed

that aromaticity assessments indicate that the aromaticity is maintained in o-benzyne

and o-carborene in agreement with the Hückel and Wade-Mingos rule, respectively.

Can the [B12I12]
0/2+ Cluster Exhibit Double 3D Aromaticity?

In this project, we used the knowledge from our previous studies on the aromaticity

of carboranes (Sections 5.4.1 and 5.4.2) and the exploration of the double aromatic-

ity (Section 5.3) to investigate novel forms of double aromaticity. Motivated by the

characteristics of σ, π-double-aromatic C6R6
2+ systems, where R represents iodine or

chalcogen substituents, we hypothesized that closo-dodecaiodo-dodecaborate clusters

([B12I12]0/2+) might similarly present double aromaticity. While the practical appli-

cations of this phenomenon in these clusters are not yet apparent, our research was

motivated by the possibility of discovering a novel interplay between double and 3D

aromaticity—a situation not yet explored.

In our study of double aromaticity in tropylium ion derivatives, we determined that

to reach double aromaticity it is necessary the oxidation of the system, with the electrons

removed from the σ-subsystem. This process opens a vacancy in one of the halogen p

orbitals of the external ring. This oxidation introduces various resonance structures

that contribute to electron delocalization, as depicted in Figure 1.19 in Section 1.3.2.

Additionally, for double aromaticity to manifest, there are other considerations that

we must take into account. The oxidized species has to fulfill the Hückel rules in

both the σ- and π-subsystems. Another crucial factor is ensuring optimal balance

between enough overlap between atoms while avoiding excessive overlap, which leads to

repulsion and geometry distortion. Focusing on boron clusters, we chose to investigate

the [B12I12]2− cluster due to the known aromaticity of its boron core. The choice of

iodine was also strategic since in the iodine-shell that encircles the boron cage, the I· · ·I

distances are sufficiently extended, making iodine an ideal candidate among halogens.

Experimentally, it is observed that closo-[B12X12]0/2+ clusters, where X represents a

halogen, are highly stable and chemically inert [533, 534]. Notably, the X = I variant

possesses the highest oxidation potential [535] necessary for creating the hole in the

σ-system. Moreover, among all the halogen systems, [B12I12]2− is unique in that the

electrons involved in oxidation are taken from the halogen shell [534]. Importantly,

this complex also satisfies a key criterion for 3D aromaticity: the presence of a triply

degenerate HOMO orbital, corresponding to the I· · ·I antibonding orbital (Figure 6.26).
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Figure 6.26 Triply degenerate HOMO orbital in [B12I12]2−. Isocontour at 0.02.

Taking into account the previous considerations, we evaluated the structures of

[B12I12]2− as well as its doubly ([B12I12]) and tetra ([B12I12]2+) oxidized derivatives.

The ionization energies to get [B12I12] and [B12I12]2+ are greater than 100 kcal/mol,

and the ground states of these systems are a triplet and a quintet state, respectively.

Interestingly, there is a minute reduction of the I· · ·I bond distances going from

the −2 to the neutral cluster and these distances are again slightly reduced with

further oxidation to [B12I12]2+, justified by the removal of two electrons from the sigma

antibonding HOMO orbitals. In the two subsequent 2-electron oxidations the electrons

are removed from the I-shell.

Regarding the aromaticity, in the case of [B12I12]2−, the borane core adheres to the

Wade-Mingos rule, and the I-shell has 72 electrons from the lone pairs following the

2(n+1)2 Hirsch rule. In contrast, [B12I12] and [B12I12]2+, obey Wade-Mingos rule but

do not obey the Hirsch rule. Yet, these systems have vacancies in the 5p orbitals of

iodine, which allow for electron delocalization, thereby favoring aromaticity. In order

to evaluate the double aromaticity, we used NICS scans, ring currents, EDDB, and

homodesmotic reactions.

For the NICS scans, we sampled values along the black arrow represented in

Figure 6.27a, which starts at the geometrical center of the boron cage and crosses

the 3MR formed by three boron atoms, B3 plane (at approximately 1.3 Å distance,

depending on the system), and also the I3 plane (at approximately 3.1 Å). These scans

reveal significant changes in magnetic ring currents in different electronic/oxidation

states of the dodecaiodo-dodecaborate cluster. In all cases the minimum of NICS,

corresponding to the most aromatic values, is located around 1.2 Å, close to the B3

plane. The triplet state of [B12I12] and, to lesser extent the quartet of [B12I12]+, show

notably more negative NICS values than [B12I12]2− (Figure 6.28c). Alternatively, the

quintet of [B12I12]2+ present NICS values close to the parent dianion system. The
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Figure 6.27 Orientation of a) the NICS scan and b) the external magnetic field (green
arrow) and perpendicular planes (in red) where the current density susceptibility has been
sampled.

singlet (6.9 kcal/mol less stable than the quintuplet) and triplet states of [B12I12]2+ are

more aromatic than the quintet, and present NICS values below -10 ppm at the region

of the I3 plane. These results indicate that the triplet state of [B12I12], the quartet

of [B12I12]+, and the singlet and triplet [B12I12]2+ are potentially double 3D aromatic

systems.

Current density calculations, evaluated at the planes represented in Figure 6.27b,

corroborated NICS scan findings, especially highlighting the generation of current

density connecting iodine substituents (comparable to the ring currents in the double

aromatic C6I2+
6 , see Figure 6.29b) in different oxidation states (Figure 4 in Section 5.4.3),

thus substantiating the potential double 3D-aromaticity in these clusters.

Following the current density calculations, the electronic aspects of double 3D

aromaticity were explored using the EDDB method. Analysis revealed an increase in

the number of delocalized electrons upon oxidation of [B12I12]2−, particularly in the

iodine sphere, with significant rises from 0.38 e in [B12I12]2− to higher values in the

singlet (6.18 e) and triplet (5.67 e) states of [B12I12], and singlet state of [B12I12]2+

(10.93 e). However, the proportion of delocalized electrons in the iodine shell, despite

being similar to that in the borane cage in the case of [B12I12]2+, did not fully cover the

I12 spherical surface (Figure 5 in Section 5.4.3), indicating incomplete delocalization.

This finding, while highlighting electron delocalization among I atoms, does not fully

support the double 3D aromaticity in these clusters.

To investigate the stabilization due to double 3D-aromaticity, the homodesmotic

reactions presented in Table 1 of Section 5.4.3 were designed. These reactions show

stabilization in C6I2+
6 due to double 2D aromaticity, but not in [B12I12]0/2+, indicating
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Figure 6.28 NICS scan (ppm) for a) C6I6, C6I2+
6 , and C6I2+

6 , b) singlet, triplet and quintet
states of [B12I12]2+, and c) singlet [B12I12]2−, triplet [B12I12], quartet [B12I12]+, and quintet
[B12I12]2+, at ZORA-BLYP-D3(BJ)/TZ2P level of theory.

Figure 6.29 Current density susceptibility of a) C6I6, and b) C6I2+
6 computed at the

molecular plane, and the plane at 1 Å, at the B3LYP/6-311++G(d,p)~LANL2DZ//ZORA-
BLYP-D3(BJ)/TZ2P level of theory. The color scale corresponds to the strength of the
modulus of the current density susceptibility in the range of 0.0001 (red) to 0.4 (white)
nA·T−1

·Å−2.

that energetic aspects do not support double 3D-aromaticity in [B12I12]0/2+. Moreover,

there is a lack of covalent bonding as corroborated by the absence of bond critical
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points between the I· · ·I bonds, large distances between I atoms, and the fact that the

occupied HOMOs are of antibonding character.

In summary, the absence of energetic evidence for aromaticity negates the presence

of double 3D aromaticity in the studied systems. The discrepancies among the indices

evaluating different aspects of aromaticity underscore the need for caution, as relying

solely on magnetic indicators like NICS for determining aromaticity can be mislead-

ing. Finally, the intricate relationship between aromaticity, electron delocalization,

and bonding nature in various iodoborane systems, highlights the complexities in

achieving aromaticity without traditional covalent bonding and the implications for

molecular stability.
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In this thesis, we have conducted an extensive exploration of aromaticity in various

chemical systems, focusing on complex electronic structures and molecular topologies.

The main conclusions drawn from the present thesis are organized in two parts:

Part I: Understanding the Electronic Nature of Pro-Aromatic Quinoidal

Systems in the Ground and Excited States

First:

We have revisited the excited state aromaticity of TMTQ and expanded our analysis

to include other Kekulé diradicals. In the case of archetypal organic compounds, the

aromaticity of the lowest-lying singlet and triplet excited states follows Baird’s rule.

However, pro-aromatic quinoidal molecules, with a non-aromatic ground state, can

become Hückel, Baird, or Hückel-Baird hybrid aromatic following rearrangement of the

electron density due to excitation. This distinct behavior has led to misinterpretations

when assessing the electronic nature of such systems. A common oversight is the

default use of Baird’s rule, which does not always apply in excited-state molecules.

In fact, our observations indicate that most of these Kekulé diradicals predominantly

exhibit Hückel aromaticity. We proved that the combined use of Mandado’s rule,

spin-separated aromaticity indices, and other chemical descriptors (e.g., charges, DIs,

or spin densities) is necessary for a proper interpretation of the electronic structure.

Understanding the aromatic character allows for the development of the aromaticity

concept in excited states as a practical tool for designing molecules with targeted

properties.

Second:

We determined the effect of the structural changes in the excited state properties of

pro-aromatic quinoidal systems by analyzing the aromaticity of selected molecules

varying in ring sizes and exocyclic substituents. We observed that systems with neutral
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central rings and EWG or aromatic exocyclic substituents favor the stabilization of

the diradical form, leaning towards the predominant Hückel aromatic character. On

the contrary, the combination of EDG-substituted small anionic central rings with

electron-acceptor exocyclic substituents presents an increased Baird aromatic character

(>50%). On the other hand, the use of an electron-deficient conjugated central ring

substituted with electron-donor exocyclic moieties is also a potentially successful

strategy in approaching Baird aromaticity. With this, we established guidelines for the

design of excited Hückel or Baird aromatic systems.

Third:

In exploring the influence of chain length and exocyclic substituents on pro-aromatic

quinoidal systems with 6-MR (Chichibabin diradical(oid)s), we have identified key

factors that govern the stabilization of the open-shell singlet (OSS) and triplet (T) states.

Poly-para-phenylenes with less than three phenylene units, present a quinoid closed-

shell (CS) ground state. The elongation of the π-system (by increasing the number of

phenylene units) stabilizes the Hückel aromatic OSS, which becomes the ground state in

species with three or more phenylene units. This transition is accompanied by a notable

decrease in the ∆EOSS-T energy gap, reaching near zero for five-unit oligomers. The

EDGs at peripheral positions destabilize the presence of diradicals near these positions,

thus favoring the CS structure. On the contrary, EWGs and aromatic substituents favor

the diradical state, stabilizing the OSS and T states. The aromaticity of the 6-MRs

increases with the stabilization of diradical forms. These insights provide a framework

for predicting and tuning the aromatic (diradical) character of molecules, informing

the development of organic semiconductors, photovoltaics, and other optoelectronic

applications.

Part II: Aromaticity of Systems with Complex Molecular Topologies

Fourth:

The investigation of aromatic pathways in complex molecular topologies offers a new

dimension in molecular design. It provides a deeper understanding of how alterations

in aromatic circuits can directly influence the physical and chemical properties of a

molecule. The correlation between aromaticity and optical properties in these complex

molecules is particularly striking. In (sub)phthalocyanines, modifications in the aro-

matic pathways, especially through meso-position substitution, significantly influence

the positioning of Q and B bands in the UV-Vis spectrum. This insight is crucial

for designing novel phthalocyanine derivatives with tailored optical characteristics.
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Similarly, in C80H30 nanographene, identifying the most aromatic pathways provides a

roadmap for strategic modifications. These modifications suggest the potential for fine-

tuning molecular properties, which may lead to the development of novel compounds

in material science and molecular engineering. The integration of theoretical insights

with practical applications hints at the possibility of employing aromaticity indices

such as AV1245 and EDDB as potential tools for pinpointing structural modifications

that lead to targeted molecular properties.

Fifth:

The exploration of double σ-π-aromaticity in complex molecular systems, extending

beyond the realm of substituted benzenes, reveals a series of intricate challenges.

Crucial insights from our research reveal that the generation of an electronic ‘hole’ in

the σ framework is a necessary but not a sufficient condition for double aromaticity.

There are other critical factors such as abiding the electron counts determined by

Hückel and Baird, ensuring extensive electron delocalization, and maintaining the

delicate balance between molecular size, orbital interactions, and structural strain. Our

studies, particularly on species like the singlet state of C7Br7
+3 and the triplet state of

C7Br7
+3, and the exploration of double 3D-aromaticity in [B12I12] species, underscore

that double aromaticity necessitates a nuanced, multifaceted approach. This approach

must integrate electronic and structural aspects. This comprehensive understanding

opens avenues for innovative molecular design, emphasizing the need for a holistic view

in the pursuit of double σ-π-aromaticity in complex systems.

Sixth:

The comprehensive study of closo-, nido-carboranes, and metallabis(dicarbollides) has

offered valuable insights into the interplay between aromaticity and molecular geometry,

further challenging and expanding our understanding of these concepts in 3D-aromatic

systems. Notably, the stability and reactivity of these boron clusters, especially in

the context of resistance to deboronation and isomerization, are influenced more

significantly by the position of carbon atoms than by their aromatic character. This

finding underscores the intricate relationship between atomic positioning and molecular

behavior, diverging from the patterns commonly observed in planar aromatic organic

compounds. It is also demonstrated that the aromaticity observed in closo-boranes

and closo-carboranes is also present in their nido counterparts, and consequently, we

conclude that aromaticity in boron clusters survives important structural changes.

Furthermore, our investigation of 1,2-C2B10H10 (incorrectly labeled o-carboryne), a

derivative of o-carborane—which is often mistakenly considered an isostere of benzene—
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reveals subtle electronic and structural differences between this compound and o-

benzyne. Understanding these nuances is crucial, as it clarifies the comparability

of carboranyl and phenyl groups (as well as between 1,2-C2B10H10 and o-benzyne),

which is of utmost importance in drug design and molecular engineering. Contrary

to initial assumptions, the C–C bond in 1,2-C2B10H10 exhibits characteristics of a

double bond rather than a triple bond, leading to the reclassification of the molecule

as o-carborene. Additionally, we showed that aromaticity assessments indicate that

the aromaticity is maintained in o-benzyne and o-carborene in agreement with the

Hückel and Wade-Mingos rule, respectively.

Seventh:

In our observations across various systems, including (sub)phthalocyanines, C80H30

curved nanographene, tropylium ion derivatives, and dodecaiodo-dodecaborate clusters,

we have found that magnetic indices tend to quantitatively exaggerate the aromatic

character of these molecules. Although, in some cases, there is a qualitative agreement

between magnetic and other indices (e.g., electronic and geometric), there is a consistent

trend of overestimating aromaticity. This raises questions about the reliability of

magnetic indices for the quantitative assessment of aromaticity in systems with large

rings, σ-aromaticity, or three-dimensional aromatic structures. Importantly, this

observation aligns with and further corroborates earlier studies cited in this thesis,

highlighting a critical concern: the prevalent reliance on magnetic indices, despite their

tendency to exaggerate aromatic character in certain systems, calls for a reassessment

of their use in aromaticity evaluation.
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A Summarized Supplemental Data

Section 4.1: Guidelines for Tuning the Excited State Hückel–Baird Hybrid

Aromatic Character of Pro-Aromatic Quinoidal Compounds: Key Supplemental

Data

This is the list of elements reported in the supplemental material of Section 4.1. The

complete set of supplemental material associated with this paper can be accessed at 4.1-SI

DOI:10.1002/ange.202100261.

• Computational Details

• Choice of Exchange-Correlation Functional

• DFT Functional and Solvent Dependence

• Relative Energies

• Molecular Orbitals

• Vertical Excitations

• Structural Analysis

• Charge and Spin Densities

• Theoretical Vibrational Frequency Å̃(C≡N)

• Delocalization Indices

• Study of the Aromaticity

• Constrained DFT

• Baird contribution from QTAIM charge/spin

• Aromaticity of Reference Molecules

Additionally, this section explicitly includes selected tables and figures to complement the

detailed discussions of the results.
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Summarized Supplemental Data

Table A.1 Modified version of Table S18 in 4.1-SI. KS- and TD-B3LYP/6-311+G(d,p)
relative energies (in eV); adiabatic (adia) and vertical (denoted as KS, TD, or TDA, depending
on the DFT approximation used) for T1 and S1 excited states. T1 (adia) correspond to
KS-B3LYP/6-311+G(d,p) energies on geometries optimized at the same level of theory. S1

(adia) correspond to TDDFT energies on geometries optimized at the same level of theory
unless otherwise specified.

T1 (adia) S1 (adia) T1 (KS) T1 (TD) S1 (TD) T1 (TDA) S1 (TDA)
5R 0.85 1.60 1.11 0.96 2.06 1.10 2.31
6R 0.78 2.84 1.11 0.68 2.98 1.16 3.40
9R 1.16 0.95 1.36 1.26 2.53 1.37 2.87
10R 0.80 2.12 1.33 1.03 2.37 1.30 2.64
cis-5RT 0.33 1.27 0.42 — 1.50 0.43 1.92
cis’-5RT 0.47 1.50 0.55 0.32 1.70 0.55 2.11
trans-5RT 0.40 1.38 0.49 0.22 1.60 0.50 2.01
cis-6RT 0.11 1.80 0.36 — 1.89 0.43 2.44
trans-6RT 0.11 1.82 0.36 — 1.90 0.43 2.44
cis-9RT 0.60 1.68b 0.66 0.53 1.73 0.67 2.16
cis’-9RT 0.65 1.73b 0.71 0.58 1.76 0.71 2.18
trans-9RT 0.63 1.70b 0.69 0.55 1.74 0.69 2.16
cis-10RT 0.20 1.63 0.75 0.40 1.78 0.75 2.1
trans-10RT 0.21 1.65 0.75 0.39 1.81 0.75 2.12
4RN-5 1.81 2.43b 2.35 2.16 3.06 2.3 3.16
4RO-5 2.12 2.15 2.44 2.14 3.11 2.33 3.22
5R-5 0.72 1.53a 0.90 0.77 1.90 0.89 2.15
5R-5b 0.47 1.09b 0.73 0.57 1.58 0.73 1.75
5R-5c 0.33 0.78a 0.57 0.40 1.24 0.57 1.41
6Ra 0.65 2.19 1.01 0.53 2.64 1.06 2.70
6R-5a 0.70 1.13a 0.99 0.58 1.89 1.02 1.96
6R-5b -0.78 0.48b 0.03 — 1.03 0.13 1.09
6R-5c -0.44 0.92b 0.13 — 0.93 0.22 0.99
6R-3a 1.01 1.38a 1.95 1.71 2.19 1.81 2.25
6R-3b 1.35 1.14 1.70 1.55 1.57 1.55 1.57
6R-3c 0.95 2.03b 1.93 1.78 2.47 1.90 2.47
7Ra 0.41 — — — — — —
7Rb 0.35 — — — — — —
5R-2H+ 0.62 1.10a 1.12 0.84 1.72 0.97 1.90
5R-4H+ 0.52 0.93a 1.01 0.77 1.57 0.93 1.71
6R-2H+ 0.77 2.13 1.04 0.66 2.56 1.04 2.63
10R-2H+ 0.85 1.89 1.18 0.98 2.14 1.15 2.42

a TDA optimized geometry.
b T1-KS optimized geometry.
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Table A.2 Aromaticity of the reference systems according to HOMA, FLU, MCI, and
MCI1/n in the S0 and T1 states. Values obtained at the B3LYP/6-311+G(d,p) level of theory,
adapted from Table S104 in 4.1-SI.

system state symm. HOMA FLU MCI MCI1/n

C3H+
3 S0 D3h 1.168 0.0008 0.3945 0.7334

C3H(NH2)+
2 S0 C 2v 0.948 0.0104 0.2918 0.6633

C4H4 T1 D4h 0.301 0.0100 0.1241 0.5935
C5H−

5 S0 D5h 0.810 0.0002 0.0676 0.5833
T1 C s 0.325 0.0188 0.0247 0.4770

C5H+
5 S0 C 2v −1.344 0.0474 −0.0382 −0.5204

T1 D5h 0.668 0.0085 0.0976 0.6279
C5H3(CN)−

2 S0 C 2v 0.736 0.0075 0.0496 0.5483
C5H2Cl+

3 S0 C 2v −0.913 0.0422 −0.0115 −0.4092
T1 C 2v 0.664 0.0169 0.0604 0.5704

C6H6 S0 D6h 0.989 0.0000 0.0717 0.6445
T1 D2h −0.491 0.0238 0.0000 0.0000

C6H2+
6 S0 D2h −0.947 0.0281 −0.0126 0.4827a

T1 D6h 0.554 0.0099 0.0786 0.6545
C6H2(CH3)2+

4 S0 C s −0.417 0.0267 −0.0013 0.3300a

T1 C s 0.486 0.0155 0.0487 0.6043
C6H2Cl2+

4 S0 D2h −0.327 0.0277 0.0039 0.3965
T1 D2h 0.649 0.0156 0.0343 0.5700

C7H−
7 S0 C 2 0.163 0.0279 −0.0016 −0.3991

T1 D7h 0.826 0.0013 0.0309 0.6085
C9H−

9 S0 D9h 0.947 0.0000 0.0148 0.6263
T b

1 C s 0.822 0.0014 −0.0101 −0.5999
C9H+

9 S b
0 C s 0.885 0.0016 −0.0174 −0.6376

T1 C 2 0.935 0.0013 0.0196 0.6459
C11H10 S0 C 2v 0.887 0.0036 0.0093 0.6265

T1 C 2v 0.441 0.0180 — —
C11H2+

10 S0 C 2v 0.603 0.0146 −0.0034 0.5661a

T1 C 2v 0.761 0.0058 — —
a The MCI1/n has been calculated taking the absolute value of the MCI index.
b In these cases, the optimized structure presents Möbius topology.
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Table A.3 Dissection of normalized MCI (MCI1/n, where n is the number of atoms in the
ring) into spin parts for various molecules. Adapted from Table S95 in 4.1-SI.

Molecule MCI1/n MCI-α1/n MCI-β1/n ∆MCI1/n ∆MCI1/n/MCI1/n

5R 0.5100 0.5487 0.4540 0.0948 0.1858
6R 0.5999 0.6171 0.5798 0.0373 0.0622
9R 0.5617 0.5948 0.4957 0.0991 0.1764
10R 0.5782 0.6023 0.5390 0.0633 0.1095
5RT 0.5077 0.5449 0.4547 0.0902 0.1777
6RT 0.6075 0.6107 0.6042 0.0065 0.0107
9RT 0.4782 0.4985 0.4472 0.0513 0.1072
10RT 0.6016 0.6064 0.5964 0.0100 0.0166
5R-5a 0.5086 0.5497 0.4473 0.1024 0.2013
5R-5b 0.5035 0.5411 0.4493 0.0917 0.1822
5R-5c 0.5011 0.5361 0.4521 0.0840 0.1677
6R-5a 0.6009 0.6094 0.5917 0.0177 0.0294
6R-5b 0.6097 0.6098 0.6097 0.0001 0.0002
6R-5c 0.5979 0.5997 0.5961 0.0036 0.0060
6R-3a 0.5606 0.5156 0.5926 −0.0770 −0.1374
6R-3b 0.5556 0.4726 0.6022 −0.1296 −0.2333
6R-3c 0.5773 0.5359 0.6077 −0.0719 −0.1245
4RN-5 0.3203 0.2919 0.3427 −0.0508 −0.1587
4RO-5 0.3508 0.3759 0.3188 0.0571 0.1627
7Ra 0.5748 0.4636 0.6240 −0.1604 −0.2791
7Rb 0.5753 0.4698 0.6236 −0.1538 −0.2673

Figure A.1 Correlation of FLU vs. MCI1/n across different molecules in 4.1.
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Baird and Hückel Character Assessment using Charges, Spin Densities, and

C-DFT Energies

The Baird character, as discussed in Sections 4.1 and 6.1, is calculated based on how closely

the charge and spin density in the central ring of a compound match the expected value

in a system with 100% Baird character. This value is defined by the specific charge of the

central ring: for neutral rings in the non-aromatic GS (e.g. 6R(T) and 10R(T)), the Baird

excited state would have a central ring charge of +2. Similarly, if the ring in the ground

state has a charge of −1 (5R(T) and 9R(T)), then in the Baird excited state, it would

have a charge of +1. Conversely, if the ring in the ground state has a charge of +1 (7R),

the corresponding Baird excited state would have a charge of +1. For the spin density, in

all cases, the expected value for the central ring in the Baird excited state is 2. Thus, the

%Baird(spin) is calculated as the ratio of the computed spin density in the central ring

to this reference value of 2. The %Baird based on charges can be computed for both S1

and T1, while the one based on spin density can only be obtained for the T1 state (these

%Baird based on QTAIM charges and spin densities are reported in Figure 8b,c in Section 4.1).

To compare the Baird contribution of all studied systems, in the T1 state, we considered

the minimum value between %Baird from QTAIM charges and spins at the central ring:

%Baird(T1) = min[%Baird(T1, charge), %Baird(T1, spin)] (A.1)

For the singlet state S1, for which only the %Baird(charge) can be obtained, we considered

an ‘spin correction’ derived from the T1 analysis:

%Baird(S1) = %Baird(S1, charge) + ∆ (A.2)

∆ =







0 if %Baird(T1, charge) f %Baird(T1, spin)

%Baird(T1, spin)−%Baird(T1, charge) otherwise
(A.3)

Furthermore, an energetic index has been used to determine the Baird contribution. This

index involves the construction of an artificial triplet state wavefunction (applicable to S1as

well) as outlined in Eq. (1) in Section 4.1. The wavefunction is a linear combination of

constrained Hückel and Baird forms, calculated using constrained-DFT (C-DFT) [517]. This

technique imposes the required charge and spin on the central ring and exocyclic groups, as

detailed in 4.1. Then, the weights of each configuration (cH and cB amplitudes), described

in Eq. (2) in Section 4.1, provide the basis for estimating the Baird characters presented in

Figure 8a in Section 4.1.
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The evaluation for the singlet state is more complex, owing to the potential contribution

of the ground state quinoidal form in addition to the Hückel and Baird forms. This adds a

layer of complexity to the analysis. Alternatively, to measure the proximity of our systems to

Baird-like behavior, we computed the energies of the constrained Baird and Hückel forms for

both T1 and S1 excited states. The differences in these energies are depicted in Figure A.2.

Here, positive energy differences signify a more stable Hückel form, while negative differences

indicate a dominance of the Baird form, thereby suggesting the most probable description

of the relaxed state. In most cases, particularly in 6- and 10-MR systems, the Hückel form

exhibits greater stability, often exceeding 5 eV. However, in certain 5- and 7-MR systems,

the Baird form demonstrates notable stabilization.

Figure A.2 Energy differences between Baird and Hückel energies for the singlet and triplet
states of all studied molecules in Section 4.1 computed using C-DFT B3LYP/6-311G(d,p).
Note: S1 Hückel energy of 6R has not been converged, hence we only show the value for the
T1 state. Adapted from Figure S41 in 4.1-SI.
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Section 4.2: Effect of Exocyclic Substituents and Ã-System Length on the Elec-

tronic Structure of Chichibabin Diradical(oid)s: Key Supplemental Data

The content of the supporting information for Section 4.2 is listed below and can be accessed

at 4.2-SI DOI:10.1021/acsomega.9b00916.

• Selection of the Computational Approach

• Analysis of the different conformations

• Structural parameters, energy,
〈

Ŝ
2
〉

, diradical character (y), Mulliken populations,

and aromaticity results

This section also includes one specific table to complement the results discussed.
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Summarized Supplemental Data

Table A.4 Relative energies (in eV), at the OPBE/cc-pVTZ level of theory, for the OSS and
T states. ∆ECSX = EX – ECS where X refers to OS or T, of all studied systems in Section
4.2. Adapted from Table S17 in 4.2-SI.

systems 1-6 systems 7-11

substituent m OSS T substituent m OSS T

1 1 — 1.39 7 1 — 0.70
2 — 0.44 2 — 0.19
3 −0.09 −0.02 3 −0.14 −0.12
4 −0.31 −0.30 4 −0.27 −0.26
5 −0.43 −0.43 5 −0.31 −0.31

2 1 — 1.32 8 1 — 0.70
2 — 0.54 2 — 0.19
3 −0.02 0.10 3 −0.13 −0.11
4 −0.17 −0.16 4 −0.26 −0.25
5 −0.29 −0.29 5 −0.30 −0.30

3 1 — 1.32 9 1 — 0.58
2 — 0.61 2 — 0.12
3 — 0.19 3 −0.13 −0.12
4 −0.09 −0.06 4 −0.22 −0.22
5 −0.19 −0.18 5 −0.25 −0.25

4 1 — 0.40 10 1 — 0.87
2 — 0.16 2 — 0.28
3 −0.07 −0.02 3 −0.11 −0.07
4 −0.21 −0.21 4 −0.25 −0.25
5 −0.26 −0.26 5 −0.32 −0.31

5 1 — 0.84 11 1 — 0.51
2 — 0.27 2 — 0.13
3 −0.08 −0.02 3 −0.46 −0.43
4 −0.19 −0.18 4 −0.53 −0.52
5 −0.26 −0.25 5 −0.21 −0.21

6 1 — 0.30
2 −0.06 −0.02
3 −0.19 −0.19
4 −0.26 −0.26
5 −0.29 −0.29
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Section 5.1.1: From (Sub)Porphyrin to (Sub)Phthalocyanine: Aromaticity Signa-

tures in the UV-Vis Absorption Spectra: Key Supplemental Data

The elements listed below are included in the supplemental material for Section 5.1.1. The

complete set of supplemental material associated with this paper can be accessed at 5.1.1-SI

DOI:.

• Performance of Different Functionals

• UV-Vis Spectra and Frontier Molecular Orbitals

• Singlet-Triplet Energy Gap

• Electron Delocalization and Aromaticity Measures

Additionally, this section explicitly includes selected tables and figures to complement the

detailed discussions of the results.

Figure A.3 Representation of the different pathways considered in (sub)phthalocyanine
systems. Reproduced from Figure S11 in 5.1.1-SI.
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Summarized Supplemental Data

Figure A.6 Linear correlation of experimental and theoretical—CAM-B3LYP/cc-pVTZ
level of theory—UV-Vis absorption maxima. Left Q band; right B band.

Figure A.7 Six frontier molecular orbitals of P, TBP, Pz, and Pc at CAM-B3LYP/cc-
pVTZ level of theory. The isocontour is 0.02 a.u. and the energies of the orbitals are in eV.
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Figure A.8 Six frontier molecular orbitals of Zn-SubP, SubP, TBSubP, SubPz, and
SubPc at CAM-B3LYP/cc-pVTZ level of theory. Isocontour 0.02 a.u.; energies in eV.

Figure A.9 Relationship between B band ¼max and pondered ∆ε in eV including a) all
systems and b) including all systems but Pz.
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Summarized Supplemental Data

Table A.7 Orbital transitions involved in the B band, ∆ε in eV of the corresponding orbitals,
weighting factor, and pondered ∆ε in eV at CAM-B3LYP/cc-pVTZ level of theory considering
the implicit solvent (scrf=(pcm,solvent=solvent used in the experiment—see experimental
details in Section 5.1.1)).

system transition ∆ε weighting factor pondered ∆ε

P 94 → 96 4.93 0.52 4.89
95 → 97 4.84 0.48

Pz 88 → 97 6.97 0.18 6.22
91 → 98 6.54 0.11
92 → 97 6.48 0.34
93 → 97 6.03 0.26
95 → 96 4.32 0.11

TBP 146 → 148 5.12 0.61 4.74
147 → 149 4.15 0.30
147 ← 149 4.15 0.10

Pc 138 → 149 6.57 0.13 6.11
139 → 148 6.56 0.10
145 → 149 6.23 0.15
146 → 149 6.20 0.44
147 → 148 3.72 0.10
136 → 149 7.13 0.07

SubP 67 → 72 7.87 0.10 6.04
70 → 72 5.93 0.50
71 → 73 5.71 0.39

SubPz 67 → 72 7.60 0.22 6.81
70 → 72 6.98 0.61
71 → 73 5.25 0.18

TBSubP 109 → 111 6.06 0.72 5.74
110 → 112 4.92 0.28

SubPc 104 → 111 7.41 0.13 6.65
107 → 111 6.83 0.55
108 → 111 6.77 0.11
109 → 112 6.77 0.11
110 → 112 4.54 0.11
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Figure A.10 Current density in the S0 state visualized using the LIC representation. For P,
TBP, Pz, and Pc the plane is 1 Å above the molecular plane. The color scale corresponds
to the strength of the modulus of the current-density susceptibility in the range of 0.0001
(red) to 0.4 (white) nA/T/Å2.
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Summarized Supplemental Data

Section 5.2.1: An Unprecedented Ã-Electronic Circuit Involving an Odd Num-

ber of Carbon Atoms in a Grossly Warped Non-Planar Nanographene: Key

Supplemental Data

The elements listed below are included in the supplemental material for Section 5.2.1. The

complete set of supplemental material associated with this paper can be accessed at 5.2.1-SI

DOI:10.1039/D1CC00593F.

• Methodology and Computational Details

• NICS Maps and Induced Magnetic Fields

• Reference Molecules

• EDDB Isosurfaces

• GIMIC Results—Current Density Pathways and Current Strengths

• Local Aromatic Descriptors

• Cartesian Coordinates
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Section 5.3.1: In the Quest of Hückel–Hückel and Hückel–Baird Double Aromatic

Tropylium (tri)Cation and Anion Derivatives: Key Supplemental Data

The content of the supporting information for Section 5.3.1 is listed below and can be accessed

at 6.3.1-SI DOI:10.1002/poc.4447.

• Comparison of Different Functionals

• Aromaticity Values of Reference: 1C7H+
7 , 3C7H−

7 , and 3C7H3
7+

• Normal Mode Analysis

• Delocalization Indices

• Molecular Orbitals

• EDDB Results

• GIMIC Results

• Charges of the C and Br Rings of D7h
1C7Br+

7 and 1C7Br−
7 Systems

•
3C7Br3

7+ Species Using Different Functionals

Additionally, this section includes selected figures to complement the discussed results.

Figure A.11 Optimized geometries of 1C7Br+
7 using different DFAs/6-311+G(d,p).
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Summarized Supplemental Data

Figure A.12 Optimized geometries of 1C7(SeCF3)+
7 using BLYP together with the a) 6-

31G(d,p) or b) 6-311+G(d,p) basis set.

Figure A.13 Streamline representation of the concentric currents in 3C7Br3+
7 .
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Section 5.4.1: Too Persistent to Give Up: Aromaticity in Boron Clusters Survives

Radical Structural Changes: Key Supplemental Data

The elements listed below are included in the supplemental material for Section 5.4.1. The

complete set of supplemental material associated with this paper can be accessed at 6.4.1-SI

DOI:10.1021/jacs.0c02228.

Experimental Section:

• Materials and Instrumentation

• Synthesis and Characterization of [HNMe3][7,9-nido-(C2B9H12)]

Computational Section:

• Cartesian Coordinates

• Computational Details for the GIMIC Calculations

• Current Density Results

Additionally, this section includes selected tables and figures to complement the detailed

discussions of the results.

327
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Summarized Supplemental Data

Section 5.4.2: Pioneering the Power of Twin Bonds in a Revolutionary Double

Bond Formation. Unveiling the True Identity of o-Carboryne as o-Carborene:

Key Supplemental Data

The elements listed below are included in the supplemental material for Section 5.4.2. The

complete set of supplemental material associated with this paper can be accessed at 5.4.2-SI

DOI:10.1002/chem.202302448.

• Current-Density Vector Field of Benzene and o-Benzyne

• Current-Density Vector Field of o-Carborane and o-Carboryne

• Structures of Cyclotrimerization of o-Benzyne, Phenanthryne, and o-Carboryne

• Localized Molecular Orbitals of o-Benzyne and o-Carboryne

• HOMO and LUMO Orbitals of o-Carborane, o-Carboryne, Benzene, and o-Benzyne

• Cartesian Coordinates

Additionally, this section includes selected tables and figures to complement the detailed

discussions of the results.
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Section 5.4.3: Single—Not Double—3D-Aromaticity in Oxidized Closo Icosahe-

dral Dodecaiodo-Dodecaborate Cluster: Key Supplemental Data

The elements listed below are included in the supplemental material for Section 5.4.3. The

complete set of supplemental material associated with this paper can be accessed at 5.4.3-SI

DOI:10.1021/jacs.3c07335.

• Frontier Molecular Orbitals of [B12I12]2−

• GIMIC Calculation Parameters

• Experimental Structural Data

• NICS Scans and Current Density Results

• EDDB Results

• QTAIM Analysis

• Steric Maps—%VBur

• Homodesmotic Reactions Results

• Cartesian Coordinates

Additionally, this section includes selected tables and figures to complement the detailed

discussions of the results.
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