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Abstract: Ovarian cancer, a deadly female reproductive system disease, is a significant challenge
in medical research due to its notorious lethality. Addressing ovarian cancer in the current medical
landscape has become more complex than ever. This research explores the complex field of Ovarian
Cancer Subtype Classification and the crucial task of Outlier Detection, driven by a progressive
automated system, as the need to fight this unforgiving illness becomes critical. This study primarily
uses a unique dataset painstakingly selected from 20 esteemed medical institutes. The dataset
includes a wide range of images, such as tissue microarray (TMA) images at 40× magnification
and whole-slide images (WSI) at 20× magnification. The research is fully committed to identifying
abnormalities within this complex environment, going beyond the classification of subtypes of
ovarian cancer. We proposed a new Attention Embedder, a state-of-the-art model with effective
results in ovarian cancer subtype classification and outlier detection. Using images magnified WSI,
the model demonstrated an astonishing 96.42% training accuracy and 95.10% validation accuracy.
Similarly, with images magnified via a TMA, the model performed well, obtaining a validation
accuracy of 94.90% and a training accuracy of 93.45%. Our fine-tuned hyperparameter testing
resulted in exceptional performance on independent images. At 20× magnification, we achieved
an accuracy of 93.56%. Even at 40× magnification, our testing accuracy remained high, at 91.37%.
This study highlights how machine learning can revolutionize the medical field’s ability to classify
ovarian cancer subtypes and identify outliers, giving doctors a valuable tool to lessen the severe
effects of the disease. Adopting this novel method is likely to improve the practice of medicine and
give people living with ovarian cancer worldwide hope.

Keywords: ovarian cancer; attention embedder; transfer learning; cancer subtype; computer vision;
outlier detection; medical image; K-fold; hyperparameter tuning

1. Introduction

Ovarian cancer is well-recognized as the most deadly kind of cancer that affects the
female reproductive system. Ovarian cancer has the highest fatality rate among gynecologic
cancers and is the sixth leading cause of cancer-related deaths in women [1]. Regarding the
death rates associated with female reproductive system malignancies, this one is impactful.
More women die from ovarian cancer than any other reproductive system malignancy. The
lifetime risk of ovarian cancer for women is 1 in 78. Their lifetime risk of ovarian cancer is 1
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in 108. This malignancy mostly affects older women. About half of ovarian cancer patients
are 63 or older. It is diagnosed more frequently in white women than in black women [2,3].
Pursuing enhanced patient outcomes has increased the recognition and use of subtype-
specific therapeutic techniques. Nevertheless, the crucial need for such customized therapy
is accurately identifying subtypes. Currently, the detection of ovarian cancer primarily relies
on the expertise of pathologists. Nevertheless, this dependence presents notable obstacles,
such as conflicts among observers, concerns over the ability to reproduce diagnoses, and the
significantly restricted availability of pathologists with specialized expertise, particularly
in disadvantaged regions. Ovarian cancer presents a major threat to the public’s health, as
seen in its incidence percentage of 3.4%, including its mortality rate of 4.7%. The annual
burden of this illness is substantial, affecting more than 300,000 women and resulting
in nearly 152,000 deaths. These statistics underscore the grave implications that ovarian
cancer has for women’s health and overall survival [4,5]. The prognosis for individuals
diagnosed with ovarian cancer is unfavorable, as shown by a rate of survival of just 30
percent [6]. Combining platinum-based chemotherapy with cytoreductive surgery is the
current first-line treatment for ovarian cancer [7]. The classification of ovarian carcinomas
in the 2020 World Health Organization has at least five primary kinds, distinguished
based on factors such as the immune profile, histology, and molecular analysis. The
many kinds of ovarian carcinoma may be categorized as follows: the most common type
is High-Grade Serous Carcinoma (HGSC), which constitutes around 70–80% of cases.
Less common subtypes include Endometrioid Carcinoma (EC, 10%), Low-Grade Serous
Carcinoma (LGSC, 5%), Clear-Cell Carcinoma (CC, 6–10%), and Mucinous Carcinoma
(MC, 3–4%) [8–10]. The current strategy of subclassifying ovarian carcinomas follows a
hierarchical structure, with the first phase being the categorization into histotypes based on
classical histological characteristics. Histotypes are classified as distinct illnesses according
to several factors, including the cell of origin, molecular changes, clinical characteristics,
and treatment approaches [11,12]. Ovarian carcinoma is a diverse condition characterized
by a range of cancers, each displaying a distinct precursor lesion, genesis, pattern of
metastasis, responsiveness to therapy, and prognosis [13,14]. To transition smoothly from
the general discussion of cancer subtypes to our specific methodology, we explicitly outline
how our study addresses the identified challenges. This research aims to investigate the
complex differences seen across several forms of ovarian cancer, which pose significant
challenges in terms of the resolution associated with existing diagnostic techniques. In
our comprehensive investigation of cancer subtype classification and outlier detection, we
focused our efforts on the complex domain of ovarian cancer. The dataset used in this study
consisted of a wide range of whole-slide images and tissue microarray (TMA) images. The
collection contains 1051 samples in total; 538 of those samples are WSI and the rest, 513, are
TMA. This introduced many issues related to variances in size, source origin, image quality,
and staining processes. This highlights the significant importance of implementing a strong
error-handling mechanism. We aim to precisely categorize CC, EC, HGSC, LGSC, and MC.
This research aims to enhance personalized treatment techniques by using the capabilities
of the Attention Embedder model. Figure 1 depicts an essential idea, showcasing WSI, bags,
instances (patches), and scales. A complete study necessitates the extraction of several
picture patches from lengthy WSIs at a resolution of 128 × 128 pixels, emphasizing the
need to consider different scales. In the problem formulation, the class labels of instances
are not observed, and instead, class labels are given to groupings of instances referred to
as bags. The bag contains patches acquired at different scales, facilitating the recognition
of distinct locations of interest at numerous scales. This strategic methodology improves
our capacity to identify and evaluate critical characteristics within the complex domain of
ovarian cancer.
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WSI Bags
Instances

Figure 1. WSI, bags, instances (patches), and scales are introduced briefly before we extract
128 × 128-pixel image patches from WSIs at different scales. In the framework of how the study
problem is formulated, class labels for individual examples are not noticed, but class labels for groups
of instances referred to as bags are. It is essential to highlight that every bag contains patches removed
at different scales, making it easier to identify several locations of interest in differently scaled images.

By leveraging the Attention Embedder model, our approach enhances diagnostic accu-
racy and contributes to personalized treatment strategies, filling a critical gap in the current
knowledge. Our methodology used the powerful Attention Embedder model for subtype
categorization and outlier identification. Our results showcased remarkable accuracy, pre-
cision, recall, and F1-scores for 20×- and 40×-magnification images. Significantly, while
analyzing the dataset, we encountered a distinctive issue associated with the imbalance in
the EC data. We deliberately eliminated this subtype as a strategic decision to optimize
the system’s efficiency and efficacy. The model, which underwent thorough training for
20 epochs, demonstrated impressive performance. The rationale for doing comprehensive
training over epochs is based on achieving a trade-off between model convergence and
computing efficiency. Increasing the number of training epochs can improve performance,
but there is a danger of overfitting, particularly given the intricate nature of the Attention
Embedder model. This approach is based on established principles of creating deep learn-
ing models, whereby the selection of the number of epochs is made judiciously to achieve a
trade-off between underfitting and overfitting. The inclusion of openness in this decision
guarantees a strong and dependable training procedure, hence enhancing the trust in the
results produced by our model. The training accuracy of the 20×-magnification images
was found to be 96.42%, which is a notable achievement. Additionally, the validation
accuracy was determined to be 95.10%. Similarly, the model attained a Training Accuracy
of 93.45% and a Validation Accuracy of 94.90% for 40×-magnification images. Our testing
of fine-tuned hyperparameters demonstrates outstanding performance on independent
images. With a magnification of 20×, we achieved a remarkable accuracy of 93.56%. Our
Testing Accuracy remains excellent at 91.37% even when magnified to 40×. The precision,
recall, and F1 scores were evaluated comprehensively for each subtype, yielding a detailed
comprehension of the model’s robustness in correctly categorizing ovarian cancer subtypes.
In addition to these quantitative measures, it is crucial to emphasize our model’s possible
influence within the cancer treatment domain. The precise categorization of different
subtypes of ovarian cancer has high significance for developing individualized treatment
approaches. By identifying the individual subtype, our model offers doctors significant in-
sights into the malignancy’s distinct features, enabling customized therapy strategies. This
increases the effectiveness of therapy and aids in reducing adverse effects and enhancing
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overall patient outcomes. As shown by our model, incorporating sophisticated techniques
represents a significant advancement in precision medicine. This discovery has enormous
potential to enhance both the precision of diagnoses and the efficacy of treatment in the
complex field of ovarian cancer. Our contributions and obligations are the following:

• We aim to determine the best practical strategy for precisely classifying and identifying
outliers within ovarian cancer subtypes.

• We used a dataset generated from a Kaggle competition that posed significant chal-
lenges. The correctness of our suggested model has been effectively established, which
we have achieved through diligent study.

• We apply several benchmark machine learning algorithms to clinical criteria for ovar-
ian cancer subtype classification and outlier detection. We use a separate algorithm
that provides better classification and outlier detection with ovarian cancer.

• A unique model called the Attention Embedder has been developed with a particular
emphasis on classification and outlier detection in ovarian cancer subtypes.

This study is organized into multiple sections, each with a specific function. An
overview of relevant works on the topic is given in Section 2, which serves as a basis for
the investigation. A thorough analysis of the dataset utilized in the study is covered in
Section 3. Section 4 delineates the methodology utilized in the study, providing insight
into the research strategy. The analyses are presented in Section 5, which provides an
understanding of the study’s conclusions. Section 6 delves into the subject, offering a
critical analysis of the findings and their consequences. Last but not least, Section 7 presents
findings from the study and suggests future paths of inquiry for the field.

2. Related Works

The Ovarian Cancer Subtype Classification divides patients into categories based on
distinctive traits for customized care. Outlier Detection identifies unusual cases, assisting
in a better understanding of the illness and potential novel therapeutic strategies. Many
researchers have thoroughly investigated ovarian cancer, defining its various phases and
forms. The researchers have identified outliers within the condition and categorized these
variances as a result of their thorough research. This thorough classification and outlier
detection are essential to create more practical remedies and advance our comprehension
of ovarian cancer. Ovarian Cancer Subtype Classification and Outlier Detection select
subtype ovarian cancer cases according to their unique genetic, molecular, and clinical
characteristics. This division facilitates the personalization of therapy, prognosis classifi-
cation, advancement of research, and treatment adaptation. Outlier Detection also seeks
to find exceptional or rare cases with distinctive traits or therapeutic responses, adding
to our understanding of the illness and possibly revealing new subtypes. Diagnoses of
ovarian cancer are critical in the patient care process because different ovarian cancer
histological subtypes have different genetic and molecular profiles, treatment choices, and
patient outcomes, as discussed in Jack et al. [15] Introducing Discriminative Region Ac-
tive Sampling for Multiple Instance Learning (DRAS-MIL). This computationally efficient
slide classification method leverages attention scores to concentrate sampling on highly
discriminative regions. Using a set of 714 WSIs gathered from 147 epithelial ovarian cancer
patients at Leeds Teaching Hospitals NHS Trust, distinguishing between the four subtypes
of epithelial ovarian cancer (low-grade serous, endometrioid, clear-cell, and mucinous
carcinomas combined) was accomplished. The authors demonstrated that DRAS-MIL
could reach classification performance comparable to thorough slide analysis, with a three-
fold cross-validated AUC of 0.8679 compared with 0.8781 with typical attention-based
MIL classification. There, the authors utilized no more than 18% of the memory of the
conventional approach while only spending 33% of the time when evaluating on a GPU
and just 14% of the time when evaluating on a CPU alone. The reduced classification
time and memory needs of AI may facilitate clinical implementation and democratization
and lower the degree to which end-user adoption is constrained by computing hardware.
Anwar et al. [16] conducted hypothesis-free phenome-wide association research (PheWAS)
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to discover qualities that share a genetic architecture with ovarian cancer and its comor-
bidities. The relationship between OC and OC subtype-specific genetic risk scores was
investigated (OC-GRS) and 889 illnesses and 43 other features using data from 181,203
white British female UK Biobank individuals were included. PheWAS and colocalization
analyses were performed for individual variations to find proof of similar genomic ar-
chitecture. Ten diseases were associated with the OC-GRS, while five were linked to the
clear-cell OC-GRS at the FDR threshold (p = 5.610-4). Strong evidence was provided via
Mendelian randomization analysis (MR) for the relationship between OC and a higher
risk of secondary malignant neoplasm in digestive systems (OR 1.64, 95% CI 1.33, 2.02),
ascites (1.48, 95% CI 1.17, 1.86), chronic airway obstruction (1.17, 95% CI 1.07, 1.29), and
abnormal findings upon examination of the lung. Analyses of lung spirometry measures
provided additional support for decreased respiratory function. PheWAS on individual
OC variations discovered five genetic variants connected to various diseases and seven
variants linked to biomarkers (all, p = 4.510-8). Colocalization analysis was used to identify
rs4449583 as the shared causal variation between seborrheic keratosis and OC. Identifying
the ovarian cancer immune classification, Tang et al. [17] disclosed OV subtypes. The
authors noticed 379 OV samples from the UCSC website. They examined 29 immune gene
sets using single-sample gene set enrichment to identify the immunological subtypes of
OV. Gene set variation analysis was used to examine the distinguishing characteristics and
the Kyoto Encyclopaedia of Genes and Genomes offered details regarding the pathways of
immune types. Using single-sample gene set enrichment analysis, a distinction between
the immunity_H and immunity_L subtypes was observed. Weighted gene co-expression
networks and four hub IRGs (CCR5, IL10RA, ITGAL, and PTPRC) were constructed by
working together. When their team also investigated the mutations in four hub IRGs, an
amplification of the PTPRC gene of about 7% was discovered. Additionally [18], eight
immune-checkpoint genes—all but CD276—had increased expression in the Immunity_H
group when compared with the Immunity_L group. The relationship between PD-1/PD-L1
and four hub IRGs was investigated, and gene set enrichment analysis was performed
to investigate the underlying mechanisms of PTPRC in OV. Additionally, PTPRC may
control PD-L1 expression by triggering the JAK-STAT signaling pathway, according to
Western blotting data. It was ensured that a wide range of investigations were performed
to pinpoint OV’s two immunological subtypes and four hub IRGs. Mohamed et al. [19]
created a technique for identifying Ovarian Cancer (OC) that affected women’s ovaries
where data was produced from the Internet of Medical Things (IoMT) to identify and
separate OC. Self-organizing maps (SOM) and optimal recurrent neural networks (ORNN)
were used to categorize OC. Better feature subset selection and the separation of useful,
intelligible, and exciting data from enormous amounts of medical data were achieved
using the SOM algorithm. The researchers stated that an ideal classifier, known as the
Optimal Recurrent Neural Network (ORNN), was also used. By adjusting the weights
of the Recurrent Neural Network (RNN) structure using the Adaptive Harmony Search
Optimization (AHSO) method, the classification rate of OC detection was increased. A
series of trials using information gathered from women with a high risk of OC because
of a personal or family history of cancer was performed. When measured against other
techniques such as RNN, FeedForward Neural Networks (FFNN), and others, their method
had a maximum accuracy of 96.27%, a sensitivity rate of 85.2%, and a specificity rate of 85.2,
respectively. The authors confirmed that the model can detect cancer early with excellent
accuracy, sensitivity, specificity, and a low Root Mean Square Error. For well-defined
groupings of ovarian tumors including the deep proteome, in Simonas et al. [20], nine
cases of early-stage benign serous and ovarian cancer, including Type 1 and Type 2, were
analyzed using TMT-LC-MS/MS. The study also included the expression analysis of Type
1 (low-grade serous, mucinous, endometrioid), Type 2 (high-grade serous), and Type 3
(benign serous) at FIGO stage I. ProteomeXchange provided access to information with
the ID PXD010939. Examining new bioinformatics tools was a part of the discovery phase.
Various normalizations, a mix of univariate statistics, a logistic model tree, and a naive

RETRACTED



Tomography 2024, 10 110

Bayes tree classifier, as well as univariate statistics, were all used in this new selection
approach. As a result of this combined method, 142 proteins were discovered. Among
the nine distinct proteins and one biomarker panel that were confirmed in cyst fluid and
serum were transaldolase-1, fructose-bisphosphate aldolase A (ALDOA), transketolase,
ceruloplasmin, mesothelin, clusterin, tenascin-XB, laminin subunit gamma-1, and mucin-16.
However, ALDOA was the only significant protein in the serum. Six of the proteins were
found to be significant in cyst fluid (p = 0.05). Both 0.96 and 0.57 were the ROC AUC
values for the biomarker panel. The research concluded that classification algorithms
augmented traditional statistical approaches by identifying combinations that traditional
univariate tests would have missed. Maxence et al. [21] claimed that HGSC originated from
fallopian tube epithelial (FTE) cells, specifically those in the region of the tubal-peritoneal
junction. Sectioning and Extensively Examining the Fimbriated End Protocol focused on
three essential lesions: STILs, STICs, and p53 signatures. These lesions were detected based
on the immunohistochemistry (IHC) pattern of the markers p53 and Ki67 and cellular
abnormalities. A complete proteome assessment of these preneoplastic epithelial lesions
was conducted using IHC and mass spectrometry imaging. The specific markers of each
preneoplastic lesion were studied. CAVIN1, Emilin2, and FBLN5 were identified as specific
lesion markers. Additionally, the authors used SpiderMass technology to undertake a
lipidomic analysis and found that lesions included a specific lipid signature, including
dietary fatty acid precursors. This revealed the molecular pathways of ovarian cancer
and established the fimbria genesis of HGSC. In light of the threat of epithelial ovarian
cancer (EOC), Mariola et al. [22] implemented clear-cell, mucinous, and endometrioid
carcinomas. Additionally, the researchers demonstrated how the prognostic factors were
predicated on EOC outcomes, which was difficult because the condition was frequently
detected after spreading to multiple subtypes. The researchers demonstrated a highly
developed analytical workflow based on solid-phase microextraction (SPME) and three
orthogonal LC/MS acquisition modes that made it possible to map a variety of analytes
in serum samples from EOC patients comprehensively. It was demonstrated that the four
main EOC subtypes could be clearly distinguished using PLS-DA multivariate analysis
of the metabolomic data, and the significance of discriminative metabolites and lipids
was confirmed using multivariate receiver operating characteristic (ROC) analysis (AUC
value > 88% with 20 features). The four EOC subtypes had distinct abnormalities in the
metabolism of amino acids, lipids, and steroids, according to further pathway analysis
using the top 57 dysregulated metabolic characteristics. According to them, metabolomic
profiling could be a potent approach to support histology in classifying EOC subgroups. In
the initial phases of ovarian cancer, Samridhi et al. [23] communicated the identification. A
thorough strategy and the exploitation of the dataset to increase the likelihood of accurate
categorization were employed. The dataset was enhanced using thorough pre-processing
and data augmentation methods utilizing available internet images. The dataset’s size was
increased, and it was made diverse. The aim was to capture various malignant appearances
and reduce biases. The augmented images were categorized using a set of six cutting-edge
classifiers that were used in MATLAB. A holdout method for cross-validation was used
to evaluate the effectiveness of the classifiers. The experiment displayed outcomes with
a remarkable 99% accuracy rate, highlighting the efficiency of the approach in spotting
ovarian cancer in its early stages. There is enormous potential for better prognoses and
treatment results that the authors observed in the early detection of ovarian cancer. The
authors added to the growing body of knowledge to combat ovarian cancer by highlighting
the significance of extending and diversifying datasets and utilizing advanced classification
techniques. The need for early intervention in minimizing sneaky disease mortality was
stressed. The inability to effectively identify the Ovarian Cancer subtype is a critical issue.
Moreover, existing approaches could be better. The proposed Attention Embedder model
has drawn much historical interest in solving this challenge, consistently pulling academics
to this area of research.
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3. Dataset Analysis and Discussion

We have acquired a new and dynamic dataset from Kaggle, which is currently being
utilized in an ongoing contest [24]. This dataset is particularly remarkable, comprising high-
resolution images. The source of these images is a collaborative effort involving more than
20 prestigious medical centers. The actual number of overall images that we produce is 1051.
Within this dataset, we encounter two distinct categories of images: whole-slide images
(WSI) and tissue microarray (TMA) images. The WSI category features images captured at a
substantial 20× magnification, rendering them considerably large and intricate. In contrast,
the TMAs, or tissue microarray images, are smaller in scale, measuring approximately
4000 by 4000 pixels, but we boast a remarkable 40× magnification for them. Although
this dataset offers effective, useful information, its astonishing 550 GB size is somewhat
overwhelming. Therefore, importing this enormous amount of data would take a long
time. However, the information and insights that could be derived from this varied and
substantial dataset promise to be extremely valuable for our ongoing study and contest
participation. Several ovarian cancer subtypes are represented in our dataset, including
high-grade serous carcinoma (HGSC), clear-cell carcinoma (CC), endometrioid carcinoma
(EC), low-grade serous carcinoma (LGSC), and mucinous carcinoma (MC). In Figure 2, we
display the percentage of five subtypes of ovarian cancer that our dataset yielded.

Figure 2. Percentage of five types of ovarian cancer.

The presence of differences in source origin, picture quality, size, slide staining pro-
cesses, and other related elements highlights the need to implement a dependable and
adaptable error-handling approach. Regarding the revised training data, a total of 112,609
images were used for 20× magnification. The data were divided using an 80-20 split
ratio, with 89,068 images allocated for training and 22,521 images for validation. At a
magnification of 40×, the total number of images obtained was 17,851. These images were
divided into two sets: a training set consisting of 13,281 images (about 80% of the total) and
a validation set consisting of 3570 images (approximately 20% of the total). We conducted
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testing using a set of 2000 independent images. Specifically, 1000 images were selected for
testing at 20× magnification, and an additional 1000 images were chosen for testing at 40×
magnification, as shown in Table 1. During the study of the dataset, it was observed that
there was a notable data imbalance related to EC, which is considered an abnormality. We
removed this subtype to handle this issue and optimize the system’s efficacy. Instead, our
approach will concentrate on identifying the other four ovarian cancer subtypes, providing
more reliable and resilient outcomes.

Table 1. The entire dataset divided into training, testing, and validation sets is summarized in
this table.

Types of Image Training Validation Testing Total Images

20× 89,088 22,521 1,000 1,12,609

40× 13,281 3,570 1,000 17,851

3.1. Outlier Expression of Five Subtypes

Outliers are seen when looking at the height dimension in Figure 3. There is an outlier
for CC in the first position; similarly, an outlier for MC is also present in the first position.
On the other hand, the outlier for EC is precisely located at 100,000 pixels in width, while
the outlier for MC is positioned at the beginning. A scatter plot displaying the five kinds
of ovarian cancer is shown in Figure 4. Notably, the endometrioid, mucinous, and clear-cell
carcinoma dataset contains three outliers designated as O1, O2, and O3. Here, the highest
outlier for MC was discovered, along with the lowest outlier for CC.

Figure 3. The box plot visually presents data for different cancer subtypes, providing insight into
their distribution and highlighting the presence of outliers within the entire dataset. Outliers are data
points that fall significantly outside the normal range of values and may warrant further investigation
or consideration in the analysis.

Figure 4 shows a scatter plot of these three outliers, connected to the subtypes above,
for a more in-depth visualization. In a two-dimensional space or array, the horizontal axis
is often denoted as the “x” dimension, while the vertical axis is called the “y” dimension.
This graphic presents empirical support for the existence of clusters via the identification of
distinct locations. Typically, a two-dimensional area comprises discrete points that may
be seen when aggregating into a cluster. This enables the identification of the points that
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are part of a particular cluster and their corresponding positions within it. The clusters
were observed, and several clusters were subsequently recognized as outliers, namely
O1, O2, and O3. Including its facilitation in locating clusters justifies our study’s x and
y dimensions.

CC

MC

EC

HGLC

LGSC

O1

O2

Y

X

O3

Figure 4. In the case of ovarian cancer subtyping, where five different subtypes coexist, the scatter
plot graphically illustrates the existence of outliers.

3.2. Data Preprocessing Processes

We employed data augmentation techniques to address the data imbalance issue,
which involved cropping images to augment the dataset. This approach effectively miti-
gated the problem of overfitting. We divided a large image into 128 × 128 pixel patches
through “patch size division,” creating a dataset of 130,460 unique patches. This strategy
offered valuable resources for cancer research and helped with comprehending the sub-
tleties of ovarian cancer. Our dataset opens up new possibilities for ovarian cancer research
and treatment. To guarantee the stability and applicability of our model, we handled the
dataset with great care. Normalization is a critical stage in this process that involves using
a method to normalize the values of the pixels in the images. Our deep learning model
for Ovarian Cancer Subtype Classification and Outlier Detection depends critically on the
stability and reliability of the normalized training dataset we obtained. There are several
techniques for normalizing images. One method is scaling pixel values to fit into [0, 1]
or [–1, 1] ranges. For example, scaling an 8-bit picture to [0, 1] requires dividing its pixel
values by 255. Another method is standardization, which involves converting each picture
channel’s signal into a random variable with a mean of 0 and a variance of 1, where m is
the sample mean and s is the sample variance, as shown in Equation (1).

x̃ =
(x − µ)

σ
(1)

We also used picture encoding, which transforms visual input into a digital format
required for transmission, storage, and computational analysis. This encoding technique
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converts the relationships between color and intensity within each pixel into a NumPy
array, allowing computers to comprehend and alter visual content. This facilitates various
applications, including data processing and visual communication, which are essential to
our data processing workflow.

In our data processing pipeline, image leveling comes next after image encoding.
Improving image quality entails changing brightness and contrast. The main goal is to
distribute visual elements evenly so that we can be understood more easily. This method
dramatically improves the overall image quality of our dataset. Image leveling balances
the visuals by making minute brightness and contrast modifications in the presence of
fluctuations in lighting, exposure, or contrast. Our analytical efforts are aided by this
technique, which also improves aesthetics and unveils previously hidden elements. In
conclusion, picture leveling is an essential phase that ensures image enhancement and
standardization, laying the groundwork for subsequent analysis and research.

Figure 5 shows the divided image from the original images containing the ovarian
cancer subtype.

Figure 5. The high-resolution image cropping process, which shows how precise and detailed regions
of interest are extracted from the original image to enable more thorough analysis and improved
visual representation, is illustrated in this figure (20× and 40×).

In this part, we summarize the dataset, noting how its subtypes are distributed and
outlining the preprocessing methods used to get a leveled dataset. We also explore how
outliers are produced and our methods to deal with them. The two different forms of data
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and the techniques utilized to improve the classification of and outlier detection in ovarian
cancer subtypes are covered in the last section.

4. Research Methodology and Implementation

Our implementation is built around a complex methodology focusing on ovarian
cancer subtype classification and outlier detection. We have developed an excellent tech-
nique for classifying the various subtypes of ovarian cancer by utilizing the strengths
of an Attention Embedder model. This model, renowned for its incredible speed, can
quickly process and categorize ovarian cancer subtypes. Its complicated structure, which is
made up of several blocks that function well together, is what makes it unique. Together,
these parts strengthen the model, enabling it to carry out the dual duties of ovarian cancer
classification and outlier detection with incredibly high accuracy and speed. Essentially,
our method takes care of the crucial duty of accurately classifying ovarian cancer subtypes
and the crucial job of spotting any outliers in the dataset. This robust and complex model
demonstrates our dedication to increasing the effectiveness and speed of ovarian cancer
research and diagnostics. Figure 6 illustrates both the architecture and operation of the
Attention Embedder model.
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Figure 6. The Attention Embedder approach, a novel approach to improve feature extraction and
the collection of relevant information described in this paper, is illustrated in Figure 6. This method
uses the attention process. This leads to improved model performance and a better understanding of
complex data patterns.

4.1. Execution of Attention Embedder Model

A deep learning architecture that incorporates the idea of attention is known as an
attention embedding model, an attention-based model, or an attention mechanism. The
numerous machine learning and deep learning applications that primarily depend on
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attention and embeddings include computer vision and natural language processing, to
name just two. There are two parts to this model’s working process.

• When making classifications or choices, the model can concentrate on pertinent details
by using attention mechanisms to weigh various parts of an image. For instance, while
creating captions for images, the model can utilize attention to concentrate on the
most crucial elements of the picture while coming up with a description.

• Image embeddings are compact, lower-dimensional representations of images that
capture their content. These embeddings are often learned through CNNs, a neu-
ral network for image processing. These embeddings are useful for various tasks,
including image retrieval, similarity analysis, etc.

An attention embedding model combines attention mechanisms to concentrate on
pertinent areas of the image and image embeddings to provide condensed, insightful image
data representations. Combining these two factors enables the model to process images
efficiently and produce output based on attended and embedded data.

4.2. Encoder-Decoder Process for Attention Layer

The encoder in the provided architecture has two encoder layers and accepts 128 × 128
pictures as input. The first encoder uses a 3 × 3 kernel with 128 filters, whereas the second
encoder uses a 3 × 3 kernel with 256 filters. This layout takes into account images of
various resolutions. A main encoder block is then given the outputs of the first and
second encoders. Conv2D (convolutional layer), Batch Normalization, and ReLU activation
are some of the processes carried out by this block. Features from the input image are
extracted and processed using these operations. Two separable convolutional layers are
usually in the main encoder block, followed by batch normalization and ReLU activation.
These convolutional layers have changeable filter counts and kernel sizes that can be
adjusted when invoking the algorithm. The encoder then returns the output after processing
through the primary encoder block, which can be used by later network components, such
as encoder 3 or other layers in our architecture. The encoder network is tasked with
transforming an input signal x ∈ X ⊂ Rdo into a feature space denoted as z ∈ Z ⊂ Rdk .
Conversely, the decoder takes this feature map as its input processes it, and generates
an output referred to as y ∈ Y ⊂ Rd_dL. In this scenario, a symmetric configuration is
employed, which entails both the encoder and decoder sharing an equal number of layers,
typically denoted as κ. Furthermore, to maintain symmetry, the input dimensions for the
encoder layer, often labeled as ξ l align with the output dimensions for the decoder layer,
denoted as Dl . This symmetrical design ensures a balance between the encoding and
decoding processes, contributing to the overall coherence and performance of the network
as

ξ l : Rdl−1 7→ Rdl , dl : Rdl 7→ Rdl−1 (2)

Here, the notation l ∈ [k] with [n] represents a transpose operation, and 1, ....., n
pertains to the input from the jth channel, which possesses a dimension of do. As a result,
the cumulative input dimension is denoted as ql−1 At the lth layer of the encoder, the
convolution operation is employed to generate an output with channels.

ξ l−1 =
[
ξ l−1T

1 ..... ξ l−1T
ql−1

]
∈ Rdl−1 , (3)

In this scenario, T signifies a transpose operation, while ξ l−1
j ∈ Rml−1 represents the input

from the jth channel with a dimension of ml−1. As a result, the combined input dimension
is defined as dl−1 := ml−1ql−1. In the lth layer of the encoder, the convolution operation

ξ l
j = σ

(
ΦlT

ql−1

∑
k=1

(
ξ l−1

k ⊛ ψ−l
j,k

))
, j ∈ [q1] (4)
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is utilized to produce an output with ql channels. In this context, ξ l
j ∈ Rml pertains to

the output of the jth channel after convolutional filtering using r-tap filters, denoted as
ψ−l

j,k ∈ Rr and a pooling operation ΦlT ∈ Rml∗ml−1 . Meanwhile, σ(.) denotes the Element-

wise Rectified Linear Unit (ReLU) operation. To provide further clarity, ψ−l
j,k ∈ Rr represents

the r-tap convolutional kernel, which is convolved with the kth input to contribute to the
output of the jth channel, denoted as ⊛. Circular convolution is employed through the
utilization of periodic boundary conditions, which helps avoid the need for the specific
handling of the convolution at the boundary. In this context, “v” denotes the flipped
version of the vector “v”. .

ξ l := σ
(

ElTξ l−1
)
=
[
ξ lT .... ξ lT

ql

]
(5)

Here, El ∈ Rdl−1∗dl is the result of the computation involving

El =

[
Φl⊛ψl

1,1 ...... Φl⊛ψl
ql ,1

Φl⊛ψl
1,ql−1

...... Φl⊛ψl
ql ,ql−1

]
(6)

with
Φl ⊛ ψl

i,j :=
[
ϕl

1 ⊛ ϕl
i,j...... ϕl

ml ϕ
l ⊛ ψl

i,j

]
(7)

On the contrary, the input signal for the l-th layer of the decoder is sourced from ql
channel inputs, denoted as

ξ l−1
j = σ

(
q1

∑
k=1

((
Φlξ l

k + χl
k

)
⊛ ψl

j,k

))
(8)

while the filter matrix for the Decoder branch is symbolized as Dl , which is further repre-
sented by

Dl =

[
Iml−1⊛ψl

1,1....... Iml−1⊛ψl
ql,1

Iml−1⊛ψl
ql ,1....... Iml−1⊛ψl

ql,ql−1

]
(9)

In the overall process, the encoder takes the input first and encodes the input data.
The decoder then uses the encoded representation to recreate the original input inside
the model.

4.3. Attention Layer Work for Model

The scaled dot-product attention mechanism, often used in transformer designs, is
crucial in many deep learning models, particularly in natural language processing. The
model formula for the attention mechanism is defined as follows. Assume we have a
collection of input vectors or sequences:

• A collection of query vectors, Q, with the following dimensions: batch_size, seq_length,
and model.

• A group of key vectors with the following dimensions: batch_size, seq_length, and
d_model.

• A collection of value vectors, V, having the following dimensions: batch_size, seq_length,
and model.

The self-attention mechanism computes the attention scores for each pair of the query
and key vectors, which are then used to weight the value vectors and produce the output.
The mathematical formula for the scaled dot-product attention is as follows:

1. Compute the raw (unscaled) attention scores, A:

A =
Q∗KT
√

d_k
(10)
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Here, “T̂” denotes the transpose of K, and “sqrt(d_k)” is a scaling factor; d_k stands
for the key vector’s dimension. This scaling is used to prevent the dot products from
getting too large, which can result in too small gradients during training.

2. Apply a softmax function to normalize the attention scores across the sequence length,
producing the attention weights, W:

W = so f tmax(A) (11)

3. Use the attention weights to weight the value vectors, V, and obtain the output, O:

O = W∗V (12)

An attention layer distributes relevance scores to various sequence segments by mul-
tiplying input vectors by a weight matrix. It creates a weighted sum by element-wisely
summing these scores with the encoder’s output. An attention function (like softmax)
is used with this total to produce a probability distribution that reflects the relevance of
the elements. In essence, attention computes relevance weights for each input piece by
combining input with encoder output. Each query in the batch goes through these proce-
dures, which produce an output tensor O with the same shape as the input value tensor
V. Every query in the batch can use the self-attention method concurrently. The model
can learn which input sequence elements are most pertinent to each query thanks to the
attention mechanism, making it a potent tool for various sequence-based tasks like machine
translation, text synthesis, and more.

4.4. Classification of Ovarian Cancer Subtypes

There are three encoders—Encoder 2, Encoder 3, and a Decoder—in a neural network
with an attention mechanism. A completely linked layer processes the combined value that
the attention function creates by combining the outputs of Encoders 2 and 3. Here’s a more
concise representation of the process:

• Encoder 2 and Encoder 3 outputs are combined using an attention mechanism.
• The combined value from the attention mechanism is passed through a fully connected

layer.

Assume there are “n” neurons in the layer below and “m” neurons in the present
(completely linked) layer. Each link between a neuron in the previous layer and a neuron
in the current layer has a weight (W) and a bias (b) associated with it. For each neuron in
the current layer (i), the output (z_i) can be computed as

Zi =
n

∑
j

(
xj∗wij

)
+ bi (13)

where the following are true:

• Neurons in the present layer are indexed from 1 to m by a number called i.
• From 1 to n, j represents the neuron’s index in the layer before it.
• xj the jth neuron in the previous layer produced as Wij of the link between the ith and

jth neurons in the current layer is known as the output. The bias for the ith neuron in
the current layer is denoted by the letter as bi

This method is repeated for each neuron in the current layer to compute the outputs for
the entire layer. The subsequent layer in the neural network can then take its output from
this ultimately linked layer as an input. Then, dropout is used. The regularization method
called dropout is frequently employed in neural networks to avoid overfitting. During
training, it randomly deactivates (drops out) a certain percentage of neurons. Dropout’s
main goal is to keep the network from depending too much on any one neuron, which will
encourage more robust feature learning and lessen overfitting.
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• For each neuron, generate a binary mask d of the same shape as the neuron’s output.
This mask d is typically drawn from a Bernoulli distribution with a probability p
(dropout probability), where p is the fraction of neurons to keep.

• Compute the dropout output during training by element-wisely multiplying the input
x by the dropout mask d:

output_during_training = x∗d (14)

• During inference or testing, all neurons are used, so dropout isn’t applied. The output
is unchanged from the input:

Input_during_in f erence = x (15)

4.5. Model Training, Evaluation, and Selection

In our quest for Ovarian Cancer Subtype Classification and Outlier Detection, we
systematically evaluated seven prominent CNN models: VGG16, VGG19, ResNet50,
ResNet101, InceptionResNetV2, InceptionV3, and DenseNet121. Remarkably, the At-
tention Embedder model outperformed all others. We meticulously explored different
training batch sizes, including 8 and 16, settling on 16 as the most effective choice. To
enhance model efficiency, we employed five different optimizers, including SGD, Adam,
RMSprop, Nadam, and Adamax, with Nadam yielding the highest efficiency. We compared
Categorical Cross-Entropy and Kullback–Leibler Divergence for loss function selection,
with Categorical Cross-Entropy proving the most efficient. Our experimentation extended
to kernel sizes, considering both 3 × 3 and 5 × 5 kernels. The 3 × 3 kernel size emerged
as the optimal choice for our purposes. The learning rate played a pivotal role in our
model’s performance. We tested values of 0.1, 0.001, 0.0001, 0.00001, and 0.002, with 0.0001
delivering the best results. Lastly, we fine-tuned our model with dropout values of 0.1,
0.2, 0.3, and 0.5, finding that a dropout value of 0.2 produced the most favorable outcome.
All of these essential components improve the efficiency and viability of our proposed
Attention Embedder model. Table 2 lists the parameters of our experimental model.

Table 2. Hyperparameter variables are investigated to obtain the best network for each experimental
model.

Hyperparameters Optimization Space

Model VGG16, VGG19, ResNet50, ResNet101,
InceptionResNetV2, InceptionV3, DenseNet121

Batch Size 8, 16

Optimizer SGD, Adam, RMSprop, Nadam, Adamax

Loss Functions Categorical cross-entropy, Kullback–Leibler
divergence

Kernel Size 3 × 3, 5 × 5

Learning Rate 0.1, 0.001, 0.0001, 0.00001, 0.002

Dropout 0.1, 0.2, 0.3, 0.5

An Attention Embedder model is utilized for both the classification of ovarian cancer
subtypes and the identification of outliers during the process. To accomplish these goals,
this paradigm is essential.

5. Result Analysis

The investigation of the ovarian cancer subtypes, including subtype categorization
and outlier detection, is thoroughly summarized in this section. We offer insights into
the model’s performance by displaying accuracy data for 20×- and 40×-magnification
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images. We also show the ROC graphs for both picture scales our Attention Embedder
model produced. We investigate the model’s loss and, for clarity, divide it into two distinct
images. Additionally, we include precision, recall, F1-score, support metrics, and confusion
matrices for both 20×- and 40×-magnification images. The outputs of the models that were
used are included in our findings. We give illustrations of the ovarian cancer subtypes and
their accompanying classification graphics to help readers comprehend.

5.1. Accuracy and Loss of Ovarian Cancer Subtype for 20×-Magnification Images

We gauge the accuracy of our Ovarian Cancer Subtype Classification and Outlier
Detection working model by considering a set of critical metrics: True Positive (TP), True
Negative (TN), False Positive (FP), and False Negative (FN). These values collectively
illuminate the model’s performance in accurately categorizing Ovarian Cancer Subtype
Classification and Outlier Detection.

Accuracy =
TP + TN

TP + TN + FP + FN
(16)

True Positive (TP): These are instances where the model correctly identifies and classi-
fies an ovarian cancer subtype as positive.

True Negative (TN): These instances indicate the model’s success in accurately recog-
nizing and categorizing an ovarian cancer subtype as negative.

False Positive (FP): In this scenario, the model wrongly identifies the ovarian cancer
subtype as positive when it should have been categorized as negative.

False Negative (FN): Conversely, this happens when the model incorrectly identifies
an ovarian cancer subtype as negative instead of categorizing it as positive.

We acquire a thorough knowledge of the model’s accuracy and effectiveness in ovarian
cancer classification by examining these metrics.

Our pursuit of ovarian cancer subtype classification and outlier detection has yielded
remarkable results. The Attention Embedder model demonstrates an impressive training
accuracy of 96.42%, while the validation accuracy stands at a commendable 95.10%. This
achievement has been attained through meticulous training over 20 epochs. Figures 7 and 8
provide a brief yet informative overview of our results. The five ovarian cancer subtypes
are classified using 20× magnification in this picture, including a summary of the training
accuracy, validation accuracy, training loss, validation loss, and ROC curve.

Figure 7. The loss of training and validation accuracy and validity over different epochs for 20× WSI
is presented in this figure.
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Figure 8. ROC—Top four class AUC scores for performance evaluation of Attention Embedder.

5.2. Accuracy and Loss of Ovarian Cancer Subtype for 40× Images

We have achieved essential strides in pursuing ovarian cancer subtype classification
and outlier detection with 40× quality photos. When employing the Attention Embedder
model, we specifically got a training accuracy of 93.45% and a validation accuracy of 94.90%.
These accomplishments took place during 20 epochs. Additionally, we calculate the loss.
These outcomes highlight how well our model correctly classifies ovarian cancer subtypes
and identifies outliers in the dataset. Figures 9 and 10 provide a brief yet informative
overview of our results. To classify the five subtypes of ovarian cancer at 40× magnification,
it is critical to know the training accuracy, validation accuracy, training loss, validation loss,
and ROC curve. These metrics are all summarized in this figure.

Figure 9. This figure presents the training and validation accuracy and the validation loss at different
epochs for a dataset of 40× tissue microarrays (TMAs). Visualized data track the model’s performance
and convergence over the training process, providing valuable insight into its learning dynamics.
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Figure 10. Attention Embedder’s performance is evaluated using ROC—top four class AUC scores.

5.3. Precision, Recall, F1-Score, and Support for 20×-Magnification Images

These perceptive indicators offer a thorough comprehension of the model’s perfor-
mance over the range of ovarian cancer subtype classification and outlier detection.

The finding techniques for precision, recall, F1-score, and support are as follows:
Precision: Machine learning uses precision as a key parameter to assess the accuracy

of correct classifications. It determines the proportion of instances that were correctly iden-
tified as positive to all of the instances that the model classified as positive, demonstrating
the model’s accuracy in identifying positive situations.

Precision =
TP

TP + FP
(17)

Recall: A crucial parameter in statistics and machine learning is recall, sometimes
called sensitivity or true positive rate. It measures how well the model can distinguish
between the dataset’s overall number of positive cases and the actual positive instances.

Recall =
TP

TP + FN
(18)

F1-score: The F1-score, also called the F1-measure, is a metric frequently used in
statistics and machine learning to provide a fair assessment of a model’s performance,
particularly in circumstances where precision and recall need to be balanced.

f 1 score = 2∗ Precision∗Recall
Precision + Recall

(19)

Each ovarian subtype’s precision, recall, and F1-score were carefully assessed as part
of our thorough analysis of the ovarian cancer subtype:

For the ovarian cancer subtype “Clear-Cell Carcinoma (CCC)” (index 0), the precision
stands at 0.94, recall at 0.77, and F1-score at 0.76.

Regarding the ovarian cancer subtype “Endometrioid Carcinoma(EC)” (index 1), we
observe a precision of 0.80, recall of 0.79, and F1-score of 0.90.

The precision, recall, and F1-score for the ovarian cancer subtype “High-Grade Serous
Carcinoma (HGSC)” (index 2) are all 0.93.

For the ovarian cancer subtype “Low-Grade Serous Carcinoma (LGSC)” (index 3), the
precision value is 0.81, recall stands at 0.83, and the score registers as 0.0.82.

RETRACTED



Tomography 2024, 10 123

Lastly, for the ovarian cancer subtype “Molecular Carcinoma (MC)” (index 4), the
precision value is 0.92, recall stands at 0.78, and the score registers as 0.0.82.

Table 3 displays the precision, recall, and F1-score of the ovarian cancer subtype as a
20×-magnification image that we observed during the model testing phase.

Table 3. Five subtypes of ovarian cancer: implemented model’s precision, recall, and F1-scores
showing for 20×-magnification images.

Types of Cancer Precision Recall F1-Score

Clear-Cell 0.94 0.77 0.76

Endometrioid Carcinoma 0.80 0.79 0.90

High-Grade Serous Carcinoma 0.93 0.92 0.93

Low-Grade Serous Carcinoma 0.81 0.83 0.82

Molecular Carcinoma 0.92 0.78 0.82

5.4. Precision, Recall, and F1-Scores for 40× Images

Additionally, we assess the model’s precision, recall, F1-score, and support using a
40×-picture dataset. The precision, recall, and F1-score for the ovarian cancer subtype
“Clear-Cell Carcinoma (CC)” (index 0) are 0.96, 0.88, and 0.92, respectively.

Regarding the ovarian cancer subtype “Endometrioid Carcinoma(EC)” (index 1), we
observe a precision of 0.99, recall of 0.83, and F1-score of 0.90.

The precision, recall, and F1-score values for the ovarian cancer subtype HGSC (index
2) are 0.94, 0.99, and 0.97, respectively.

For the ovarian cancer subtype “Low-Grade Serous Carcinoma (LGSC)” (index 3), the
precision value is 0.93, recall stands at 0.94, and the score registers as 0.93.

Lastly, for the ovarian cancer subtype “Molecular Carcinoma (MC)” (index 4), the
precision value is 0.94, recall stands at 0.87, and the score registers as 0.91.

Table 4 displays the precision, recall, and F1-score of the ovarian cancer subtype with
a 40× image we observed during the model testing phase.

Table 4. Five subtypes of ovarian cancer: implemented model’s precision, recall, and F1-scores
showing for 40× images.

Types of Cancer Precision Recall F1-Score

Clear-Cell 0.96 0.88 0.92

Endometrioid Carcinoma 0.99 0.83 0.90

High-Grade Serous Carcinoma 0.94 0.99 0.97

Low-Grade Serous Carcinoma 0.93 0.94 0.93

Molecular Carcinoma 0.94 0.87 0.91

5.5. Confusion Matrix of 20×- and 40×-Magnification Images

A crucial machine learning technique for evaluating the effectiveness of a classification
model is a confusion matrix. It thoroughly describes the model’s classifications and how
well they correspond to actual class labels. The matrix is typically organized as a table with
rows and columns representing the classified and actual classes. The blue box represents
the confusion class most likely to create confusion, while the confusion class least likely to
cause confusion is represented by the green box.

There are four main parts to the confusion matrix:

1. True Positives (TP): Instances that were appropriately rated as positive.
2. True Negatives (TN): Instances that were accurately categorized as harmful.
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3. False Positives (FP): Instances that are falsely categorized as positive when they are
negative.

4. False Negatives (FN): Situations that are good when they should be regarded as
negative.

Figure 11 displays the model’s confusion matrix of 20×- and 40×-magnification
images. The confusion matrix helps calculate various metrics like precision, recall, F1-score,
and accuracy. It is an essential tool to gain insights into a model’s strengths and weaknesses,
particularly in identifying where the model might be making errors and which classes are
more challenging to classify accurately.

20X  WSI 40 X TMAs

Figure 11. The confusion matrix for image classification at 20× WSI and 40× TMA magnification
is shown in this figure. To help assess classification accuracy and potential areas for improvement,
these matrices provide a visual representation of the model’s performance in classifying images.

5.6. Performance Ratings of Different Models That We Examined for 20×-Magnification Images

In our study, we investigated various deep learning and machine learning models
to categorize subtypes of ovarian cancer using 20× high-resolution images. In particular,
we have evaluated models like VGG16, VGG19, ResNet50, InceptionV3, ResNet101, In-
ceptionResNetV2, and DenseNet121 to evaluate their performance. Our primary goal in
this analysis was to assess their accuracy and validation accuracy measures. InceptionV3
had the lowest accuracy of the models we evaluated, whereas our suggested model, the
Attention Embedder, had the best accuracy, highlighting its potential as a promising solu-
tion for this crucial task. Table 5 displays various models we implemented for classifying
ovarian cancer subtypes and identifying outliers for 20×-magnification images and the
proposed model.RETRACTED
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Table 5. The table shows an overview of the results using different models on 20×-magnification
photos. The tabulated data offer a thorough understanding of the performance of the models and
their relative effectiveness in the study’s context.

Model/Classfire Accuracy Val_Accuracy

VGG16 81.76% 79.54%

VGG19 84.72% 80.29%

ResNet50 74.42% 69.56%

ResNet101 69.81% 62.93%

InceptionResNetV2 69.35% 70.69%

InceptionV3 68.88% 65.21%

DenseNet121 86.75% 79.35%

Attention Embedder (Proposed) 96.42% 95.10%

5.7. Performance Ratings of Different Models That We Examined for 40× Images

We expanded our analysis to 40×-magnification images as part of our ongoing inves-
tigation into classifying ovarian cancer subtypes. In this step, we re-evaluated the same
set of models that we had previously evaluated using 20×-magnification images—namely,
VGG16, VGG19, ResNet50, ResNet101, InceptionResNetV2, InceptionV3, and DenseNet121.
Notably, our findings were in agreement with the earlier findings. While our suggested
model, the Attention Embedder, continued to shine with the highest accuracy, InceptionV3
displayed the lowest accuracy once more. This confirms that our suggested model effec-
tively handles this vital task even when using higher-quality pictures. Table 6 displays
various models, we implemented for classifying ovarian cancer subtypes and identifying
outliers for 40×-magnification images, as well as the proposed model.

Table 6. An overview of the results employing several models on photographs with 40× TMA
magnification is displayed in the table. The tabulated data provide a comprehensive picture of the
performance and relative effectiveness of the models within the study setting.

Model/Classfire Accuracy Val_Accuracy

VGG16 82.81% 80.89%

VGG19 82.29% 77.85%

ResNet50 68.51% 63.59%

ResNet101 62.17% 65.76%

InceptionResNetV2 68.98% 69.69%

InceptionV3 72.44% 74.74%

DenseNet121 84.02% 79.50%

Attention Embedder (Proposed) 93.45% 94.90%

5.8. K-Fold Cross-Validation

This study used a rigorous k-fold cross-validation approach to assess the models
constructed using 20× and 40× images comprehensively. Specifically, we employed a
ten-fold cross-validation methodology to evaluate the performance of the models presented
in Table 7.

The examination of our 20× images yielded a noteworthy finding in fold-9, where
a high accuracy rate of 99.75% was seen. Additionally, the validation accuracy closely
corresponded with this result, reaching 99.40%. In contrast, the fold-2 of this dataset had
the least favorable performance, with an accuracy of 87.95%. However, the validation
accuracy remained somewhat higher at 88.40%.
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After analyzing our 40× photos, we found that fold-8 had an impressive accuracy rate
of 99.26%. Additionally, this fold also had a vital validation accuracy of 98.60%. However,
fold-2 had the least satisfactory performance among the datasets, with an accuracy rate of
84.11% and a corresponding validation accuracy of 81.59%.

The accuracy and validation accuracy metrics were used to measure the effectiveness of
the models. Upon thorough examination of the outcomes, our rigorous research definitively
established the lack of any instances of overfitting within the models.

Table 7. Comparative performance evaluation using tissue microarray images (TMA) at 40× and
whole-slide images (WSI) at 20× magnification using K-fold cross-validation.

Fold 20×_Accuracy 20×_Val_Accuracy 40×_Accuracy 40×_Val_Accuracy

Fold 1 90.33% 92.00% 92.00% 93.40%

Fold 2 87.95% 88.40% 84.11% 81.59%

Fold 3 96.28% 96.60% 97.48% 97.60%

Fold 4 97.64% 96.60% 98.24% 96.39%

Fold 5 93.11% 91.00% 90.66% 91.60%

Fold 6 98.97% 97.00% 95.39% 93.99%

Fold 7 99.31% 99.40% 82.93% 83.60%

Fold 8 99.00% 99.40% 99.26% 98.60%

Fold 9 99.75% 99.40% 88.91% 88.80%

Fold 10 93.13% 92.00% 90.97% 92.59%

5.9. Fine-Tuned Hyperparameter Implementation

Fine-tuning hyperparameters is an advanced and more effective technique for solving
overfitting problems than the K-fold method. We implement the fine-tuned hyperparameter
technique using “unit,” starting with a minimum range of 32 and a maximum range of
256. Each step increases by 32 units. The “Dropout” technique is set with a minimum
value of 0.1 and a maximum value of 0.5, with each step increasing by 0.1. Additionally,
we use the “Learning Rate” with a minimum range of 0.0001 and a maximum range of
0.01, sampled from a log function. Lastly, the “Dense” technique uses a minimum value of
64 and a maximum range of 256, with each step increasing by 32. Implementing the fine-
tuned hyperparameter technique is a superior solution for overfitting problems, making
our model more robust and reliable. Our model exhibits remarkable testing accuracies,
measuring 93.56% at 20× magnification and 91.37% at 40×. These reliable and high-
accuracy results show that our Attention Embedder model is resilient and does not overfit.
It confirms our model’s robustness and emphasizes its adaptability and dependability at
various scales. The best parameter for fine-tuned hyperparameter implementation for 20×
and 40× images is displayed in Table 8.

Table 8. The table displays the ideal hyperparameters for 20× and 40× magnifications after hyperpa-
rameter tuning. It also presents the testing accuracy of the model.

20× Best Hyperparameters 40× Best Hyperparameters

Unit 1: 64 Unet 1: 224

Unit 2: 224 Unet 2: 64

Unit 3: 64 Unet 3: 32
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Table 8. Cont.

20× Best Hyperparameters 40× Best Hyperparameters

Unit 4: 128 Unet 4: 256

Unit 5: 32 Unet 5: 192

Dense: 160 Dense: 128

Dropout: 0.4 Dropout: 0.5

Learning_rate: 0.000212916243290288 Learning_rate: 0.00015159396261453322

Testing Accuracy: 93.56% Testing Accuracy: 91.37%

5.10. Comparison of Existing and Proposed Model Results

Through our extensive investigation, we comprehensively compared various estab-
lished models designed to classify subtypes of ovarian cancer and detect anomalies. Our
ultimate objective in the competition for categorizing ovarian cancer subtypes and identify-
ing outliers was to achieve precise and accurate results. We examined various innovative
models designed expressly for classifying ovarian cancer subtypes, consulting a wealth
of relevant literature. Each of these models provided a unique and different method for
achieving ovarian cancer subtype classification and outlier detection, encompassing a
variety of architectural styles and methodological approaches. In this regard, we propose
a comparative analysis that contrasts the performance and results of our novel Attention
Embedder model with those of existing methods for ovarian cancer diagnosis. This thor-
ough analysis enables us to evaluate the advantages and disadvantages of our model in
contrast with the existing ones, finally illuminating its suitability for tackling the complex
problem of ovarian cancer subtype classification and outlier detection. Table 9 displays the
many existing methods for categorizing ovarian cancer and the model and accuracy of the
suggested system.

Table 9. Within the research study , the table provides insight into the performance differences and
advances brought about by the new approach. It does this by providing a comparative analysis of the
results between the existing model and the proposed model.

Ref. Dataset Type Model or Method Accuracy or Classification

[25] Ovarian Cancer LGBM 91%

[26] Ovarian Cancer XGBoost 80%

[27] Ovarian Carcinomas EACCD 76.05%

[28] Ovarian Cancer K-Nearest 97.24%

[29] Ovarian Cancer Five-Fold Cross-Validation AUC of 74.10%

[30] Ovarian Cancer Random Forest 79.60%, 80.09%

[31] Ovarian Cancer U-Net 95%

[32] Blood Plasma ML 71.4%, 86.5%

[Proposed] Ovarian Cancer Subtype Attention Embedder 96.42%

5.11. Classification of Ovarian Cancer Subtype Cells

We set out on a well-structured classification path for the subtypes of ovarian cancer
as part of our classification strategy. Our rigorously trained Attention Embedder model, a
crucial part of our effort to understand the complexities of ovarian cancer, is at the center
of this procedure. Our dataset, consisting of images taken at two distinct resolutions—20×
and 40×—is a data gold mine. Our efforts are built on this extensive dataset, which
enables us to investigate and unearth crucial insights. We proceed with the analysis and
use the power of both determinations to gather insightful findings that the study will
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guide. The classification of ovarian cancer subtypes, an objective with significant medical
implications, is at the core of our mission. In addition, our model has an additional, equally
important feature: outlier detection. By enabling us to recognize and report uncommon
and potentially abnormal data points, this feature increases the overall reliability of our
forecasts. Figure 12 shows how effective our model is. We are pleased to share the subtype
classification for ovarian cancer here. Our algorithm successfully divided the data into
four subtypes, fulfilling its promise of accuracy and precision. This success demonstrates
the strength of our model and shows significant promise for developing ovarian cancer
research and diagnostics. In Figure 12, we show the classification of the ovarian cancer cells
of five subtypes.

Figure 12. Classification of ovarian cancer subtype cell images (20× and 40×).

6. Discussion

Ovarian carcinoma is the most deadly malignancy of the female reproductive sys-
tem. The five most prevalent ovarian cancer subtypes are high-grade serous, clear-cell,
endometrioid, low-grade serous, and mucinous. There are sporadic subtypes or outliers.
Each has different cellular morphologies, aetiologies, molecular and genetic profiles, and
clinical features. Subtype-specific treatment is becoming increasingly common, but data sci-
ence may help identify subtypes. Pathologists must assess subgroups to diagnose ovarian
cancer. This causes problems like observer differences and diagnostic reproducibility. Both
well-developed and disadvantaged areas lack gynecologic cancer pathologists. Specialist
pathologists are few in underdeveloped areas. Our team initiated a novel study to analyze
Ovarian Cancer Subtype Classification and Outlier Detection. Our subtype categories
included HGSC, CC, EC, LGSC, and MC. Using the Attention Embedder model, which
combines Encoder and Decoder blocks with an Attention Layer, we correctly classified
ovarian cancer subtypes and identified outliers. Our model construction and optimization
outcomes are remarkable. After comprehensive testing, we found that the training accu-
racy was 96.42%, and the validation accuracy was 95.10% for 20×-magnification images
and 93.45% and 94.90% for 40×-magnification images. Using our dataset, we thoroughly
compared many Kaggle competition models, each using different techniques. The results
provide essential insights into how various models perform on our particular dataset by
showcasing a variety of models and their corresponding accuracies. The various model
results and accuracy on our dataset are shown in Table 10.
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Table 10. An insightful comparison of Kaggle competition model outcomes tailored to our specific
dataset.

Model Accuracy

CNN 43.11%

VGG16 70.98%

MobileNet 43.36%

K-Fold 87.00%

EfficientNet 82.06%

Attention Embedder (Proposed) 96.42%

Resolving the imbalance of data in our dataset has been crucial in reducing the occur-
rence of overfitting issues. We have established a reliable data augmentation method to
address this problem. The introduction of variants into the current data aims to diversify
the dataset and improve the balance between the various classes. In addition, we have
included image cropping in our data augmentation approach. We can efficiently expand
the quantity and diversity of the collection by cropping and modifying the photographs.
This enhances the training data and creates a more balanced dataset, which results in a
more reliable and broadly applicable model. In addition to image cropping, our attempts
to rectify data imbalance through data augmentation have greatly enhanced the model’s
capacity to manage overfitting problems, improving its overall performance and predictive
powers. We have decided to use the Nadam optimizer to improve our system’s efficiency.
The efficiency with which this optimizer can train deep learning models is well known.
We have carefully chosen 0.0001 as the learning rate for the Nadam optimizer in our im-
plementation. By ensuring that our system converges efficiently and avoiding problems
like delayed convergence or overshooting, this learning rate selection aims to optimize
the training process and eventually increase the accuracy and performance of the model.
Our research encountered limitations due to our use of high-resolution images, neces-
sitating substantial computational resources for more extensive experimentation, which
unfortunately exceeded our available budget. We work for batch sizes of 8 and 16. Our
model could perform better for gaps in computing resources when we raise the batch
size. We utilized the 8 and 16 batch sizes. As a result of the Graphics Processing Unit
limitations, we cannot expand the batch size in our system. This investigation concluded
that batch size 16 produced the best outcomes. This decision was motivated by balancing
model performance and computational efficiency while adhering to resource constraints to
produce the best results. The accuracy of our Ovarian Cancer Subtype Classification and
Outlier Detection method is spectacular. Our team effectively categorized and identified
outliers among the five ovarian cancer subtypes. Our work shows the rising importance of
linguistic variety and medical sector sensitivity in ovarian cancer subtype classification and
outlier identification, as well as our commitment to leading deep learning research. Our
imaginative approach to future research and relevant applications may excite the medical
community.

7. Conclusions and Future Research

This study introduced the innovative Attention Embedder model for Ovarian Cancer
Subtype Classification and Outlier Detection, offering notable implications for the medical
field. In this research, our main objective was to identify the five subtypes of ovarian
cancer—CC, EC, HGSC, LGSC, and MC. Our model performed exceptionally well using
a varied dataset that included two image categories: TMA images at 40× magnification
and WSI images at 20× magnification. For 20× images, it obtained an exceptional training
accuracy rate of 96.42% with a validation accuracy of 95.10%. TMA (40×) images achieved
an exceptional training accuracy rate of 93.45% with a validation accuracy of 94.90%.
These outcomes highlight the dependability and resilience of our approach. Our method
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uses visual aids such as accuracy and loss graphs, which provide information about the
training dynamics of the model. We also provide an extensive analysis of the models that
we employed. More information about our model’s performance than just accuracy and
loss measures is available thanks to a new confusion matrix. By automating the subtype
classification of ovarian cancer and detecting outliers, our research substantially impacts
the medical profession and effectively advances patient outcomes and medical procedures.
In the future, the model’s structure will be changed for better performance and faster
learning. We want to enhance our computing resources and increase the batch size to
optimize the efficiency of our system. We aim to enhance the efficiency of our system by
working with real-time ovarian cancer data.
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Abbreviations
The following abbreviations are used in this manuscript:

OC Ovarian Cancer
ROC Receiver Operating Characteristic
WSI Whole-Slide Images
TMA Tissue Microarray
HGSC High-Grade Serous Carcinoma
EC Endometrioid Carcinoma
LGSC Low-Grade Serous Carcinoma
CC Clear-Cell Carcinoma
MC Mucinous Carcinoma
DRAS-MIL Discriminative Region Active Sampling for Multiple Instance Learning
PheWAS Phenome-Wide Association Research
OC-GRS Ovarian Cancer genetic risk scores
AHSO Adaptive Harmony Search Optimization
FFNN FeedForward Neural Networks
EOCL Emergency Operations Center
HGSOC High-Grade Serous Ovarian Cancer
OS Overall Survival
SPME Solid-Phase Microextraction
ALDOA Aldolase A
TP True Positives
TN True Negatives
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FP False Positives
FN False Negatives
CCC Clear-Cell Carcinoma
ROC Receiver Operating Characteristic
AUC Area Under Curve
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