
Spurious Oscillations Caused by Density Functional Approximations:
Who is to Blame? Exchange or Correlation?
Sebastian P. Sitkiewicz,* Rubén R. Ferradás, Eloy Ramos-Cordoba, Robert Zalesńy, Eduard Matito,*
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ABSTRACT: We analyze the varying susceptibilities of different
density functional approximations (DFAs) to present spurious
oscillations on the profiles of several vibrational properties. Among
other problems, these spurious oscillations cause significant errors
in harmonic and anharmonic IR and Raman frequencies and
intensities. This work hinges on a judicious strategy to dissect the
exchange and correlation components of DFAs and pinpoint the
origins of these oscillations. We identify spurious oscillations in
derivatives of all energy components with respect to nuclear
displacements, including those energy terms that do not involve
numerical integrations. These indirect spurious oscillations are
attributed to suboptimal electron densities resulting from a self-
consistent field procedure using a DFA that exhibits direct spurious oscillations. Direct oscillations stem from inaccurate numerical
integration of the exchange and correlation energy density functionals. A thorough analysis of direct spurious oscillations reveals that
only a handful of exchange and correlation components are insensitive to spurious oscillations, giving rise to three families of
functionals, BH&H, LSDA, and BLYP. Among the functionals in these families, we encounter four widespread DFAs: BLYP, B3LYP,
LC-BLYP, and CAM-B3LYP. Certain DFAs like PBE appear less sensitive to spurious oscillations due to compensatory cancellations
between their energy components. Additionally, we found non-negligible but small oscillations in PBE and TPSS, which could be
safely employed provided a sufficiently large integration grid is used in the calculations. These findings hint at the key components of
current approximations to be improved and emphasize the necessity to develop accurate DFAs suitable for studying molecular
spectroscopies.

1. INTRODUCTION
The applications of density functional theory (DFT) are
widespread, including solid-state physics, materials chemistry,
and spectroscopy, to name a few active areas of research.1−3

The success of DFT in every area is strongly dependent on the
inherent accuracy of a given density functional approximation
(DFA) in the description of the physical/chemical phenom-
enon under study.4−9 As far as chemistry is concerned, the
development of DFAs resulted in quite successful predictions
of structural and thermochemical properties of molecules, and
nowadays, DFT is the most popular choice for characterizing
potential energy hypersurfaces of electronic ground states and
modeling the course of reactions. In contrast, the performance
of DFAs in predicting excited-state properties is still far from
expectations, as highlighted in recent reviews on this subject.7,8

A recent work of the present authors demonstrated that even
electronic-ground-state vibrational spectroscopies might be
challenging to model using DFAs.10 This is due to the presence
of spurious oscillations in property profiles along nuclear
coordinates, which might lead to substantial errors in
properties involving molecular vibrations.11 These include

vibrational spectroscopies like IR or Raman, and the
vibrational contributions to molecular properties, for example,
nonlinear optical properties. We showed that DFAs from all
Jacob’s ladder rungs suffer from these spurious oscillations and
the corresponding errors may reach hundreds of percent for
the high-order derivatives required to compute the anharmonic
corrections to the vibrational IR and Raman spectra.11 DFAs
from the B97, M06, and SCAN families (see Table S2 for DFA
families) were the most impacted by spurious oscillations,
while BLYP and PBE were the least affected. In particular, large
errors in the high-order derivatives of the energy, dipole
moment, and polarizability with respect to the nuclear
coordinates were reported, rendering many DFAs unsuitable
for the computation of anharmonic corrections to vibrational
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spectra and molecular properties.11 This limitation is
associated with the numerical integration that yields the
exchange−correlation energy,11 which has been also studied in
the recent works of Lehtola and Marques.12−15 Consequently,
it is logical to anticipate that this issue might not be confined
solely to ground-state vibrational spectroscopy. Indeed, our
recent findings confirm its impact on excited states properties
as well.16

Certain DFAs exhibit enhanced resistance to spurious
oscillations compared to others.10,11,16 This suggests that
when designing new DFAs, emphasis could be placed on
formulations less prone to these oscillations. To support this
initiative, the primary aim of this study is to analyze the
exchange and correlation components within DFAs to
understand the origins of this erratic behavior in specific
DFAs. To this end, the first part of this work is devoted to the
refinement and streamlining of the algorithm for detecting
spurious oscillations, facilitating a comprehensive evaluation of
a large collection of functionals. Namely, it deals with the study
of the basis-set dependence and the dependence of spurious
oscillations on the accuracy of molecular orbitals. These
insights will be important in refining the process of quantifying
such oscillations and analyzing how they affect different energy
components. Finally, an analysis of both exchange and
correlation functionals will permit identification of the
part(s) of the DFA that cause spurious oscillations. In doing
so, we will gain knowledge that would guide developers in
designing more robust DFAs.

2. METHODOLOGY
In Kohn−Sham DFT (KS-DFT), the electronic energy is
expressed as

[ ] = [ ] + [ ] + [ ] + [ ]E T V J EKS DFT
s en xc (1)

where Ts is the Kohn−Sham kinetic energy, Ven is the electron-
nuclei attractive potential, J is the Coulomb interaction energy,
and Exc is the exchange−correlation energy, which defines the
DFA and it is typically divided into exchange (Ex) and
correlation (Ec) energies. In practice, Exc is the only part of the
energy expression that is susceptible to numerical integration
errors. Exc, as well as other elements involving the exchange−
correlation kernel, such as elements of the Fock matrix or
terms occurring in the response equations, are evaluated using
a numerical quadrature. The numerical integration usually
adopts Becke’s multicenter integration scheme, which
represents the integral as a sum of atom-centered compo-
nents.17 Becke’s atom-centered integrals are computed with
quadratures in spherical polar coordinates and are split into
angular and radial parts. The former one is most commonly
represented with the Lebedev18−20 angular grid, whereas the
sampling of the radial space is more challenging. In QCHEM
5.1,21 the Handy or Murray radial integration grids22 (adapting
the Euler−Maclaurin quadrature) combined with Becke’s
weighting scheme is normally used as default. We note that
the use of other integration grids23−26 might reduce or increase
the appearance of spurious oscillations. For instance, we find
that Ochsenfeld’s extension23 of Becke’s nuclear weighting
scheme reduces the spurious oscillations, although they are
eliminated in none of the cases studied. Unfortunately, this
integration scheme is not available in most computational
packages, Psi4 being an exception.27−29 For the effect of this
and other radial integration grids and weighting schemes, we

refer to Section S4 of the Supporting Information. The grids
are commonly represented as (Nr, NΩ), where Nr and NΩ are
the number of radial and angular points of each atom-centered
grid, respectively. In our previous study,11 we have found that
the magnitude of spurious oscillations varies with grid size,
typically diminishing significantly only when using exception-
ally large grids. Being the cost of calculation proportional to
the grid size is in the interest of widespread applicability
making the grid size as small as possible (the proportionality is
slightly reduced in the presence of exact exchange). For
illustration, a substantial reduction in spurious oscillations
required at least the use of an unpruned grid (750, 974). For
nonhybrid DFAs, this grid demands over 12 times the
computational time compared to the largest default grid in
many computational software packages.11,16

In this study, we assess the sensitivity of DFA energy
components to spurious oscillations, following the method
outlined in our recent publication.11 Specifically, for a
designated DFA, we calculate the energy (E), the dipole
moment (μz), the polarizability (αzz), and their derivatives with
respect to nuclear displacements (labeled as ξ); this set of
attributes is referred to as PDFA, which includes the former
values computed at various values of the nuclear coordinate,
forming a property prof ile. The calculation of a profile rather
than a single value at equilibrium (or any other relevant
geometry) is necessary, considering the oscillatory shape of the
property along the nuclear coordinates. We also investigate the
spurious oscillations in the derivatives of the energy
components present in eq 1, namely dmTs/dξm, dmVen/dξm,
dmJ/dξm, dmEx/dξm, and dmEc/dξm, for orders of derivatives up
to m = 4.
In order to quantify the spurious oscillations in PDFA, we

designed an algorithm in ref 11. The first step of the algorithm
is finding a proper reference to compare with that of PDFA.
Typically, we repeat the calculation with a large grid, PDFA(LG)

to have a profile the closest to an oscillation-free version of the
target profile, PDFA. However, there is no guarantee that this
profile is entirely free of spurious oscillations, so we require a
filtering process. The algorithm transforms PDFA(LG) to the
reciprocal (frequency) space by using a discrete Fourier
transform. In the frequency spectrum, spurious oscillations of
PDFA(LG) correspond to high-frequency bands that are
identified by comparison with the profile of some ab initio
method that does not involve numerical integrations (e.g., HF
or post-HF methods). The bands causing the spurious
oscillations are filtered out using an automatically designed
low-pass finite impulse response filter, generating a clean
profile, Pfilt

DFA(LG). We quantify spurious oscillations through
the root-mean-square error (RMSE)

=
P P

N
RMSE

( )i
N

i i
DFA

filt,
DFA(LG) 2

(2)

where the summation runs over the set of N points in the
property profile along a given nuclear displacement coordinate.

3. COMPUTATIONAL DETAILS
We test the stability of 45 DFAs, which represent different
families and rungs of the DFT Jacob’s ladder (see the list in
Tables S1 and S2), on these complexes: HCN·HF, HCN·HCl,
N2·HF, OC·HF, HCN·BrF, and Ar2. All of them are
noncovalently bonded systems, which previously proved to
be prone to show spurious oscillations on property profiles
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along nuclear displacement coordinates.11 For each studied
DFA, the geometries were optimized using the aug-cc-pVTZ
basis set and the (250, 974) grid. Examining all possible atomic
displacements entails a substantial computational cost, which
can be significantly reduced by considering only the most
relevant displacement. The selection of the nuclear displace-
ment coordinate is a key step of the algorithm, for which we
employ the first-order field induced coordinate (FIC) along
the main internuclear axis z, χ1,z.

30−32 This effectively
represents the overall response of the equilibrium geometry
to an external electric field (see eq S1 for further details). For
the noncovalently bound complexes studied, χ1,z is mainly
composed of the low-frequency intermolecular stretching
mode. Subsequently, property profiles were built from the
optimized geometry by implementing a series of displacements
along the χ1,z coordinate. For SVWN5 and SPW92, the
optimization procedure is omitted, and the B3LYP geometries
are adopted instead.
The calculation of RMSE involves geometries within a

displacement range that we have selected following these
criteria: (i) for hydrogen- and halogen-bonded systems, 33
points in the range 0 ± 0.32χ1,z (i.e., displacements along the
normalized FIC coordinate, starting from the optimized
geometry), (ii) 129 points in the range 7.2 ± 0.32 au for
Ar2. The range is marked with dashed vertical lines for HCN·
HF in the following Figures and Figures S9−S17.
In this study, integration grids (99, 590), (250, 974), (750,

974), and (1500, 974) were examined, with the latter being
utilized as the large grid (LG) to procure the filtered property
profiles. For the integration of the nonlocal VV10 correlation
in ωB97M-V, ωB97X-V, and B97M-V, a pruned SG3 grid is
employed.33 Except for the optimization procedures and tests
of basis-set dependence in this study, the 6-31+G* basis set is
applied for all electronic structure calculations. In the KS-DFT
SCF calculations, the DIIS convergence criterion is set to 10−11

and nearly all of the two-electron integrals are included (cutoff
set to 10−30). Static polarizabilities are obtained analytically
from the CPKS equation. All HF and KS-DFT calculations
were performed with QCHEM 5.121 and all graphs were
generated with the Matplotlib package.34

4. RESULTS AND DISCUSSION
4.1. Basis Set Dependence. First of all, we will analyze

the extent to which the spurious oscillations depend on the
quality of the basis set employed. We tested 26 basis sets of
different sizes and families (see Figure 1). For three
representative DFAs, ωB97X,35 M06-2X,36 and B3LYP,37,38

we calculated the RMSE of the derivatives of the energy, dipole
moment, and polarizability of the HCN·HF system. The
results of dmE/dξm for the (99, 590) grid are depicted in Figure
1 (for other properties and grids see Figures S2 and S3). The
errors coming from spurious oscillations in the derivatives
exhibit minimal dependency on the basis set across all of the
examined properties. In nearly all instances, the extent of the
spurious oscillation error discerned with aug-cc-pVTZ can be
anticipated using a substantially smaller basis set such as Def2-
SVP, 6-31+G*, or even 6-31G. This holds true across all
properties and DFAs, including high-order derivatives like d4E/
dξ4. Consequently, the actual computational expense of
pinpointing spurious oscillations can be significantly mitigated
by utilizing a small basis set. Therefore, in the rest of this
paper, we will employ the 6-31+G* basis set. Notice that the
use of small basis sets is solely to quantify spurious oscillations,

and we recommend bigger basis sets for studies of
spectroscopic properties.

Figure 1. RMSE values of dmE/dχ1,zm derivatives (m = 1−4) of HCN·
HF using ωB97X, M06-2X, and B3LYP combined with the (99, 590)
integration grid for a large collection of basis sets. Colors reflect the
magnitude of the RMSE. Raw data is available in Tables S3−S8.

Figure 2. Spurious oscillations in the third derivatives of energy
components of Ar2: total electronic (E), kinetic (Ts), nuclei attraction
(Ven), Coulomb repulsion (J), exact HF-like exchange (Ex,HF), pure
exchange E( )x , and correlation (Ec), as well as their sum E( )xc .
Obtained with MN15/6-31+G* as the difference between (99, 590)
and (1500, 974) integration grids. See Figures S4−S8 for other DFAs.
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4.2. Direct and Indirect Errors. During the self-consistent
field procedure to converge the Kohn−Sham equations, the
errors committed by an inaccurate numerical integration of the
exchange−correlation energy density (hereafter direct errors)

can extend to the molecular orbitals and, consequently, to the
electron density. As a result, energy components that do not
require numerical integration can be affected by spurious
oscillations, giving rise to indirect errors. In this section, we
analyze how important these direct and indirect errors are in the
presence of spurious oscillations. In order to analyze the part of
the exchange−correlation functional that suffers from direct
errors, we define =E E Ex x x

HF and =E E Exc xc x
HF, which

exclude exact exchange.
In this section, the derivative profiles of every component of

the KS-DFT electronic energy (dmTs/dξm, dmVen/dξm, dmJ/
dξm, Ed /dm m

xc , Ed /dm m
x,HF , Ed /dm

x
m, and Ed /dm m

c ) are
computed using B3LYP, VSXC, B97, ωB97M-V, M06-2X, and
MN15. These calculations are performed on two integration
grids, (99, 590) and (1500, 974), with the latter being
considered in this case an oscillation-free benchmark that does
not require filtering.
The focus of our analysis is on the third derivatives of the

electronic energy obtained with the MN15 functional (Figure
2), albeit analogous conclusions are expected for other
properties and DFAs (Figures S4−S8). Spurious oscillations
afflict every energy component, evidencing that numerical
errors propagate among energy components during the self-
consistent field procedure. The oscillation magnitude in the
derivatives of Ts, Ven, and J is an order of magnitude larger than
in the derivatives of Ex,HF, Ex , and Ec. The oscillations in d3J/
dξ3 are out-of-phase compared to those in d3Ven/dξ3, giving a
partial compensation for errors in the total energy. Some DFAs
also exhibit cancellations between d3Ts/dξ3 E(d /d )x

3 3 and
d3Ven/dξ3 (d3Ec/dξ3); see Figures S4−S8. Interestingly, the
oscillation magnitude of the aggregated terms subjected to the
indirect grid error, that is, d3(Ts + Ven + J + Ex,HF)/dξ3 =

Figure 3. Spurious oscillations in d3E/dχ1,z3 and d4E/dχ1,z4 of HCN·HF
using the FMO density (orange curves) and the SCF density (green
curves) at the B97/6-31+G* level, where the oscillations are defined
as ΔP = PDFA(99, 590) − PDFA(1500, 974). Vertical dashed lines mark the
displacement range of the property curve for which RMSE, and
RRMSE are calculated (see Computational Details section).

Figure 4. Correlation between RMSE in dmE/dξm obtained using the SCF and FMO densities for 20 DFAs (see Table S25) combined with the 6-
31+G* basis set. Two complexes (HCN·HF and Ar2) and three numerical grids [(99, 590), (250, 974), and (750, 974)] are tested.
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E Ed ( )/dxc
3 3, aligns with those generated by Ed /dxc

3 3,
which is the source of the direct grid error.
These findings indicate that the total RMSE values represent

a minimal estimate of the actual errors incurred in calculating
the exchange−correlation energy term due to numerical
integration errors. Hence, a thorough evaluation of DFAs
should be based on separate scrutiny of the exchange and
correlation energy terms to ensure a comprehensive under-
standing and accurate assessment of spurious oscillations and
their implications. Such detailed scrutiny is vital for DFA
developers who aim to create more robust and accurate
approximations.
4.3. Role of the Electron Density. In this section, we

analyze the effect of using different types of densities on the
oscillations of the property profiles of dmE/dξm. The purpose
of this study is to further reduce the computational cost
involved in calculating PDFA and Pfilt

DFA(LG). The density
obtained through the self-consistent field process inherent to
solving the Kohn−Sham equations�and which has been
employed thus far for assessing spurious oscillations�will be
referred to as SCF density. We will be examining three
additional input densities: (i) the densities obtained from the
superposition of atomic densities (SAD),39 (ii) its purif ied
version, SADMO,12,21 obtained from an initial diagonalization
of the SAD density matrix, followed by the Aufbau occupation

of the corresponding natural orbitals employed to construct
the density, and (iii) the SCF density for the equilibrium
geometry applied across the entire property profile (frozen
molecular orbitals or FMO). FMO calculations employ the
same molecular orbital coefficients of the equilibrium geometry
but are reorthonormalized to adapt to the new geometry. All
SCF densities will be computed using a (1500, 974) grid, but
not necessarily the properties derived from them, to circum-
vent indirect errors, ensuring a fair comparison of all densities.
This is crucial as other densities that are not procured through
a self-consistent field process are devoid of indirect errors (see
the previous subsection).
We tested HCN·HF and Ar2, a collection of 20 DFAs (see

Table S25) employing the four aforementioned densities and
the three integration grids. For the sake of brevity, we will only
compare SCF and FMO densities (see Figures S9−S17 for
SAD and SADMO densities assessment). Figure 3 shows that
the spurious oscillations of Ed /d3

x
3 and d4Ec/dξ4 for HCN·

HF obtained with B97 and the (99, 590) grid using the SCF
and FMO densities are barely distinguishable. Figures S9−S17
corroborate these conclusions across various DFAs. The FMO
and SCF densities align closely, displaying excellent agreement,
while the accord between SAD and SADMO densities is lesser
in comparison.
In Figure 4, we present the correlation plots of the RMSE

values of HCN·HF and Ar2 profiles of dmE/dχ1,zm for various
grids obtained using FMO and SCF densities (see Figures S18
and S19 for SAD and SADMO densities, respectively). These
graphs confirm the excellent agreement between the RMSE
obtained from FMO and SCF densities. Given that profiles
created from FMO densities necessitate only the SCF
molecular orbital coefficients of the molecule at equilibrium,
the computational cost for the entire profile is reduced by a
factor of N, where N represents the number of points in the
profile.a FMO densities are thus an ideal choice for examining
spurious oscillations in Ex and Ec, as they explicitly eliminate
indirect errors and significantly reduce computational costs.
4.4. Assessment of Exchange and Correlation Func-

tionals. In this section, we assess the extent of the direct errors
in dmE/dξm by separately analyzing Ed /dm m

x and dmEc/dξm.
Our objective is to determine whether it is the exchange, the
correlation, or both components that contribute to spurious
oscillations. For this purpose, we will utilize FMO densities
and a modest basis set, 6-31+G*, following the conclusions
drawn in the previous sections. The results obtained in this
section will assist DFA developers in identifying which
components of the exchange−correlation DFA need to be
refined to prevent spurious oscillations. Throughout this
process, we will also pinpoint exchange and correlation
functionals that are not sensitive to spurious oscillations,
making them reliable choices for computing ground- and
excited-state vibrational spectroscopies.
Figure 5 illustrates the importance of using a density devoid

of indirect errors to clearly identify which part of the functional
is responsible for the spurious oscillations (see also Figures
S20−S24). Here, we depict Ed /d3

x
3 and d3Ec/dR3 for Ar2

using B97 and the (99, 590) grid. These calculations employ
three distinct densities: the SCF density (which is contami-
nated with indirect errors), the SCF density paired with a large
grid, and the FMO density. The profiles derived from the latter
two densities are essentially equivalent, thereby validating the
use of the FMO density. An inspection of Ed /d3

x
3 reveals that

Figure 5. Spurious oscillations in the third derivatives of pure
exchange E( )x and correlation (Ec) energy components of Ar2, as well
as their sum, obtained using B97/6-31+G* and the (99, 590) and
(1500, 974) integration grids. Three different densities are employed:
(i) SCF density (SCF), (ii) SCF(1500, 974) �obtained using the
(1500, 974) grid, and (iii) FMO, constructed from the reortho-
normalized molecular orbital coefficients obtained from the SCF
density of one geometry (R = 7.2 au) using the (250, 974) integration
grid.
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the spurious oscillations of this term are attributable to the
indirect errors imbued in the SCF density. On the other hand,
the genuine oscillations caused by the direct errors arising from
inaccurate numerical integration of the exchange term are
notably smaller. Hence, within B97, the spurious oscillations
stem from numerical integration inaccuracies of the correlation
functional.
To conduct a similar analysis for the 45 DFAs referenced in

Table S1, we calculated the root-mean-square error (RMSE) of
up to the fourth derivative of E̅x and Ec using FMO densities.
These calculations were performed on two integration grids,
(99,590) and (250,974), and involved various chemical

systems, including HCN·HF, HCN·HCl, OC·HF, N2·HF,
HCN·BrF, and Ar2. The corresponding RMSE values of the
exchange and correlation energies ( Edm

x/dξm and dmEc/dξm)
are presented in Tables S9−S20, whereas the maximum
deviations for each functional are reported in Table 1.
The data in Table 1 shows that DFAs consisting of certain

exchange and correlation functionals are relatively insensitive
to present spurious oscillations. For instance, B88, LSDA,
TPSS, and PBE exchange functionals and LYP, LSDA, TPSS,
PW91, and PBE correlation functionals present relatively small
maximal RMSE values. In particular, LSDA exchange−
correlation and LYP correlation functionals might be safely

Table 1. Maximum RMSE for Each Functional among All the Systems, Grids and Derivative Orders, Sorted from Lowest to
Highesta,b

DFA Ec DFA E̅x DFA E̅xc
abs

BH&H 6.92 × 10−4 SOGGA11-X 2.99 × 10−3 BH&H 5.29 × 10−3

LC-BLYP 6.93 × 10−4 BH&H 4.59 × 10−3 LC-BLYP 7.65 × 10−3

BLYP 6.96 × 10−4 ωB97X-V 5.80 × 10−3 BH&HLYP 7.73 × 10−3

B1LYP 6.96 × 10−4 PBE50 5.99 × 10−3 CAMB3LYP 8.59 × 10−3

CAMB3LYP 6.97 × 10−4 B97 6.36 × 10−3 SPW92 9.94 × 10−3

BH&HLYP 6.99 × 10−4 LC-BLYP 6.95 × 10−3 SVWN5 9.94 × 10−3

B3LYP 7.35 × 10−4 BH&HLYP 7.03 × 10−3 B1LYP 1.10 × 10−2

SPW92 7.67 × 10−4 ωB97X 7.49 × 10−3 B3LYP 1.12 × 10−2

SVWN5 7.72 × 10−4 ωB97X-D3 7.82 × 10−3 BLYP 1.40 × 10−2

RevTPSS 7.57 × 10−3 ωB97 7.84 × 10−3 RevTPSS 1.66 × 10−2

PW91 9.75 × 10−3 CAMB3LYP 7.90 × 10−3 PBE50 1.84 × 10−2

PBE 9.80 × 10−3 LC-wPBE 7.93 × 10−3 LC-wPBE 1.91 × 10−2

mPW91 1.02 × 10−2 PBE0 8.63 × 10−3 PBE0 1.98 × 10−2

LC-wPBE 1.11 × 10−2 RevTPSS 9.00 × 10−3 PBE 2.09 × 10−2

PBE0 1.12 × 10−2 ωB97X-D 9.03 × 10−3 B1PW91 2.23 × 10−2

B1PW91 1.16 × 10−2 SPW92 9.17 × 10−3 TPSSh 2.33 × 10−2

TPSS 1.17 × 10−2 SVWN5 9.17 × 10−3 TPSS 2.39 × 10−2

TPSSh 1.22 × 10−2 B1LYP 1.03 × 10−2 PW91 3.44 × 10−2

PBE50 1.24 × 10−2 B3LYP 1.05 × 10−2 mPW91 3.56 × 10−2

B97M-V 1.51 × 10−2 N12-SX 1.06 × 10−2 B97M-V 3.65 × 10−2

ωB97X-V 3.56 × 10−2 B1PW91 1.07 × 10−2 ωB97X-V 4.14 × 10−2

SOGGA11-X 4.06 × 10−2 PBE 1.11 × 10−2 SOGGA11-X 4.36 × 10−2

M11 4.62 × 10−2 TPSSh 1.12 × 10−2 ωB97M-V 1.11 × 10−1

MN15 8.16 × 10−2 ωB97M-V 1.19 × 10−2 MN15 1.21 × 10−1

ωB97M-V 9.94 × 10−2 TPSS 1.22 × 10−2 M11 1.27 × 10−1

SOGGA11 1.15 × 10−1 BLYP 1.33 × 10−2 MN15-L 1.66 × 10−1

MN12-SX 1.26 × 10−1 B97-D 2.12 × 10−2 SOGGA11 1.72 × 10−1

M11-L 1.36 × 10−1 B97M-V 2.13 × 10−2 N12-SX 1.98 × 10−1

MN15-L 1.40 × 10−1 VSXC 2.24 × 10−2 MN12-L 2.39 × 10−1

MN12-L 1.45 × 10−1 PW91 2.47 × 10−2 B97-D 2.63 × 10−1

M06-2X 1.86 × 10−1 mPW91 2.54 × 10−2 M06-2X 2.76 × 10−1

N12-SX 1.87 × 10−1 MN15-L 2.66 × 10−2 M11-L 3.15 × 10−1

B97-D 2.42 × 10−1 N12 3.94 × 10−2 MN12-SX 3.40 × 10−1

B97 3.44 × 10−1 MN15 3.94 × 10−2 B97 3.50 × 10−1

SCAN 3.59 × 10−1 SOGGA11 5.80 × 10−2 VSXC 4.75 × 10−1

SCAN0 3.63 × 10−1 M06 7.04 × 10−2 M06-L 5.81 × 10−1

VSXC 4.53 × 10−1 M11 8.07 × 10−2 ωB97 6.12 × 10−1

M06-HF 4.66 × 10−1 M06-2X 9.08 × 10−2 M06 6.93 × 10−1

M06-L 4.86 × 10−1 MN12-L 9.38 × 10−2 ωB97X 6.94 × 10−1

ωB97 6.04 × 10−1 M06-L 9.52 × 10−2 M06-HF 6.98 × 10−1

M06 6.22 × 10−1 M11-L 1.79 × 10−1 ωB97X-D3 8.31 × 10−1

ωB97X 6.86 × 10−1 MN12-SX 2.13 × 10−1 SCAN0 1.14 × 100

ωB97X-D3 8.23 × 10−1 M06-HF 2.32 × 10−1 ωB97X-D 1.21 × 100

ωB97X-D 1.20 × 100 SCAN0 7.82 × 10−1 N12 1.29 × 100

N12 1.25 × 100 SCAN 1.04 × 100 SCAN 1.40 × 100
aIn Tables S9 and S20, we collect individual data. bThe last column contains the cumulative absolute RMSE of pure exchange and correlation.
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used to design DFAs resilient to spurious oscillations. When
we consider the sum of absolute magnitudes of the exchange
and correlation functionals that compose a given DFA, we find
a short list of DFAs that are relatively insensitive to spurious
oscillation errors and can be grouped into three DFA families
(see Table S2 for DFA families). The list includes BH&H,40

the LSDA family (SVWN541,42 and SPW9241,43), and the
BLYP family (BLYP,44,45 B1LYP,46 B3LYP,37,38 BH&HLYP,47

LC-BLYP,48 and CAM-B3LYP49). Generally, for these DFAs,
the RMSE value is larger for the exchange energy compared to
the correlation energy. For instance, the B88 exchange
functional44 presents larger errors than the LYP correlation
functional in the BLYP functional and other members of the
BLYP family.
In Figure 6, we summarize the results of the DFA families

that are more affected by the spurious oscillations (i.e., those
showing a maximal RMSE value above 0.01, see Table S26),
dividing them into three groups based on the dominant source
of error, whether it be exchange, correlation, or a combination
of both. Among the functionals that present a dominant RMSE
in the exchange functional, we find the PW91 (PW91,50

mPW91,51 and B1PW9146) and SCAN (SCAN52 and
SCAN053) families. B1PW91 functional presents small (but
non-negligible) oscillations in the correlation part, whereas the
maximal deviations are twice larger in PW91 and mPW91. The
SCAN family shows the highest maximal RMSE values for the
exchange functional with the errors for the correlation
functional being approximately half as large. In Section S5 of
the Supporting Information, we present results obtained using
renormalized versions of SCAN, namely rSCAN54 and
r2SCAN.55 It is demonstrated that rSCAN leads to even
larger oscillations than SCAN, while r2SCAN manages to
partially reduce the oscillations in comparison to SCAN,
although their magnitude remains considerably large.
The PBE (PBE,56 PBE0,57 PBE50,21 and LC-ωPBE58), and

TPSS (TPSS,59 RevTPSS,60 and TPSSh61) families present
small oscillations separately for both exchange and correlation
functionals, always within the limit we have set (RMSE =
0.01), and the sum of their absolute values exceeds this
boundary, resulting in noticeable spurious oscillations. M11
and MN12 families both present large RMSE values for both
exchange and correlation functionals.
In the B97 family (B97,62 B97-D,63 ωB97,35 ωB97X,35

ωB97X-D,64 ωB97X-D3,65 ωB97X-V,66 ωB97M-V,67 and

B97M-V68) small spurious oscillations are only observed for
the exchange part of all range-separated and hybrid exchange
functionals. In contrast, the GGA (B97-D63) and the meta-
GGA (ωB97M-V68) exhibit larger RMSE values. This is due to
hybridized functionals reducing the amount of pure GGA
exchange, which is more prone to numerical integration errors.
For the SOGGA (SOGGA1169 and SOGGA11-X70), N12
(N1271 and N12-SX72), MN15 (MN1573 and MN15-L74),
M06 (M06,36 M06-2X,36 M06-L,75 and M06-HF76), M11
(M11,77 M11-L78), MN12 (MN1279 and MN12-SX72) and
VSCX80 families, large RMSE values are noted for both
correlation and exchange functionals. However, these values
are also mitigated for the exact exchange component in their
hybrid members, such as SOGGA11-X, N12-SX, M06-2X,
M06-HF, and MN12-SX. However, the error in the exchange
functional remains substantial in the last four hybrid DFAs.
Finally, in the case of Ar2, we identify that the correlation

part of the DFA is more prone to present spurious oscillations
than exchange (see Table S30) regardless of the DFA�we
expect a similar result for other molecules bound by dispersion
interactions. In contrast, the exchange part is dominant for the
appearance of spurious oscillations in H-bonded complexes.

5. CONCLUSIONS
In this study, we analyzed the varying susceptibility of different
DFAs to present spurious oscillations along nuclear displace-
ment coordinates.11 These oscillations cause important errors
in various vibrational spectroscopic properties,10,11,16 which are
commonly masked as performance errors. As we demonstrated
in ref 11, these spurious oscillations exhibit grid sensitivity and
often diminish for large grids. We note on passing that the
grid-sensitivity behavior has also been identified in the context
of single-point energy calculations in atomic systems.12−15

The present work hinges on a judicious strategy to dissect
the exchange and correlation components of DFAs to pinpoint
the origins of these spurious oscillations. Initially, we refined
and optimized an algorithm for detecting spurious oscillations,
aiming to reduce computational costs and isolate the cause of
these oscillations. Our findings indicate that spurious
oscillations are insensitive to the choice of basis sets. Small
basis sets such as 6-31G and Def2-SVP are adequate for
assessing their magnitude along a property profile near
equilibrium, greatly reducing the computational cost of the
assessment. Furthermore, we identified spurious oscillations in
derivatives of energy components that do not involve
numerical integrations. These indirect spurious oscillations
are caused by suboptimal electron densities from a self-
consistent field procedure involving a DFA that presents direct
spurious oscillations originating from numerical integration
errors in Ex and Ec. Indirect oscillations mask the true extent of
direct spurious oscillations, which are more pronounced than
the oscillations we observed on the total energy. We prove that
using FMO from the equilibrium geometry is an excellent
choice for examining spurious oscillations in E̅x and Ec because
it significantly decreases the computational cost and eliminates
indirect errors.
These insights have significantly simplified the analysis

process and, most importantly, enabled a distinct identification
of the impacts of spurious oscillations from exchange and
correlation components. Our results reveal that some DFAs,
such as PBE, appeared to be relatively insensitive to spurious
oscillations due to cancellations between energy components.
A thorough analysis of direct spurious oscillations reveals that

Figure 6. Sensitivity to spurious oscillations of DFA families (see
Table S2), which are classified into those exhibiting a dominant
sensitive component, exchange (blue) or correlation (green), and
those in which both components contribute similarly to the spurious
oscillations (yellow). The size of the font indicates the magnitude of
the spurious oscillations. Based on the data from Table S26
(component dominance) and Table 1 (maximal RMSE magnitudes).
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only a handful of exchange and correlation components are
insensitive to spurious oscillations, giving rise to three families
of functionals: BH&H, LSDA, and BLYP. Among the
functionals in these families, we encounter four widespread
DFAs: BLYP, B3LYP, LC-BLYP, and CAM-B3LYP. Consid-
ering the importance of the electron delocalization error3,81 for
various applications in computational chemistry,82−85 the latter
two are the only safe options in a wide context. However, other
popular functionals, such as those in PBE and TPSS families,
present small errors and could be safely employed provided
that a sufficiently large integration grid is used in the
calculations.
The results of this study will serve as a starting point for

developing accurate DFAs suitable for studying molecular
spectroscopies. We are actively pursuing research in this area in
our laboratories.
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