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Design and deployment of a generic software for
managing industrial vision systems
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Abstract—Computer vision systems have become a key element
of modern companies. However, its implantation not only requires
specialized hardware components but also software to control
the correct performance of all these components. The purpose
of this article is to present the design and deployment of a
software created to manage the different computer vision systems
of any company. First, using our experience in mechanization
and industrialization of company processes, a general company
specification will be proposed as well as the main software re-
quirements that have to be satisfied. Then, a three-level modular
design composed of the core, a configuration module and user
interfaces with functionalities capable of satisfying the defined
requirements will be presented. Special attention will be given to
time restrictions and components’ synchronization. In addition,
the different tests that have been carried out to control the correct
performance of the software will be shown. The development
process will end with a generic, modular and scalable software
able to fit different industrial scenarios by simply modifying a
set of input parameters. To illustrate the correct performance of
the proposal, the details of its installation in four real companies
with different needs will be presented. The proposed work has
a practical use in industry and it also provides a thorough
description of the main components involved in computer vision
systems of real company environments and how to manage them.

Note to Practitioners—The aim of the paper is to provide
a software solution to manage the computer vision systems
of a company. The proposed software is simple enough to
be controlled by company operators with no need for great
expertise on the technical aspects, but rather on the industrial
workflow to be controlled. To develop such a software, it has
been necessary to know about all the elements involved in the
industrial scenarios controlled by computer vision systems as
well as their relationships. The paper presents all these elements
providing a global and complete view of the problem with
special attention to synchronization, which is fundamental to
satisfy industrial time restriction requirements. The software
is presented from a technical point of view, but also from a
practical one, since different examples of its application in real
cases are given. These examples illustrate the adaptability of
the proposal to different scenarios and also exemplify how the
different elements are modified to fit the different situations. In
addition, the paper provides a comprehensive overview of real
industrial situations, focusing on the most important issues faced
during real installations.

Index Terms—Computer Vision for Automation, Computer
Vision for Manufacturing, Factory Automation, Software

I. INTRODUCTION

OVER the last few years, computer vision systems have
become an essential component of industrial processes

[1]–[5]. Moreover, its combination with artificial intelligence
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strategies [6], [7] and other technological advances has al-
lowed the automatic reproduction of many human procedures
leading to more efficient and effective industrial processes
and outcomes [8]–[21]. However, bringing a computer vision
system to production is difficult since different software and
hardware elements, such as sensors, mechanization compo-
nents, illumination systems and image acquisition devices
need to be integrated [22]–[24]. Such a difficulty has lead
computer vision systems to be, in most cases, domain specific.
Systems are designed considering the main procedures and
processes that have to be automated, and specific solutions
that meet the needs of the studied scenarios are created.
In the food industry [25], for instance, specific approaches
have been proposed to classify the meat [26], to recognize
food images [27], to automate the segmentation of animals’
body parts [28] or to determine the moisture and insoluble
impurities content in virgin olive oils [29]. In the automotive
industry, some methods have been presented to classify the
mechanical fractures on metallic materials [30], or to estimate
the mechanical properties of the nodular cast iron [31]. For
a survey on the applied methods in this area see [32]. In the
pharmaceutical industry, methods to monitor emulsions [33] or
to predict the compressive strength of consolidated molecular
solids [34] have also been proposed. The construction industry
has also taken advantage of automated processes [35], which
are distinctively useful to ensure the workers’ safety [36],
[37]. More examples can be found in the textile industry [38],
electronic components manufacturing [39], and many others
[40].

Independently of the application area, in the core of com-
puter vision systems there is the software that determines how
all the connected components have to proceed to perform the
desired industrial tasks. Roughly speaking, this software can
be described as an application that configures and controls
the components of the production line in order to produce the
desired outputs. It is composed of different modules designed
to [41]: (i) acquire the information from the process or the
products, which requires a control over the production line
as well as over the acquisition and illumination devices,
among others; (ii) process the collected information via image
processing techniques and artificial intelligence strategies in
order to extract the relevant information that will determine the
actions that have to be carried out, and (iii) return these actions
as output to control the components of the production line.
Obviously, all these procedures have to be synchronized to
ensure that the scenario’s time restrictions are satisfied. Since
similar situations require quite similar strategies, this software
is generally able to fit variants of the same case. For instance,
in quality control processes, the computer vision software
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determines when and how product images have to be acquired.
This image acquisition process will be different depending on
the features of the product such as the size and the type of
packaging. Similarly, the processing of acquired images will
be different depending on the specific quality requirements
of the product. For this reason, to support these variants, the
computer vision software provides a graphical user interface
to adjust its parameters according to the products.

Industry automation requires different computer vision soft-
ware systems to coexist. Moreover, there is a great interest
in the industrial serial production systems with flexible man-
ufacturing capable of producing different types of products
with finite production runs on the same production line by
equipment adjustments and setups [42]. Therefore, besides the
software of the computer vision system, a high-level applica-
tion is required to manage all the systems and decide at all
times how they should proceed. This new software will allow
all the systems to be controlled holistically, thus centralizing
all the actions and leading to a more efficient management.
To tackle this problem, different ready-made solutions are
available. However, some companies are interested in the
development of in-house solutions to avoid the limitations of
proprietary systems. This is the case of our company which
is specialized in the construction of machinery and automatic
lines for packing, palletizing and handling. It designs, develops
and produces customized solutions and turnkey projects world-
wide. To meet the customers’ customized demands in a shorter
time, an in-house product is considered to be suitable as it will
require less maintenance as well as a lower reconfiguration
cost. The development of such a software is not an easy
task, considering that it will be responsible for all computer
vision systems, the control of sensors and devices, and the
processing of related data following the restrictions imposed
by the production line. In addition, the proposed software will
have to be scalable, reusable, flexible and extensible, among
others, to fit the changing requirements of the customers with
a minimal impact on the source code.

Focusing on the development of this software, the goal of
this paper is several-fold. First, to present the study that has
been carried out to identify the main components involved
in the development of a software capable of managing the
different computer vision systems of a company. To unify the
possible use cases that have to be supported, the specification
of all these components is required. Second, driven by the
proposed specification, to describe the developed software
with a detailed description of its modules and with special
interest in communication and synchronization issues. Third,
to explain the different experiments that have been carried
out to evaluate the efficiency and adaptability of the proposed
software to different real scenarios with different needs.

The main contributions of the paper can be summarized
as follows: (1) The identification and contextualization in
a real industrial scenario of the main elements involved in
the development of a software to manage different computer
vision systems as well as their relationships, with special
attention to communication and synchronization details; (2)
The design and implementation details of a generic, modular
and scalable software capable of controlling different computer

vision systems and fit different industrial scenarios by simply
modifying a set of input parameters; (3) The evaluation of the
managing software in different real scenarios by considering
different use cases.

Note that the proposed software would be a key element of
a more general framework for adaptive industrial automation
where input parameters are automatically fixed, thus reducing
user interaction.

II. METHODS AND MATERIALS

To create the software, our development has been driven
by a general analysis and requirements gathering, a software
design process, coding and testing, and software deployment.
All these steps are described in the next sections.

A. General analysis and requirements gathering

In the first phase of the project, we took advantage of our
experience in the field of mechanization and industrialization
of company processes with transport lines, supply processes
and product management, among others. With the idea of
developing a flexible, configurable and interoperable software
capable of adapting to as many companies as possible, we
proposed a set of terms to specify a general company situation
that has to be mechanized and controlled via computer vision
techniques.

1) Company specification: The terms introduced to de-
scribe company needs are illustrated in Figure 1 and presented
below. The context is the space of the company that has to be
mechanized and controlled via computer vision techniques.
The context is composed of one or more environments, each
one with its own components such as conveyor belts and
robotic arms, as well as with computer vision elements such
as cameras and lights, and other elements such as sensors and
encoders to perform the different actions. Each environment
can support different scenarios which depend, for instance,
on the flow of products that they have to deal with. In the
example, environment 4 supports two scenarios, scenario 1
and scenario 2, that differ in the number of products per box.
To determine how the scenario has to proceed, we introduce
the project term. A project contains the specifications that one
environment requires to support one scenario. The computer
vision system processes the cameras’ images using a computer
(PC) and applying image processing methods referred to as
analysis. The analysis has input/output parameters to represent
the required/returned information, respectively. The scenarios
are governed by a Programmable Logic Controller (PLC) that
determines the different actions that have to be carried out for
the communication of all components.

2) Software requirements: Once all information related to
the company specification has been identified, we define the
software requirements. In particular, our software has to:

• Provide functionalities to define the context, the en-
vironments, the cameras and the communication from
scratch and with minimal effort. Different camera models
have to be supported with different features, different
management parameters and different interfaces.
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Fig. 1: Terms introduced to describe the main elements of the company involved in its mechanization and computer vision
control.

• Support the definition of any context with no restrictions
on the number of environments, scenarios, cameras and
communication.

• Be independent of communication protocols, information
load resources or computer vision technologies to ensure
its adaptation to any scenario.

• Support the project definition and the change of projects
at running time to fit changing scenarios.

• Support the modification of camera configuration param-
eters in real time.

• Support real-time and periodic input and output commu-
nication not only with the PLC but also with other ele-
ments that may be considered necessary for cooperative
work.

• Support the selection of projects from the PC or the
PLC in real time ensuring consistency between both
components.

• Provide real-time information of any scenario.
• Support an offline working mode to combine real produc-

tion with the development and testing of new function-
alities with no impact on production. This requirement
involves the possibility to (i) process images already
captured by cameras and (ii) save captured images.

• Optimize computation time to ensure an efficient and
effective scenario working mode. The application must
achieve the minimum run time in order to optimally work.

• Control errors and camera recovering protocols to recu-
perate from fails in minimum time.

Note that in most requirements there is a reference to real
time, and the real time depends directly on the response
time, which includes the computation time. Obviously, the
response time has to be optimal, i.e., the minimum, since
high-speed operations are demanded in order to increase the
production rates. A real-time system is one whose logical
correctness is based both on the correctness of the outputs and
their timeliness [43]. To satisfy these requirements, different

methods have been proposed to develop real-time software
applications which accomplish a sequence of processes with
temporal restrictions on dynamic environments [44]. In addi-
tion, as this demand also depends on the hardware, high-speed
vision systems have been also proposed [45], [46]. In our
context, to deal with all these issues, and inspired by software
development methods such as Jackson System Development
(JSD), Real-Time Structured Analysis and Design (RTSAD),
Design Approach for Real-Time Systems (DARTS) and Your-
don Structured Method (YSM) [44], [47], a software design
has been considered where concurrency, real time and object-
oriented programming are essential. As final considerations,
the application has to be responsive, multi-user, with support
to different languages, and modular to support the integration
of new functionalities in an easy way.

B. Software design

To design the software, we grouped all our requirements
focusing on the working pipeline and considering the expert
and the basic user profiles. The expert has to determine the
working mode for all the scenarios of the company, which
requires the context specification with the definition of envi-
ronments, cameras, communication technologies and projects.
Once the working pipeline has been defined, the basic user can
control it by determining the projects that have to be executed
or by modifying the parameters of the projects. Taking into
account all these considerations, the three-level architecture
illustrated in Figure 2 and described below is proposed.

1) Core: From the bottom to the top, the first level is the
core of the software, which is composed of three modules: the
environment module, the camera module and the communica-
tion module.

The Environment Module has two components: (i) the
Environment Specification, that contains an identifier and a list
of its cameras, and (ii) the Execution Mode, that controls the
projects of the environment using the identifier and the name
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Fig. 2: The three-level architecture of the proposed software with its main components. The control classes are responsible for
the synchronization.

of the current project, if it is active, and also the identifier of
the last one. This component also controls the information that
will be presented in the Execution interface described later.

The Camera Module has three components: (i) the Camera
Specification, that contains the serial number, the name, the
model, the configuration file and the camera trigger type
(internal or external); (ii) the Acquisition Mode, that has the
configuration parameters that can be modified in real time
for each acquisition or for a specific project, the number of
acquisitions the camera has to make for each acquisition order,
and the camera state, i.e., on (enable/disable) or off (note that
the same camera can proceed in different ways depending on
the scenario needs); and (iii) the Execution Mode, that includes
the pre-processing, the analysis process and the output blocks.
The pre-processing block indicates the operations that have to
be carried out before the analysis process in special situations,
such as when different images are required to evaluate a single
element, and when one image has to be divided into a set
of images to evaluate different features. The analysis process
block defines the image processing algorithms that have to be
applied according to the input/output parameters. Three types
of parameters are considered: images (either acquired images
or the ones obtained after processing), iconic parameters
(objects such as shape models or regions, calibration files for

robotic arms interaction, neural networks for deep learning
strategies, etc., or labels that are used or generated in the
processing step to better interpret the obtained results) and
control parameters (values required to control the execution
or values obtained after the analysis). Finally, the last block
of the Execution Mode component is the output, which returns
the results after processing and also warnings. These results
are represented as a set of states, each one indicating success or
failure; in case of failure, the states also indicate the identifier
of the errors to access the list with their descriptions. Note that
the Execution mode corresponds to the core of the computer
vision system, i.e., the one that determines how the system
have to proceed according to the requirements set by the
industrial application and the results obtained from the image
processing techniques and the artificial intelligence strategies.
These techniques and strategies are specifically designed for
the application and no restrictions are imposed on the type of
algorithms to be applied. The module can access different im-
age processing libraries such as Halcon [48], OpenCV [49] or
Cognex [50], among others. All of them have the latest state-
of-the-art machine vision techniques, such as comprehensive
3D vision, deep-learning models and pattern matching [41].
Therefore, the proposed software makes it possible to easily
integrate existing image processing and artificial intelligence
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techniques. More details on how these techniques apply to real
cases will be presented in Section III.

The Communication Module has two components: (i) the
Communication Specification, that defines the communication
type, whether it is real-time or not, and technical information
such as Internet Protocol (IP) addresses or port numbers, and
(ii) the Execution Mode, that contains information about the
projects (the relationship between active projects and envi-
ronments), results (true/false values according to processing,
errors, and output control parameters of the last analyzed
image to be communicated) and data (information that will
be presented in a user interface or input control parameters).

2) Configuration module: The second level of the archi-
tecture is the Configuration Module, which contains three
components: the context specification component, the working
mode component and the preferences component.

The Context Specification component interacts with the Core
to provide the information required to define the specifications
of the Environment, the Camera and the Communication
Modules.

The Working Mode component controls whether the pro-
posed software has to run offline or online and also synchro-
nization details such as the application behaviour (master or
slave) to solve possible inconsistencies with the components
it communicates to.

Finally, the Preferences component provides functionalities
to select the language; resources such as directory paths to
obtain files, elements to be loaded, camera configurations and
procedures to be executed; screen features; and the level of
detail of register files, among others.

3) User interface: The third level of the architecture main-
tains all the user interfaces that give access to the software
functionalities. These have been grouped in seven interfaces
named Context, Projects, Analysis, Production, Selection, Exe-
cution, and Tools, which can be accessed via the main interface
named Home.

The Context interface is used to create a context or to
modify the created one. Generally, the creation process is
carried out only once and the entered information is registered
in an XML file that is rarely changed.

The Projects interface allows the user to create or mod-
ify projects. Entered information is also stored in an XML
file. This interface provides two visualization modes, the
first (V is1) being used for the expert to create and modify
projects that are not running, and the second (V is2) being
used to modify in real time the active project of a current
scenario introducing changes to the input control parameters,
the configuration parameters of the camera or the acceptance
or rejection of a product in case of errors.

The Analysis interface allows the user to create or modify
the analysis specification, i.e., the name of the procedure and
the attributes of input/output parameters such as the title of
output images, the visual features of each iconic parameter
of an image, the description, the units and, when applicable,
the range of acceptance of each output control parameter. As
in previous interfaces, entered information is registered in the
corresponding XML file.

The Production interface allows the user to access, through
an external application, all data from a context to evaluate the
performance. Data is provided by our software as well as by
other external sources related to other production processes
and controls.

The Selection interface allows the user to see all the
possible projects of each Environment Module as well as the
active ones. It also allows to upload new projects from the
application to modify the scenario working mode by changing
active projects from the Execution Module and communicating
changes to related external components.

The Execution interface allows the user to see in real time
all the context information according to the specifications
defined in the Visualization Mode of the Environment Module
of the Core. It shows the environments, and the active project
of each environment as well as all its active cameras. In
addition, for each camera, it displays the outputs of the last
performed analysis presenting the output images (identified by
a title), the iconic parameters (displayed with selected colors
and visual features) and the control parameters with their
description, the corresponding units, and the green or red color,
when applicable, to determine whether they are within the
acceptable range. This screen also displays accumulated coun-
ters and current information of correct and incorrect results
and errors. The data selected in the Execution Mode of the
Communication Module will also be displayed. This interface
can directly access to the V is2 screen of the Project interface.
It can also provide information of the communication states.
In addition, the Execution interface provides functionalities to
detect errors and warnings, thus avoiding possible problems.
These errors and warnings can be explored in detail to act
accordingly.

The Tools interface provides functionalities to access the
information created or required during the project. These
functionalities allow the end user to perform different actions
without the support of an expert.

It should be noted that, although all entered information is
registered in XML files that are transferred to the modules,
other transference approaches are supported. The system has
been designed in such a way that applying a new approach
requires only the implementation of methods to access the
data and transfer it to the proper modules without effects on
previous developments or execution modes.

The access to the functionalities provided by these interfaces
depends on user privileges. These are defined via a Comma-
Separated Values (CSV) file where for each user there is a
description, an access code and the type of permission to the
interfaces. As shown in Figure 2, the expert can access all
the interfaces while the basic user can only access Home,
Execution, Selection, Production, V is2 screen of Projects, and
Tools.

C. Control classes

In a real company, each environment requires its own
sequence of events to control how all the components have
to proceed while satisfying the imposed time restrictions [42],
[51]. These events range from a simple camera trigger to a set
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of complex actions to control processing, motion, sorting, light
sources, encoders, etc. In our software, the four classes that
control synchronization and time restrictions are the Context
Control, the Environment Control, the Camera Control and the
Results Control. To describe them, we will first consider the
main components to be communicated, then the sequence of
actions involved in time restrictions, and finally the designed
classes to support them [44].

In Figure 3, a basic company configuration with a single
PC, a single PLC and different cameras distributed in the
different context’s environments is illustrated. The PLC, the
PC and the camera are the components that define the synchro-
nization. The PLC centralizes the synchronization providing
real-time executions and controlling, among others: (i) the
conveyor belts and reject systems via the Servo Driver and
using real-time communication protocols via Ethernet; (ii) the
robotized arms through their controllers and communication
bus; (iii) cameras, lights, and sensors via wired input/output;
(iv) the PC using a secure communication protocol; and
(v) the external applications using a suitable protocol. The
PC and the cameras are connected via a high-performance
industrial camera interface supporting different protocols such
as GigE Vision [52], USB3 Vision [53], and GenICam [54],
among others. The PC processes the acquired images in the
acquired order and returns the information to the PLC in the
proper order. No errors, network saturation, multiplexing or
connection-oriented communication has to be guaranteed. Pro-
tocols such as Transmission Control Protocol (TCP), Process
Visualization Interface by B&R (PVI) [55], Open Platform
Communications Unified Architecture (OPC UA), etc. have
to be supported to fit different companies’ needs. In addition
to being connected to the PLC and the PC, the camera can
be wired to the encoder for a correct acquisition, which is
synchronized with the movement of context components such
as conveyor belts. Different configurations of the camera buffer
that manages the acquisition sequence have to be supported as
well. Moreover, when defining the environment performance
this internal camera setup must be taken into account.

In Figure 4, a detailed description of the sequence of actions
between the PLC, the PC, and the camera has been represented
with a number that indicates the execution order. In addition,
the application classes and the workflow to control the context,
the environments, the cameras, the results and the images to
be shown in the Execution interface are provided. To begin,
we will focus on the sequence of actions that are carried
out to support a basic company configuration. The process
starts when the PLC receives the Action order. Then, it sends
the Acquisition order to the camera, which responds with an
Acquisition done message when the image has been acquired.
The acquisition time depends on the camera model [45],
[46] and comprises the time between the trigger action wired
from the PLC and the Acquisition done message sent from
the camera to the PLC. For offline scenarios, this time is
not considered. The PLC, via an Acquisition ready message,
communicates to the PC that an image ready to be processed
is available. At this moment, the PC, which may be managing
other situations (Management), continues its work and also
accesses the camera to load the image (Acquisition loading),

sending an Acquisition loaded message to the PLC when
loading has finished. Then, it processes the image (Processing)
and prepares the Result that has to be communicated to the
PLC (Result communication), which responds with the Result
response message. The time required by the PC to perform all
the actions (see Figure 5) depends on the camera acquisition
configuration determined by the Acquisition Mode, and also
on the information of the pre-processing, the analysis, and
the output blocks of the Execution Mode that will determine
the management, processing, and result time. While all these
time values are relevant for time performance, the last PLC
message, Result response, is only used to check that everything
is working properly and, in case of problems, to indicate to
the PC what is failing to proceed accordingly.

As it has been seen, the PLC manages events by determining
the actions that have to be carried out in each environment.
It has to simultaneously control the acquisitions from the
different cameras and efficiently manage the results in real
time. Since working time values are very short, repetitive
sequences become concurrent and, when there are several
environments with several cameras, they become parallel. To
support all these sequences, our design relies on four main
classes that control the context, the environment, the camera
and the results, respectively.

The Context Control is a class from the context specification
component of the Configuration Module. It is responsible for
the context management and it has been implemented to be
technology-independent. As shown in Figure 4, it maintains an
array of Environment Control classes where each environment
class maintains an array of Camera Control classes defined
according to the project control of the Execution Mode compo-
nent of the Environment Module. This last array is used by the
two execution workflows of the Environment Control named
management workflow and result workflow. The management
workflow sequentially controls all the environment cameras
following the information of the Camera Module, which
determines the camera actions such as (i) camera opening and
camera configuration (according to the Camera Specification),
(ii) iconic input parameters search in load resources (according
to the analysis input parameters of Execution Mode), (iii)
camera acquisition (according to the Acquisition Mode) and
(iv) creation and execution of processing workflows. Actions
(i) and (ii) are done once for each camera and current
active project. The management workflow creates different
processing workflows for each acquisition loading. These
workflows are defined and automatically adapted according to
the Execution Mode component of the Camera Module from
the Core. Each processing workflow returns a result that will
be processed by the result workflow using the Result Control
class (according to the output of the Execution Mode from the
Camera Module). The obtained result will be communicated
according to the Communication Module and, in the event that
the user requests a visualization, it will be stored in a queue
data structure to be shown in the correct order in the Execution
interface; otherwise, it will be deleted at the end.

In Figure 6 two examples of the messages between PLC
and PC are presented. The first one describes the information
communicated from the PC to the PLC for the Acquisition
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loaded and Result communication actions. In the first case,
the message sends the identifier of the last loaded acquisition
and the acquisition state, and in the second case, it sends the
identifier of the last processed acquisition with the prepared
result, the state of the internal results, the type errors in case of
error, and the output control parameters to be communicated.
The second message describes the information communicated
from the PLC to the PC for the Acquisition ready and Result
response actions. In the first case, the message sends the
identifier of the new Acquisition ready and the communication
input control parameters, and in the second case, it sends the
identifier of the last result communication received and the
code of the result state, which can be 0 (timeout), 1 (correct),
2 (delay), 3 (bad synchronization), 4 (lost) or 5 (overlap). If
the code corresponds to a timeout, a loss or an overlapping,

the PC will deal with the situation. To control the correct
performance of the camera, the state of the camera is sent in
both messages. In this way, the management workflow will
release the camera control to improve performance in case of
errors.

D. Final testing

The proposed software has been implemented in C#, and it
has been tested during development. In addition to the testing
carried out in the development stage, we defined a final test to
check the whole software performance in a controlled scenario.
The different tests were grouped in four main categories to
check the communication, changes between different projects,
wiring, and predefined protocols. All these tests have been
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Fig. 5: Real-time scheduling together with the sequence of actions of the PLC, the PC, and the camera where numbers indicate
the execution orders.
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Fig. 6: Messages from (a) PC to PLC, and from (b) PLC to
PC.

registered in a checklist that is evaluated before installing the
proposed software in a company.

1) Communication tests: PLC and PC communication is
performed via messages as illustrated in Figures 4 and 6.
These messages can be of different sizes depending on the
context. To perform correctly, received and sent messages
have to be the same size. Therefore, the first test checks that
messages have the same size. Once this test is passed, the
technical information, defined in the Communication Module
of the Core level, is checked to control that communication
is performed in the correct way. Afterwards, once communi-
cation is successfully established, possible interference, wire
disconnections or other connectivity problems are checked via
heartbeat. Finally, the information of the messages related
to possible timeouts, delays, bad synchronization, losses or
overlaps is analyzed to evaluate time performance by checking
the viability and possible problems.

2) Changes between different projects: Changes between
projects can be done via the PC Selection interface or via PLC.
Regardless of the change’s origin, the PC and the PLC must

have the same information to properly control the context.
Changes have to be consistent with the Working Mode of
the Configuration Module. As described before, the PC has a
register with the last active project of each context environment
that will be communicated to the PLC. To check the correct
performance, three situations have been considered. The first
situation happens when the application starts (see Figure 7).
The different situations that may arise, which depend on the
PC and PLC active projects, have been checked to ensure
correct performance. These situations are: (i) the PC has last
projects and the PLC has no active projects, in which case the
PC projects are applied; (ii) the PC has no last projects and the
PLC has active projects, in which case the projects of the PLC
are applied; (iii) the PC has no last projects and the PLC has no
active projects, in which case no projects are applied; (iv) the
PC has last projects and the PLC has the same ones, in which
case no synchronization is required; and (v) the PC and the
PLC have different projects, in which case the projects have
to be synchronized following the defined master/slave policy.
The second situation happens when the project received from
the PLC/PC does not exist in the PC/PLC. In this case, the
PLC/PC maintains its state and the PC/PLC will not receive
any change. If this situation is given when the application starts
and the PC is slave, no project will be loaded. If the PC is
master or the project change is done from the application, the
PC will wait for the PLC change and, if there is no change,
this will be communicated via interface. The third situation
happens when the project change occurs during application
execution. In this case, acquisition loadings are stopped and
only the processing workflows that started before the project
change are ended. The application has to support changes at
running time to perform efficiently.

3) Wiring tests: These tests have been designed to verify
the application response to wiring problems. The possible
situations have been simulated to check the application re-
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sponse. First, the PLC and then the PC power has been cut and
recovered. After power recovering, the application has checked
the projects of both sides and has proceeded as described in the
previous subsection. The same situation has occurred when the
PC and PLC network cable has been disconnected. The next
simulation has been focused on camera power disconnections
checking the proper performance of the camera reactivation
protocol. The last case has considered camera errors due to
network disconnections. In this case, it is checked that the
timeout is applied to reject the previous acquisitions that may
have been ordered and could not be obtained. Although the
timeout is applied, it should be noted that there is a set of
images neither acquired nor processed.

E. Predefined protocol tests

The last group of tests verifies the proper performance of
predefined protocols to control cameras, resources, procedures
and possible errors during execution. For each protocol, all
the steps that compose it are reviewed to ensure a proper
performance.

III. RESULTS

The proposed software has been installed in three different
companies, two in the food sector and one in the paint industry.
In addition, an in-house test has been performed (see Figure 8).
In this section the main details of these installations are
presented.

In all cases, time restrictions have been imposed by our
industrial partners who wanted to reproduce the current man-
ual performance using automatic processes. For this reason,
their demand was to achieve the same production rates but
with no manual interaction. Therefore, for each one of the use
cases, the time restriction has been set to the time achieved
with manual performance (see Table I, Max. Time row).

As no similar systems were available to compare with, the
effectiveness has been considered from the point of view of
the computer vision success. It has been defined in terms of
the number of evaluated products and the time required to
evaluate them. For a better understanding of the use cases, the
first one will be presented with all the details, while for the
others the same information will be given in a summarized
way.

A. Food industry

The first installation has been carried out in a company in
the food industry to control the quality of product packaging,
verify that they comply with manufacturing and regulatory
specifications, and also to control the picking process. Four
types of product (pizza dough, pizza, bacon and loin) have
been considered. Each product will be presented as a different
case, with the pizza dough having the most detailed descrip-
tion.

1) Pizza dough: For the quality control of pizza dough,
which can be of different brands and with different pack-
aging features, the machine vision system (MVS) has been
installed inside a sealing machine that joins the upper film
with the pizza dough package before the cutting process (see
Figure 9). The system examines pizza dough packages to
guarantee that manufacturing and regulatory specifications are
met. Particularly, it checks the correct position of the screen
printing (serigraphy test), the good visibility of the date and
the lot (printing test), and the correct package closure and
seal (sealing test). In this case, there are two environments,
each one with one lineal color camera (CC), which performs
the serigraphy and printing tests, and one lineal monochrome
camera (MC), which performs the sealing test. There are
as many scenarios as pizza brands. The details of the two
environments are illustrated in Figure 10. As it can be seen,
the main features of the context are the eight products that
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Fig. 8: Interfaces of the proposed software corresponding to: (a) the Execution interface from the Food industry Bacon case;
(b) the functionality from Execution interface to detect and explore errors and warnings in detail from the Food industry Pizza
dought case; (c) the Projects (Vis2) interface from the In-house product; (d) the Selection interface from the Yogurt company;
and (e) the Context interface.

TABLE I: Main details of the context and project description for the different companies where the software has been installed.
Each column corresponds to a different company, except for the second, third, fourth and fifth columns, that correspond to
different products of the same company. The acronyms are: Machine vision system (MVS), monochrome camera (MC), color
camera (CC), field of view (FV), shape model (SM), not applicable (NA), and convolutional neural network (CNN).

CONTEXT DESCRIPTION
Product Dough Pizza Bacon Loins Yogurt Box Paint In-house
MVS place Join machine Conveyor Join machine Conveyor Conveyor Conveyor Static
Action Rejection Rejection Picking Picking Rejection Picking Picking
Environment 2 1 1 1 2 1 1
Camera type Lineal CC Lineal MC Lineal CC 3D CC MC 3D

Lineal MC Lineal MC
#Products FV 8 1 24 0...N 1 1 0...N
Scenarios 1...N 1...N 1...N 1 1...N 1 1
PLC to PC NA NA NA NA NA NA Cylinder (A or B)
PC to PLC NA NA NA 3D Position NA 2D Position 3D Position
Max. Time 8s 500ms 6s 5s 3s 2s NA
PROJECT DESCRIPTION
CAMERA ACQUISITION MODE
Parameters Exposure Exposure Exposure Internal Exposure NA Conf. 2D

Gain Gain Gain Conf. 3D
#Orders 2 (MC) 1 2 (MC) 1 1 1 1
#Captures 1 1 1 2 1 1 2
#Lines 2 (MC) 3 2 (MC) NA NA NA NA
State NA NA NA NA NA NA NA
CAMERA EXECUTION MODE
Preprocess Yes (MC) Yes Yes (MC) NA NA NA NA
Analysis 2D SM 2D SM 2D SM (CC) Regions 2D SM Regions 3D SM

CNN CNN (MC)
Output
#Results 8 1 24 1 1 1 1
#Type errors 3 per test per step 3 per test per step 2 1 per step

+ subcases + subcases

appear in the field of view (FV) and the two cameras. In
order to support the different brands, the camera Acquisition
Mode has to set exposure and gain parameters to fit the brand
changes in film density, color and composition for each camera
and according to each active project. There is a single capture
per acquisition for the two cameras, but when it comes to
the monochrome camera, two lines of different exposure are
captured for each line of the acquired image. Focusing on the
camera Execution Mode, two pre-processes are carried out for
the monochrome camera: the first one builds a mosaic with the
images acquired by the two consecutive acquisition orders,
since the field of view does not cover the entire space to be
analyzed; the second one breaks the mosaic image into two
images with different exposure. For the color camera no pre-
processes are required. The analyses use Halcon library [48],
and are based on 2D shape models (SM) and regions entered as
iconic input parameters that are selected according to the brand
to be processed (see Figure 11). For each analysis eight results
are obtained, which are considered together. The result is true

if all camera’s tests are correct, and false otherwise. There
are eight values per analysis to indicate whether one type
error occurred for a product in some of the tests (serigraphy,
printing or sealing) or subcases, such as horizontal and vertical
scrolling. In this case, a rejection occurs when any of the
products that are within the field of view do not meet the
specifications.

The main steps that compose the serigraphy and printing
tests and the sealing test are represented in Figure 11. Details
of the image processing techniques that are applied are pre-
sented for each step, as well as images to illustrate how they
perform.

In this use case, no extra information is required neither
from the PLC to the PC, nor from the PC to the PLC.
Processing has to be done in 8 seconds, which corresponds
to the available feed time of the sealing machine that joins the
upper film. The time required by the PC to perform all the
actions is presented in Figure 12.

The details of the defined project are summarized in the
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Fig. 9: Two views of the machine vision system installed inside
the sealing machine that joins the upper film with the pizza
dough package.

second column of Table I.
2) Pizza: This case is presented in the third column of

Table I. The machine vision system has been installed in
the clean room just after the sealing machine that joins the
upper film with the pizza package, and before other control
processes. A conveyor belt transports pizzas and the system
has to examine them to reject the ones that do not meet the
defined quality requirements with a maximum process time of
500ms between pizzas. There is one environment with a lineal
monochrome camera with a single pizza in the field of view.
As in the previous case, as many scenarios as pizza brands
are defined. The processing does not require extra information
neither from the PLC to the PC, nor from the PC to the PLC.
The main features of the project are also presented in Table I.
Focusing on the camera Acquisition Mode, the parameters
field requires exposure and gain to be defined to fit the changes
in film density, color, and composition according to the active
project. There is a single capture per acquisition, a single
acquisition order, and three lines of different exposure are
captured for each line of the acquired image. Focusing on the
camera Execution Mode, there is a pre-processing to break the
initial acquired image into three images of different exposure
(see Figure 13(a)). The analysis is based on 2D shape models
and regions entered as iconic input parameters that are defined
according to the brands. The analysis uses a convolutional
neural network (CNN), which is also given as an iconic input
parameter. A single result is returned, which is true if the
closure and seal validation is correct, and false otherwise. The
analysis is composed of different tests that can return a specific
type error in case of failure.

3) Bacon: This case is presented in the fourth column of
Table I. To process bacon there is one environment with one
lineal monochrome camera and one lineal color camera. The
machine vision system has been installed inside a sealing
machine that joins the upper film with the bacon package to
control that manufacturing and regulatory specifications are
met. The first camera is placed before the internal cutting
process, while the second one is placed after it. As in the
pizza dough case, three tests are defined: the serigraphy, the
printing and the sealing tests. The first two tests are carried

out with the first camera, and the third one with the second
camera. Twenty-four separated products appear in the filed of
view (see Figure 13(b)). If any of the twenty-four products
does not meet the specifications, a robotic arm picks it up to
reject it. To proceed, no extra information is required neither
from the PLC to the PC, nor from the PC to the PLC.
Since the position of the twenty-four products only varies
in displacement, this can be determined by the movement
of the conveyor belt and, hence, the robotic arm does not
require extra information. As in the previous cases, different
brands are produced and one scenario is required for each
one. Processing has to be done in less than 6 seconds, which
corresponds to the available feed time. The details of the
defined project are described below. Focusing on the camera
Acquisition Mode, as in the previous cases, the parameters
field requires the exposure and gain for each camera according
to the active project. There is a single capture per acquisition
and, when it comes to the monochrome camera, two lines of
different exposure are captured for each line of the acquired
image. Focusing on the camera Execution Mode, a two-step
pre-processing is required for the monochrome camera to first
build a mosaic with two acquired images, and then break it
into two images with different exposure. The field of view of
the monochrome camera does not cover the entire space to be
analyzed. In the case of the color camera, no pre-processes
are required. The analysis of the first camera is based on 2D
shape models and regions entered as iconic input parameters
that vary according to the brand. The analysis of the second
camera uses a convolutional neural network, which is also
given as an input parameter.

Twenty-four results are obtained per analysis and product,
being true only if all the camera’s tests are correct, and false
otherwise. There are twenty-four values per analysis and three
possible type errors for each test, and also for some other
considered sub-cases.

In Figure 8(a) the Execution interface of this case is
presented. The screen shows the last processed acquisitions
of the two cameras, labeled as camera 1 and camera 2, and
also the information related to the number of correct and
rejected products, including the number of errors accumulated.
Focusing on the camera images, note that, at the top, the image
title indicates the performed test (serigraphy and printing for
image 1 from camera 1, and sealing for image 2 from camera
2). The iconic parameters are also represented in the images
(in green and yellow for the first image, and in red for the
second one). At the bottom of the image, twenty-four squares
appear representing the twenty-four results of the processed
products (green square for true result and red for false). On
the right side of the screen, the information of the PC and
PLC communication is shown, as well as other information
related to the machine. Note that the output control parameters
are also shown for Camera 2: the first one indicates the grey
level, and the second one indicates the correctness of the input
parameters, which are represented in green if they are correct
and in red otherwise.

4) Loins: The last case of this food company is defined to
process loins. As stated in the fifth column of Table I, there
is one environment with one 3D camera and a conveyor belt.
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Fig. 10: Diagram of the different steps that define the solution for the Food industry Pizza dough case. The numbers indicate the
execution orders represented in Figure 12, where the real-time scheduling together with the sequence of actions is illustrated.

Loin boxes are transported through the conveyor belt and a
robotic arm empties them picking the loins up one by one.
In the field of view there is the set of loins, which are inside
the box and may decrease according to the picking process
performed by the robotic arm. Only one scenario is required.
The 3D position of the loin to be picked up is informed from
the PC to the PLC. No extra information from the PLC to the
PC is required. Processing has no time restrictions, although
the time is considered acceptable if the box is emptied in
less than 5 seconds. The details of the defined projects are
described below. Focusing on the camera Acquisition Mode,
the settings field does not require anything as the camera
has its own internal management to acquire one 2D and one
3D image for each acquisition order. Focusing on the camera
Execution Mode, no pre-processing is required. The analysis
is based on regions to localize the loins and extract their 3D
information to determine the best loin to pick up. The obtained
result is true if there is a loin to pick up and its position is
known, and false otherwise. There is one error type for each
step of the analysis.

B. Yogurt company

The second installation has been done in a food company
that produces yogurts. These are of different sizes and different
diameters and are placed in boxes for distribution. The number
of products per box differs according to the type of yogurt. In
this company, the machine vision system has to reject boxes
that do not contain the correct number of yogurts. The main

details of this installation are presented in the sixth column
of Table I. As indicated in the context description rows, the
company has two environments, each one with a conveyor belt
and a color camera. The machine vision system is placed on
the conveyor belt to control the rejection process. In the field
of view, a single box of yogurts appears (see Figure 13(d)).
The context can support more than one scenario, each one
defined to fit a specific yogurts box distribution. No extra
information related to input or output control parameters is
required neither from the PLC to the PC, nor from the PC to
the PLC. Processing has to be done in less than 3 seconds,
which corresponds to the minimum available time between
boxes. This context description is registered in the Core
level and Configuration Module of Figure 2. To determine
how the specific scenario has to proceed, a project has to
be defined. The main details of one project are given in
the project description rows of Table I. The project defines
the information to be stored in the Acquisition Mode and
Execution Mode of the Camera Module, and the Execution
Mode of the Environment Module. Focusing on the camera
Acquisition Mode, the parameters field requires exposure to be
defined to fit the yogurt colors and silkscreen features. There is
a single capture per acquisition and a single acquisition order.
Focusing on the camera Execution Mode, no pre-processing
is required. Regarding the analysis, it is based on 2D shape
models, which vary according to the yogurt features and are
loaded according to the active project. The obtained results
are true if the number of yogurts is the correct one and false
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Fig. 11: Main steps of the (a) serigraphy and printing tests and the (b) sealing test with details of the image processing
techniques for the Food industry Pizza dough case.

otherwise. Two type errors are possible: a general error and a
matching process error.

C. Paint factory

The third installation has been done in a paint factory.
Paint is distributed in pots of different heights and with a
handle. As expressed in the seventh column of Table I, the
company has one environment with a conveyor belt and one
monochrome camera. The machine vision system is placed on
the conveyor belt to know the position of the paint pots in
order for the robotic arm to pick them up. In the field of
view, a single pot appears (see Figure 13(e)). The context
only has one scenario since paint pots only differ in their
heights, which cannot be detected by a 2D camera. To operate,
the PC communicates the 2D position of the paint pot to
the PLC and this one communicates it to the robotic arm
to proceed. No extra information from the PLC to the PC
is required. Processing has to be done in 2 seconds, which
corresponds to the minimum available time between paint
pots. Regarding the project description, the camera acquisition
parameters are initially set and no changes are required. There
is a single capture per acquisition and a single acquisition
order. Focusing on the camera Execution Mode, no pre-
processing is required. The analysis is based on paint pots
region localization and position identification. No input iconic
parameters are required. The obtained results are true if the
pot position is known and false otherwise. There is also one
possible type error.

D. In-house product

The last installation has been done in the company where the
proposed software has been developed, which is specialized in
factory mechanization. The machine vision system evaluates
the position of cylinders to identify the highest one, which is
the easiest to pick up by a robotic arm once its 3D position is
known. As summarized in the last column of Table I, there is

one environment with one 3D camera. The field of view covers
some cylinders, which decrease during the picking process.
There are two types of cylinders (type A and type B) that can
appear at any moment with non-continuous flow. To avoid a
continuous project change if two scenarios are considered, a
single one is defined and the change in cylinder type (A or
B) is controlled by the PLC, who informs the PC using the
proper input control parameters. The PC will communicate
the 3D position of the cylinder to be picked up to the PLC.
Processing has no time restrictions. Regarding the project
details, two captures (a 2D one and a 3D one) are acquired for
each acquisition order after changing the camera parameters
(see Figure 13(f)). There is a set of parameters to acquire 2D
captures and another for 3D captures. Focusing on the camera
Execution Mode, no pre-processing is required. The analysis
is based on 3D shape models that localize the cylinders and
extract their 3D information to determine the best one to be
picked up. The obtained results are true if there is one cylinder
to be picked up and its position is known, and false otherwise.
There are some type errors that are specific to the analysis
steps.

E. Limitations

The evaluated use cases have been useful to show the good
performance of the proposed system. Unfortunately, no similar
systems are available to compare in order to determine its
effectiveness. In our case, the goal of the system was to
replace manual procedures without increasing the processing
time. This goal has been achieved, and in some cases the time
has been reduced. For instance, the manual performance in the
Food industry Pizza use case reaches a speed of 0.5m/s, while
the automatic approach reaches 1, 0m/s. Moreover, regarding
the number of evaluated products, and as opposed to the
manual procedures, the proposed approach ensures that all the
products are always evaluated without human bias, since the
whole process is carried out automatically.
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Fig. 12: Real-time scheduling together with the sequence of actions of the PLC, the PC, and the monochrome camera for the
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Focusing on the time required to interact with the proposed
software, as illustrated in Figure 2, two user profiles are
supported: the expert user, who is responsible for the context
configuration, and the basic user, who interacts at project level.
For the former, a one-hour course is required to learn how to
create the input resources required by the software to fit the
requirements of the use case. For the latter, a fifteen minute
training process carried out on site is enough to master the
software. Although the learning curve may be thought as a
limitation, the required time is considered to be acceptable.

IV. CONCLUSIONS AND FUTURE WORK

Computer vision systems can benefit the industry at many
different levels by reducing the degree of human interaction
to achieve more efficient and effective procedures. However,
the integration of these systems in a real context requires
proper software able to control the different processes and
also the different configurations that can appear according to
the features of the processed products and the procedures to
be applied.

In this paper, a software designed to manage the computer
vision systems of a company has been proposed. To design
it, the main features of a real company have been described
using the following terms: context (all the mechanized space
of a company controlled by computer vision), environment
(part of a context with its own mechanical, computer vision
and control components able to process a specific type of

product), scenario (the environment processing a specific type
of product with its own features and procedures) and project
(specifications that determine how the environment compo-
nents and processes have to proceed to support one scenario).
These terms have been used to define the desired software
requirements with special attention to the communication and
interaction between components, the camera configurations,
and the projects’ variability. With the idea to fit as many
companies as possible, a three-level architecture software has
been proposed. The first level (core level) is the kernel of
the software and has been designed to control the different
environments, the vision system and all the components that
define it, such as cameras and communication between compo-
nents, among others. The second level (configuration level) has
been designed to determine how the core level has to proceed
according to the user needs, which vary with the context. The
configuration is entered via user interfaces, which define the
third level of the software.

Synchronization between all components and time restric-
tions have been analyzed and four classes that control the
context, the environment, the camera and the results have been
implemented and integrated into the software. As a result, a
configurable and extensible software capable of fitting differ-
ent scenarios by simply modifying a set of input parameters
has been obtained. The software has been tested in a controlled
scenario to check communication, changes between different
projects, wiring, and predefined protocols. Once all the tests
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(a) (b)

(c) (d)

(e) (f)

Fig. 13: Images of processed products corresponding to: (a)
the pizzas from the Food industry, where the first image
corresponds to the acquired image and the second group to
the pre-processed images; (b) the bacon case from the Food
industry, where the top image has been obtained with the color
camera and the bottom ones with the monochrome camera
(pre-processed); (c) the loins from the Food industry, where
the images have been obtained from the same acquisition order
and the camera returns a 2D capture and a 3D capture; (d)
the Yogurt company; (e) the Paint company; (f) the In-house
product, where the images have been obtained from the same
acquisition order, one with a 2D configuration capture and the
other with a 3D one.

have been passed, the software has been installed in four
real companies with different scenarios and needs. For each
one, the main details of the software installation have been
described in order to show the adaptability and ease of use of
the proposed software. These installations have also shown its
good performance.

The current version of the proposed software covers the
main requirements of a company. However, some modules
need further development to fit more complex cases. The
modular design of the software allows the integration of these
new functionalities in a completely transparent way.

The details that have been given to present the proposed
software can be understood as a guide for information system
developers, since the main components and the main elements

to be taken into account have been described.
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