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ABSTRACT

Type 1 Diabetes (T1D) is a chronic metabolic disorder caused by destruction of the
insulin producing beta cells in the islets of Langerhans within the pancreas due to
an autoimmune reaction. T1D is distinguished by elevated levels of blood glucose

(BG) owing to the deficiency of insulin, a hormone responsible for the regulation of BG
within the normal range of 70-180 mg/dL. T1D is associated with various micro-vascular and
macro-vascular complications such as nephropathy, neuropathy, retinopathy, coronary heart
disease, cerebrovascular disease, peripheral artery disease etc. People with T1D rely on the
administration of exogenous insulin to restrict the BG in a healthy range.

The insulin treatment strategies for T1D can be broadly divided into two categories i.e.,
multiple daily injections (MDI) and continuous subcutaneous insulin infusion (CSII) to avoid
the T1D complications. In the past decade, a significant effort has been made by researchers to
reproduce the behavior of beta cells and automate the insulin delivery for the management of
T1D paving a way for the rapid development of the artificial pancreas (AP) technology. Inte-
gration of a continuous glucose monitor (CGM) with closed-loop control (CLC) algorithms to
compute the continuous insulin dosing rate constitute an AP system. The preclinical validation
and evaluation of the insulin dosing strategies developed by researchers are performed in the
simulation environments that represent virtual patients (VPs) with T1D.

The work presented in this thesis provides three contributions. Firstly, a methodology is
introduced to generate a cohort of VPs with T1D to replicate the BG metrics of a real cohort of
people with T1D from the Hospital Clinic de Barcelona. The clinical data of meals, meal times
and insulin (basal and bolus) was utilized to derive realistic scenarios for the generation of VPs.
The exercise sessions were introduced as disturbances and were derived from the BG profile of
the real patients. The proposed methodology is capable of adopting the daily variations of BG
profile from real patients and thus provide a realistic and challenging simulation environment
for the validation and evaluation of therapeutic strategies developed for the management of
T1D.

Secondly, a Q-Learning based Reinforcement Learning (RL) algorithm is proposed for the
bolus insulin calculation in patients with T1D and validated on the generated cohort of VPs
with T1D. Usually the bolus insulin calculation is based on carbohydrates (CHO) in meal, CHO
to insulin ratio (CR) and the insulin sensitivity based correction factor (CF). On the contrary,
the proposed algorithm is independent of the CHO content in meals, CR and CF with an aim to
avoid the CHO estimation and counting errors and the management burden on patients with
T1D. The results were compared to the standard bolus calculator (SBC) as a baseline. The
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ABSTRACT

proposed algorithm achieved similar performance as compared to the SBC and outperformed
SBC in the presence of CHO estimation errors.

Finally, a fully automatic insulin delivery (FAID) system is presented. In hybrid automatic
insulin delivery (HAID) system the meal disturbance is compensated by feed-forward control,
which requires the announcement of the meal by the patient. To avoid the CHO estimation
errors and the patient intervention, the FAID system was realized by integrating a novel Deep
Reinforcement Learning (DRL) based bolus insulin dosing system, a proportional-derivative
(PD) CLC strategy for the continuous delivery of insulin and an Unscented Kalman Filter
(UKF) based meal detector. The PD controller and the UKF meal detector were previously
developed by our group. The results of FAID system were compared to HAID system with
CHO misestimation error as a baseline. The FAID system showed a satisfactory and comparable
glycemic performance as compared to the HAID system.

The outcomes obtained from the algorithms presented in this thesis are encouraging. Firstly,
customized cohort of VPs can help in validation of the treatment strategies for people with T1D
under challenging conditions in simulation environment. Secondly, the RL algorithms could
play a potential role in the future of developing advanced FAID system and AP technology.
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RESUMEN

La diabetes tipo 1 (T1D) es un trastorno metabólico crónico causado por la destrucción de
las células beta productoras de insulina en los islotes de Langerhans del páncreas debido
a una reacción autoinmume. La T1D se caracteriza por niveles elevados de glucosa en

sangre (BG) causados por la deficiencia de insulina, una de las hormonas responsables de la
regulación de la BG dentro del rango normal de 70-180 mg/dL. La T1D se asocia a diversas
complicaciones microvasculares y macrovasculares, como nefropatía, neuropatía, retinopatía,
cardiopatía coronaria, enfermedad cerebrovascular, enfermedad de las arterias coronarias,
arteriopatía periférica, etc. Las personas con T1D dependen de la administración de insulina
exógena para mantener la glucemia en un rango saludable.

Las estrategias de tratamiento con insulina para evitar las complicaciones de la T1D pueden
dividirse en dos categorías, la terapia con inyecciones diarias múltiples (MDI) y la infusión
subcutánea continua de insulina (CSII). En la última década, los investigadores han realizado
un gran esfuerzo para reproducir el comportamiento de las células beta y automatizar la
administración de insulina para el tratamiento de la T1D, allanando el camino para el rápido
desarrollo de la tecnología del páncreas artificial (AP). Un sistema de AP está integrado por un
monitor continuo de glucosa (CGM) con algoritmos de control en bucle cerrado (CLC) para
para calcular la tasa de dosificación continua de insulina. La validación preclínica y evaluación
de las estrategias de dosificación de insulina desarrolladas por los investigadores se realizan en
los entornos de simulación que representan a pacientes virtuales (VP) con T1D.

El trabajo presentado en esta tesis aporta tres contribuciones. En primer lugar, se introduce
una metodología para generar una cohorte de VP con T1D que replica las métricas de glucemia
de una cohorte real de personas con T1D del Hospital Clínic de Barcelona. Los datos clínicos de
cantidad y hora de las comidas, así como la insulina (basal y en bolo), se utilizaron para derivar
escenarios realistas para la generación de los VP. Las sesiones de ejercicio se introdujeron como
perturbaciones y se derivaron del perfil de glucemia de los pacientes reales. La metodología
propuesta es capaz de adoptar las variaciones diarias del perfil de BG de los pacientes reales y
proporcionar así un entorno de simulación realista y desafiante para la validación y evaluación
de estrategias terapéuticas desarrolladas para el tratamiento de la T1D.

En segundo lugar, se propone un algoritmo de Aprendizaje por Refuerzo (RL) basado en
Q-Learning para el cálculo del bolo de insulina prandial en pacientes con T1D y se valida en la
cohorte generada de VP con T1D. Tradicionalmente, el cálculo del bolo de insulina se basa en
los carbohidratos (CHO) de la comida, la relación CHO/insulina (CR) y el factor de corrección
(CF) basado en la sensibilidad a la insulina. A diferencia de esto, el algoritmo propuesto es
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RESUMEN

independiente del contenido de CHO en las comidas, del CR y del CF con el objetivo de evitar
la estimación de CHO, los errores de recuento y la carga de gestión en pacientes con T1D.
Los resultados se compararon con la calculadora de bolo estándar (SBC) como referencia. El
algoritmo propuesto alcanzó un rendimiento similar al del SBC y superó al SBC en presencia
de errores de estimación de CHO.

Por último, se presenta un sistema de administración de insulina totalmente automático
(FAID). En el sistema híbrido de administración automática de insulina (HAID), la perturbación
de la comida se compensa mediante un control feed-forward, que requiere el anuncio de la
comida por parte del paciente. Para evitar los errores de estimación de CHO y la intervención
del paciente, el sistema FAID se ha realizado integrando un novedoso sistema de aprendizaje
profundo por refuerzo (DRL) para la dosificación de insulina en bolo, una estrategia de CLC
proporcional-derivativo (PD) para la administración continua de insulina y un detector de
comidas basado en el filtro “unscented” de Kalman (UKF). El controlador PD y el detector de
comidas UKF fueron desarrollados previamente por nuestro grupo. Los resultados del sistema
FAID se compararon con los del sistema HAID con errores de estimación de CHO como
referencia. El sistema FAID mostró un rendimiento glucémico satisfactorio y comparable al del
sistema HAID.

Los resultados obtenidos con los algoritmos presentados en esta tesis son alentadores. En
primer lugar, la cohorte personalizada de VP puede ayudar en la validación de las estrategias
de tratamiento para las personas con T1D en condiciones difíciles en un entorno de simulación.
En segundo lugar, los algoritmos de RL podrían desempeñar un papel potencial en el futuro
desarrollo de sistemas FAID avanzados y tecnología AP.
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RESUM

La diabetis tipus 1 (DT1) és un trastorn metabòlic crònic causat per la destrucció de
les cèl·lules beta productores d’insulina als illots de Langerhans dins del pàncrees a
causa de una reacció autoimmune. La T1D es caracteritza per nivells elevats de glucosa

en sang (BG) a causa de la deficiència d’insulina, una de les hormones responsables de la
regulació de la glucosa dins del rang normal de 70-180 mg/dL. La T1D s’associa a diverses
complicacions microvasculars i macrovasculars, com ara nefropatia, neuropatia, retinopatia,
cardiopatia coronària, malaltia cerebrovascular, malaltia arterial perifèrica, etc. Les persones
amb T1D depenen de l’administració d’insulina exògena per mantenir la glucèmia en un rang
saludable.

Les estratègies de tractament amb insulina per evitar les complicacions de la T1D es poden
dividir en dues categories, és a dir, múltiples injeccions diàries (MDI) o infusió contínua
subcutània d’insulina (CSII). Durant l’última dècada, els investigadors han fet un esforç
significatiu per reproduir el comportament de les cèl·lules beta i automatitzar el lliurament
d’insulina per a la gestió de la T1D, obrint un camí per al desenvolupament ràpid de la
tecnologia del pàncrees artificial (AP). L’integració d’un monitor continu de glucosa (CGM)
amb algorismes de control de llaç tancat (CLC) per calcular la taxa de dosificació contínua
d’insulina constitueix un sistema AP. La validació i avaluació preclínica de les estratègies de
dosificació d’insulina desenvolupades pels investigadors es realitzen en els entorns de simulació
que representen pacients virtuals (VP) amb T1D.

El treball presentat en aquesta tesi aporta tres contribucions. En primer lloc, una metodologia
és introduïda per a la generació d’una cohort de VP amb T1D per replicar les mètriques de BG
d’una cohort real de persones amb T1D de l’Hospital Clínic de Barcelona. Les dades clíniques
dels àpats, els horaris dels àpats i la insulina (basal i bolus) es van utilitzar per obtenir escenaris
realistes per a la generació de VP. Les sessions d’exercici es van introduir com pertorbacions
i es van derivar del perfil de glucosa dels pacients reals. La metodologia proposada és capaç
d’adoptar les variacions diàries del perfil de glucosa en pacients reals i, per tant, proporcionar
un entorn de simulació realista i desafiant per a la validació i avaluació de les estratègies
terapèutiques desenvolupades per al maneig de la T1D.

En segon lloc, es proposa un algorisme d’aprenentatge per reforç (RL) basat en Q-Learning
per al càlcul de bolus d’insulina en pacients amb T1D i es valida en la cohort generada de VP
amb T1D. Normalment, el càlcul de la insulina en bolus es basa en els hidrats de carboni (CHO)
dels àpats, la proporció CHO a insulina (CR) i el factor de correcció basat en la sensibilitat a la
insulina (CF). A diferència d’això, l’algoritme proposat és independent del contingut de CHO

xvii



RESUM

en els àpats, del CR i del CF amb l’objectiu d’evitar els errors d’estimació i recompte de CHO
i la càrrega de gestió dels pacients amb T1D. Els resultats es van comparar amb la calculadora
de bolus estàndard (SBC) com a punt de referència. L’algorisme proposat va aconseguir un
rendiment similar en comparació amb el SBC i va superar-lo en presència d’errors d’estimació
de CHO.

Finalment, es presenta un sistema d’administració d’insulina totalment automàtic (FAID).
En els sistemes híbrids de lliurament d’insulina (HAID), la pertorbació dels àpats es compensa
mitjançant un control feed-forward, que requereix l’anunci de l’àpat per part del pacient.
Per evitar els errors d’estimació de CHO i la intervenció del pacient, el sistema FAID es va
dissenyar a partir de la integració d’un nou sistema de dosificació d’insulina en bolus basat en
aprenentatge profund per reforç (DRL), una estratègia CLC derivada-proporcional (PD) per
al lliurament continu d’insulina i un sistema detector d’àpats basat en el filtre “unscented” de
Kalman (UKF). El controlador PD i el detector d’àpats UKF van ser desenvolupats prèviament
pel nostre grup. Els resultats del sistema FAID es van comparar amb el sistema HAID amb un
amb errors d’estimació de CHO com a referència. El sistema FAID va mostrar un rendiment
glucèmic satisfactori i comparable en al del sistema HAID.

Els resultats obtinguts dels algorismes presentats en aquesta tesi són encoratjadors. En
primer lloc, una cohort personalitzada de VP pot ajudar a validar les estratègies de tractament
per a persones amb T1D en condicions difícils en un entorn de simulació. En segon lloc, els
algorismes RL podrien tenir un paper potencial en el futur del desenvolupament de sistema
avançats FAID i la tecnologia AP.

xviii



C
H

A
P

T
E

R

1
INTRODUCTION

T his chapter describes and provides an introduction to diabetes mellitus (DM) in Sec-

tion 1.1; Section 1.2 particularly describes type 1 diabetes (T1D) with its associated

problems and early treatment strategies. Then, Section 1.3 emphasizes the need of

automatic insulin delivery (AID) system and provides an overview of the currently available

AID systems for people with T1D. Section 1.4 introduces the role of artificial intelligence (AI)

in diabetes technology and specifically highlights the related work done by researchers in the

area of AI and reinforcement learning (RL) in an AID framework. Finally, the main objectives

of the work are presented in Section 1.5, and Section 1.6 concludes with the organization of

this document.

1.1 Diabetes Mellitus

DM is a metabolic disease distinguished by concurrent hyperglycemia as a result of a disorder

in insulin secretion, insulin action, or both. The condition of elevated blood glucose (BG)

levels above the normal range in DM is termed as hyperglycemia (Association, 2022). The

1



CHAPTER 1. INTRODUCTION

consequences of chronic hyperglycemia include damage, failure and dysfunction of several

organs, e.g., kidney, retina, heart, blood vessels and nervous system (Association, 2014). In

healthy individuals, the BG levels are maintained in a normal range of 70 mg/dL to 180 mg/dL.

The blood glucose homeostasis in the human body is accomplished by a complex network

of hormones mainly secreted by the brain, pancreas, liver, intestine and adipose and muscle

tissue. Pancreas play a vital role within this network by secreting the glucose lowering hormone

insulin and together with glucagon, which increases the glucose in blood plasma (Röder

et al., 2016). The alpha cells in the pancreas are responsible for the secretion of glucagon

whenever the BG drops below the normal range and the beta cells in pancreas are responsible

for the secretion of insulin in case of elevated BG to achieve the normoglycemia in healthy

individuals (Göke, 2008). The two key biological processes involved are the glycogenolysis and

glycogenesis. Glycogenolysis is a mechanism that converts glycogen, the major carbohydrate

stored in liver and muscle cells, into glucose in order to provide energy quickly and keep BG

levels stable during fasting. Glycogenesis is the procedure through which glucose molecules

are incorporated into chains of glycogen for storage. This mechanism is triggered in the liver

during periods of rest and is also triggered by insulin in response to high BG. The homeostasis

of BG concentration in the human body is presented in figure 1.1.

DM can be broadly classified into two categories namely, T1D and type 2 diabetes (T2D).

T1D is characterized by the absence of insulin due to the destruction of the insulin secreting

beta cells in pancreas as a consequence of an autoimmune reaction. The chronic T1D is

associated with micro-vascular and macro-vascular complications (Katsarou et al., 2017). T2D

is distinguished by a metabolic disorder in carbohydrate (CHO), lipid and protein and caused

by the insufficient insulin secretion, insulin resistance or a combination of both (DeFronzo

et al., 2015). The types of DM are presented in figure 1.2.
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Figure 1.1: The blood glucose homeostasis in the human body.

1.2 Type 1 Diabetes Mellitus

A century ago T1D turned form an acutely fatal disease into a chronic condition when insulin

was discovered by Banting and Charles Best (Banting et al., 1922). T1D if not properly treated

is associated with several complications such as retinopathy, glaucoma, cataracts, neuropathy,

nephropathy, and cardiovascular diseases (Melendez-Ramirez et al., 2010). People with T1D

rely on exogenous insulin administration and the Diabetes Control and Complication Trail

(DCCT) revealed that proper insulin therapy results in decreasing the likelihood of long-term

complications associated with T1D (Control and Group, 1993).

The majority of individuals with T1D receive insulin therapy either as multiple daily

injections (MDI) or as continuous subcutaneous insulin infusion (CSII). The MDI therapy
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CHAPTER 1. INTRODUCTION

Figure 1.2: Types of diabetes mellitus.

involves using long-acting basal insulin, usually delivered as a bolus once or twice a day,

together with rapid-acting insulin delivered to compensate for the CHO intake during meals.

CSII or insulin-pump therapy provides several advancements in terms of programmable basal

rates for insulin infusion during the day and night as well as various patterns for the delivery of

bolus insulin at meals (Pickup, 2012).

There exist a debate among researchers after the introduction of CSII therapy for more than

40 years about the effectiveness of MDI as compared to CSII therapies. It has been reported

(Pickup, 2019) that in certain people with T1D, MDI and CSII can achieve tight BG control

without hypoglycemia, especially in those who are motivated, have received structured diabetes

education, and have a high level of ongoing support from medical professionals. CSII therapy is
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1.3. AUTOMATIC INSULIN DELIVERY SYSTEMS

particularly effective in case of individuals associated with continued higher Hb A1c , significant

dawn phenomenon, higher glycemic variability and/or exhibiting frequent hypoglycemia. In

terms of cost-effectiveness a systematic review in eight countries (Australia, Canada, Denmark,

Spain, Poland, Italy, UK and USA) revealed that CSII is 1.4 times more costly as compared

to MDI. Although, this cost is partially neutralized by savings from the improved metabolic

control resulting in reduced T1D complications (Roze et al., 2015).

Achieving optimal insulin delivery to maintain normoglycemia in people with T1D using

either MDI or CSII is difficult without a high commitment from the people and a proper support

from the diabetes health care staff. The difficulty in maintaining normal BG in free living

conditions is associated with the variations in insulin requirements owing to many factors

(stress, physical activity, uncertain dynamics, etc) leading to a mismatch in the timely insulin

delivery as per the individual’s requirement (Renard, 2022). The failure to achieve optimal

glycemic control internationally was emphasized by an observational study on the management

of T1D in adults, which also included recommendations for improvements in self-management

of insulin therapy, the use of technology like CGM, and the provision of healthcare support

(Renard et al., 2021).

1.3 Automatic Insulin Delivery Systems

The AID also referred to as artificial pancreas (AP) for patients with T1D date back to the

1970s. A typical AID system is an integration of three major components i.e., insulin infusion

system, a control algorithm that modulates the insulin delivery according to the patients’s

requirement and a continuous glucose monitoring (CGM) device. The early AID systems

used the intravenous route for the infusion of insulin and sensing of BG such as Biostator

(Clemens, 1977). The portable AID systems were introduced in the 1980s, mostly utilizing the

subcutaneous (SC) route for insulin infusion. Still, the availability of accurate and reliable CGM

sensors was a problem to allow the outpatient trials. The development of relatively accurate
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and safe SC CGM sensors from 1999 pave the way for the technological advancement of AID

systems (Mastrototaro, 1999).

The modern CGM device consists of a disposal sensor to measure the glucose in the

interstitial fluid (approximation of BG value) and a transmitter to trasmit the BG value (usually

every 5 minutes) to the controller, smartphone or the cloud (Shah et al., 2018). The three major

CGM devices (Minimed, Glucowatch and Medtronic) were developed in 2000s and were used

in clinical trials to demonstrate the benefits of using CGM technology in T1D management

(Group, 2008). In recent developments, the Dexcom G5 and G6 and the Abott Freestyle Libre

sensors have been approved by the US Food and Drug administration (FDA) to be used as a

CGM device in advanced AID systems. The data from modern CGM devices now allows to

visualize the glycemic patterns and standardized reports i.e., the ambulatory glucose profile,

providing the core CGM metrics (Battelino et al., 2019).

The commonly used CLC algorithms in commercially available AID systems are either

based on proportional integral derivative (PID) control, model predictive control (MPC) or

fuzzy logic control (Nwokolo and Hovorka, 2023). PID controllers compute the insulin infusion

rate to deliver by considering the glucose error term (difference in real time BG value and

target BG value) from three perspectives: the magnitude of the error (proportional part), the

area under the curve of the error (integral part) and the rate of change of the error (derivative

part). The MPC algorithms adjust the insulin delivery by minimizing the difference between

predicted BG value and the target BG value over a pre-designed prediction window. In fuzzy

logic control the insulin is calculated based on a set of rules exploiting the empirical knowledge

of diabetes clinicians (Boughton and Hovorka, 2021). The block diagram of a typical CL AID

system is shown in the figure 1.3.

The CLC technology has improved the quality of life in people with T1D. The improvements

experienced by the patients include reduction in anxiety, less restriction in eating habits,

improved sleep, increased confidence owing to the reduction in nocturnal hypoglycemia and
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1.3. AUTOMATIC INSULIN DELIVERY SYSTEMS

Figure 1.3: Block diagram of closed-loop automatic insulin delievery system.

a partial release from the burden of diabetes management (Farrington, 2018). However, the

currently available AID technology is not fully automated. It requires the intervention of

patients to announce disturbances such as meals and exercise to the system and therefore,

is termed as hybrid closed-loop system (HCL). A positive user experience with improved

glycemic control and reduction in diabetes management burden using the HCL is reported

based on the use of HCL for six months (Roberts et al., 2022).

The first commercially approved HCL was the Medtronic 670G whose safety and efficacy

was investigated in 30 adolescents and 94 adults with T1D over a period of 3 months (Garg

et al., 2017). The time spent in normoglycemia increased from 60% to 67% in adolescents

and from 69% to 74% in adults comparing baseline to the CL systems respectively. Medtronic

780G advanced HCL (AHCL) has been developed with additional features such as adjustable

glucose targets and automated correction boluses. The glycemic outcomes of the Medtronic

780G reported in a recent study concluded that the AHCL progresses towards a significant

improvement of the overall glucose control in patients with T1D (Pintaudi et al., 2022). The

Control IQ system (t:slim X2 pump with Dexcom G6 sensor [Tandem, San Diego, CA, USA])

was compared to the sensor-augmented pump therapy (SAP) in a randomized controlled study
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HCL System Medtronic 670G/770G Medtronic 780G Tandem
Control-IQ CamAPS FX Diabeloop DBLG

1/Hu Omnipod 5

Main Control
Algorithm PID PID

Linear MPC
(control-to-range) MPC

MPC
Machine Learning

Reinforcement Learning
MPC

Insulin Pump 670G/770G 780G Tandem t:slim X2
DANA Diabecare RS

DANA-i

Kaliedo patch
AccuChek Insight

Dana-i pump
EOFlow

Omnipod 5 patch
pumps

CGM System Guardian Link 3 Guardian Link 3/4 Dexcom G6 Dexcom G6 Dexcom G6 Dexcom G6

User Interface
Android

Apple phone
(view only)

Android
Apple phone
(view only)

t:connect Mobile
for view and

mobile bolus in US
Android phone

Separate handheld
device or Android

or Apple phone app

System
“Controller”

Android-based
device

FDA Approval Age ≥ 7 Age ≥ 6 Age ≥ 2

Table 1.1: Commercially availabe HCLs.

over a period of 6 months. The patients were divided in a 2:1 ratio with the CL therapy (CL

group) and the SAP therapy (control group). The time spent in normoglycemia increased from

61% to 71% in the CL group and remained unchanged at 59% in the control group (Brown et al.,

2019). The details of commercially available AID systems with the associated performance are

presented in recent review articles (Rodríguez-Sarmiento et al., 2022; Peacock et al., 2023) and

table 1.1 presents a summary of the system components characteristics.

The AID systems also use pramlintide, glucagon, and insulin formulations that are currently

on the market. Although, there has been research into developing more effective glucagon

formulations (Steiner et al., 2010), glucagon is frequently challenging to work with since it

cannot remain stable in solution. The controller must be implemented utilizing readily available

computers, tablets, smartphones, or other small computer devices. All of these options should

take battery life into account, especially when Bluetooth or other wireless connectivity is

required. As existing commercial devices are used in current AID system designs, it is crucial

that these designs be resilient to communication issues that may arise between various hardware

components. They also need to include failure modes in case of issues like signal interruptions

from transmission or intrinsic sensor loss. Prior to clinical application, it is crucial for current

systems to show they can handle these issues during their validation phases (Doyle III et al.,

2014).
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1.4. ARTIFICIAL INTELLIGENCE FOR DIABETES

1.4 Artificial Intelligence for Diabetes

Artificial intelligence (AI) can be defined in several ways but one of the widely accepted defini-

tions is to make computers able to perform tasks that require human intelligence (Boden, 1980).

Intelligence is a combination of capabilities such as understanding, learning and reasoning

for solving problems and making decisions. AI utilizes various tools and methodologies to

emulate such aspects of human intelligence. As a result of a rapid increase in the computational

resources and computer performance, the mainstream technologies of AI and machine learning

(ML) in 2023 i.e., supervised ML (SL), unsupervised ML (USL) and reinforcement learning

(RL) have made a significant progress. ML is broadly defined as a computational methodology

that learns from its past experience to improve the performance of making predictions accu-

rately (Schapire and Freund, 2012). SL uses a set of well defined data and is focused on the

classification of data and USL uses unlabeled data and is focused on identifying patterns in the

data. RL is a trial and error based mechanism relying on a reward methodology to learn and

optimize the performance of the learning agent to perform certain task (Sutton and Barto, 2018).

Moreover, the term deep learning (DL) in AI and ML refers to multiple processing layers of

ML models to allow learning of data representations with multiple layers of abstraction (LeCun

et al., 2015).

As the AI software and hardware capabilities are growing rapidly, the researchers in the

biomedical field are actively proposing AI algorithms to improve the diagnostic and treatment

abilities and efficacy of the healthcare systems. AI algorithms have been extensively used by the

researchers for the diagnosis and detection of many diseases such as Alzheimer’s disease, cancer,

diabetes, chronic diseases, heart diseases, tuberculosis, cerebrovascular diseases, hypertension,

skin diseases, liver diseases etc. For example a ML algorithm was proposed for the diagnosis

of Alzheimer’s disease (Khan and Zubair, 2022), a recent review presents the AI algorithms

proposed by the researches for the diagnosis and prognosis of cancer along with highlighting

the future challenges (Huang et al., 2020), the applications of ML prediction models for the
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diagnosis of the chronic diseases can be seen in a recent review (Battineni et al., 2020), a

recent systematic review presents the developments in ML algorithms for the diagnosis of heart

diseases (Ahsan and Siddique, 2022) and an AI based diagnostic system for kidney diseases

such as cyst, stone and tumor was recently proposed (Islam et al., 2022).

Researchers in the field of diabetes technology actively proposed AI and ML based al-

gorithms in various domains of diabetes such as diabetes education, prediction of diabetes,

diagnosis of diabetic complications, self-management of diabetes, decision support systems

for diabetes (DSSD), forecasting glucose values, detecting glycemic patterns, detecting hypo-

glycemia, optimizing insulin therapy in T1D and bolus insulin calculation in T1D. AI based

learning methodologies are presented in a recent systematic review for the prediction of di-

abetes mentioning the algorithms and datasets used along with the accuracy achieved (Kaul

and Kumar, 2020). Another review features the applications of AI and ML in the detection,

diagnosis and self-management of diabetes from the perspective of six different aspects i.e.,

datasets, methods of data pre-processing, feature extraction methodology, ML algorithm, clas-

sification phenomenon and performance measures (Chaki et al., 2022). A review explains

the proposed AI algorithms for DSSD (T1D) regarding the personalized recommendations

considering insulin doses and daily behaviors (Tyler and Jacobs, 2020). Our research group

had also reviewed the proposed ML algorithms for the prediction of hypoglycemia along with

latest trends and challenges that the researchers face in this area (Mujahid et al., 2021). The

above discussion show that the research in the field of applications of AI and ML algorithms in

diabetes technology have been grown rapidly.

1.4.1 Reinforcement Learning in Diabetes Technology

RL is a way of learning that maps situations to actions with an aim of maximizing a numerical

reward signal. The optimized actions are not fed to the learning agent but must be discovered

by hit-and-trial mechanism. The actions taken not only affect the immediate reward values,

10



1.4. ARTIFICIAL INTELLIGENCE FOR DIABETES

but also the next situation and thus all subsequent rewards. The trial and error search and the

net reward characteristics are the most distinguished features of RL. RL is different from SL

because the learning is not based on a labeled set of training data. RL is also different from

USL because in USL the learner identify hidden patterns in a set of unlabeled data (Sutton and

Barto, 2018).

In RL the main elements are an agent, an environment, a policy, a reward signal, a value

function and a model of the environment, which is optional and depends on the specific RL

algorithm. The agent is the learner to achieve the goal, the environment is the entity with which

the agent interacts, the policy defines the way an agent interacts with the environment at a

given time, a reward signal translates the immediate actions of the agent towards the goal of

the RL problem, a value function quantifies the optimal behavior towards achieving the goal in

a long run and the model is a mathematical representation of the environment. For a problem to

be solved by RL, it first needs to be mathematically formalized as a Markov decision process

(MDP). A MDP is a stochastic decision-making process that makes sequential decisions over

time and employs a mathematical framework to simulate the decision-making of a dynamic

system in situations where the outcomes are either random or controlled by a decision-maker.

The decision-maker or learner in this context is the RL agent and the entity with which the

agent is interacting is the environment. The agent interacts with the environment by taking an

action (At ∈ A) at discrete time step (t). As a result, the change in environment is observed in

terms of a state (St+1 ∈ S) and the agent receives an immediate numerical reward (Rt+1 ∈ R),

quantifying the suitability of the taken action. Thus, in an MDP the interaction of the agent

with an environment give rise to a sequence: S0, A0, R1, S1, A1, R2, S2, ... In a finite MDP the

A, S, and R are all finite sets (Sutton and Barto, 2018).

In the last decade, RL has increasingly been adopted by the researchers and scientists in the

field of diabetes technology. As RL is rapidly emerging as a control technique (Wang and Hong,

2020), it is used by most researchers as a feedback controller in an AID framework. In early
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studies, The Diabetes Technology Research Group from the University of Bern presented an

actor-critic form of RL for the control of BG in people with T1D. Both basal and bolus insulin

dosage was managed and the initialization was based on clinical guidelines (Daskalaki et al.,

2013). The algorithm was validated using the educational version of the UVa/Padova T1D

simulator (Kovatchev et al., 2009). Later, a feasibility report was presented to pave the way for

the testing of the proposed algorithm in clinical settings (Daskalaki et al., 2016). In 2018, the

group proposed an adaptive basal insulin rate and insulin to carbohydrates (CHO) ratio advisor

based on the RL algorithm and evaluation was performed on a cohort of 100 patients from

UVa/Padova simulator (Sun et al., 2018). (De Paula, Avila and Martinez, 2015) combined the

RL with Gaussian processes to cope with the uncertainties and variability in glucose dynamics

utilizing one of the minimal models of glucose-insulin dynamics (Lehmann and Deutsch, 1992).

They also presented another study focusing on personalizing and adding the online policy

learning feature to the developed algorithm (De Paula, Acosta and Martínez, 2015). (Tejedor

et al., 2020) presented a detailed systematic review of the RL algorithms developed by the

researchers in the field of diabetes technology highlighting the key components of RL (states,

actions, rewards) and the simulation environment used for the validation of the developed RL

algorithms.

In the past few years, various RL based approaches for BG regulation for people with T1D

have been proposed. (Zhu, Li, Herrero and Georgiou, 2020) proposed a deep RL algorithm

for the single (insulin only) and dual hormone (insulin and glucagon) delivery to regulate the

BG in people with T1D and considering the UVa/Padova simulator for validation. They also

presented a bolus insulin advisor based on deep RL (actor-critic model) utilizing the relation of

standard bolus calculator (SBC) for patients with T1D and using a dual learning methodology

(general and personalized) (Zhu, Li, Kuang, Herrero and Georgiou, 2020). (Nordhaug Myhre

et al., 2020) proposed a model-free deep policy gradient version of RL for the BG control

problem in people with T1D. The Hovorka model was used for the purpose of validation of the
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proposed algorithm (Wilinska and Hovorka, 2008). (Lee et al., 2020) proposed a bio-inspired

reward function driven RL algorithm for AID with unannounced meals and the experiments

were performed on UVa/Padova T1D simulator. (Jafar et al., 2021) proposed RL algorithm to

adjust the programmable basal rates and CHO-to-insulin ratio (CR) for insulin therapy in a

hybrid AP setting while the overall insulin delivery was managed by MPC controller. (Lim

et al., 2021) proposed an actor-critic version of RL guided by PID control in the early stage of

learning process for the purpose of safety in a BG control framework and results comparable to

PID control were presented. (Viroonluecha et al., 2022) presented a DRL algorithm for CLC

of BG in people with T1D and considering the basal insulin as a control variable. The states

were based on CGM samples only and CHO information was left for the user to be announced.

A simplified reward function strategy was presented and the results were compared to PID

control. (Emerson et al., 2023) recently presented the application of offline RL algorithms for

insulin dosing policies to eliminate potentially risky patient interaction during training. The

state-of-the-art algorithms are summarized in the table 1.2.

Algorithm Therapy Training Platfrom Citation
Deep Reinforcement Learning

(double Q-learning with
dilated recurrent neural networks)

Basal insulin only and
both insulin and glucagon

UVa/Padova
T1D Simulator

(Zhu, Li, Herrero and Georgiou, 2020)

Deep Reinforcement Learning
(actor-critic model based on

deep deterministic policy gradient)
Bolus insulin

UVa/Padova
T1D Simulator

(Zhu, Li, Kuang, Herrero and Georgiou, 2020)

Policy Gradient Reinforcement Learning
(trust-region policy

optimization algorithm)
Basal insulin

Hovorka
T1D Simulator

(Nordhaug Myhre et al., 2020)

Bioinspired Reinforcement Learning
(proximal policy optimization) Continuous insulin delievery

UVa/Padova
T1D Simulator

(Lee et al., 2020)

Reinforcement Learning
(Q Learning)

Programmable basal rates and
carbohydrate-to-insulin ratio

Hovorka
T1D Simulator

(Jafar et al., 2021)

Reinforcement Learning
(soft actor-critic) Continuous insulin delievery

UVa/Padova
T1D Simulator

(Lim et al., 2021)

Deep Reinforcement Learning
(soft actor-critic model and

deep deterministic policy gradient)
Basal insulin

UVa/Padova
T1D Simulator

(Viroonluecha et al., 2022)

Offline Reinforcement Learning
(batch constrained deep Q-learning,

conservative Q-learning and)
(twin delayed deep deterministic policy gradient)

Basal insulin
UVa/Padova

T1D Simulator
(Emerson et al., 2023)

Table 1.2: The state-of-the-art RL algorithms.
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1.5 Thesis Objectives

The goal of this thesis is to investigate and develop RL algorithms for the calculation of

optimal insulin bolus doses without patient intervention in AID systems. Additionally, to

develop a realistic cohort of of virtual patients (VPs) with T1D to provide a challenging

simulation environment for in-silico validation of the developed algorithms.

The research objectives in this thesis can be further split into the following specific goals:

• To develop a realistic cohort of people with T1D. To achieve this objective clinical data

of a cohort of 14 individuals with T1D form the Hospital Clínic de Barcelona has been

used. A virtual cohort is generated with the goal to achieve statistically similar glycemic

behaviour as compared to the original cohort. The core glycemic metrics of the real and

the generated cohort are presented.

• To design a RL algorithm for bolus insulin calculation with no information about CHO

content in meals and patient’s specific parameters (CR and insulin sensitivity based

correction factor (CF)) for people with T1D. The calculation of CHO content in meals

is associated with estimation error and adds extra burden on patients. The goal of the

proposed algorithm is to overcome these problems.

• Implementation of a fully CL AID system for people with T1D. This is achieved by

clinically validated CL controller, an advanced version of the RL algorithm and a meal

detector. The unannounced meals are firstly detected by utilizing an algorithm previously

developed by our research group and secondly the bolus insulin is delivered through the

proposed RL algorithm. A CL controller previously developed by our research group

provides the continuous delivery of insulin.
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1.6 Thesis Structure

This document is organized as follows: A copy of the articles allowing presentation of this

thesis as a compendium of publications makes up Chapter 2. The primary contributions of the

publications that make up this thesis are briefly discussed in Chapter 3. Finally, the conclusions

and future work are presented in Chapter 4.
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2
REINFORCEMENT LEARNING FOR INSULIN BOLUS

CALCULATION IN A REALISTIC COHORT OF PATIENTS

WITH TYPE 1 DIABETES

T his chapter consists of three sections. Section 2.1 presents a paper which develops a

methodology to generate a cohort of VPs with T1D that represents a cohort from the

Hospital Clinic de Barcelona. The methodology utilizes clinical data of real patients

from the Hospital Clinic de Barcelona. Section 2.2 consists of a paper in which RL based

insulin bolus calculator is presented. The proposed algorithm for the calculation of insulin

bolus is validated on the VPs described in the section 2.1. Section 2.3 presents a paper that

proposes a FAID system for people with T1D.

• 2.1 Generation of Virtual Patient Populations that Represent Real Type 1 Diabetes

Cohorts

• 2.2 Bolus Insulin Calculation without Meal Information. A Reinforcement Learning

Approach
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• 2.3 An Automatic Deep Reinforcement Learning Bolus Calculator for Automated

Insulin Delivery Systems
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2.1. GENERATION OF VIRTUAL PATIENT POPULATIONS THAT REPRESENT REAL
TYPE 1 DIABETES COHORTS

2.1 Generation of Virtual Patient Populations that

Represent Real Type 1 Diabetes Cohorts

In this publication, we propose a methodology to develop a cohort of VPs with T1D that exhibits

the glycemic features of a cohort from Hospital Clinic de Barcelona. The main focus is to

develop a methodology of generating a realistic cohort of VPs with T1D to provide a challenging

simulation environment for the validation and development of treatment strategies for patients

with T1D. As part of the candidate’s contribution to this publication, the VPs generation

approach was developed, designed, and implemented. The candidate also participated in the

discussion and edited it throughout the review process. Dr. Charrise Ramkissoon and Dr. Aleix

Beneyto assisted the candidate while the work was being developed. Dr. Ignacio Conget and

Dr. Marga Giménez managed and provided the clinical data. Dr. Josep Vehí supervised the

candidate during the development of the work.
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Abstract: Preclinical testing and validation of therapeutic strategies developed for patients with type
1 diabetes (T1D) require a cohort of virtual patients (VPs). However, current simulators provide
a limited number of VPs, lack real-life scenarios, and inadequately represent intra- and inter-day
variability in insulin sensitivity and blood glucose (BG) profile. The generation of a realistic scenario
was achieved by using the meal patterns, insulin profiles (basal and bolus), and exercise sessions
estimated as disturbances using clinical data from a cohort of 14 T1D patients using the Medtronic
640G insulin pump provided by the Hospital Clínic de Barcelona. The UVa/Padova’s cohort of
adult patients was used for the generation of a new cohort of VPs. Insulin model parameters were
optimized and adjusted in a day-by-day fashion to replicate the clinical data to create a cohort of 75
VPs. All primary and secondary outcomes reflecting the BG profile of a T1D patient were analyzed
and compared to the clinical data. The mean BG 166.3 versus 162.2 mg/dL (p = 0.19), coefficient of
variation 32% versus 33% (p = 0.54), and percent of time in range (70 to 180 mg/dL) 59.6% versus
66.8% (p = 0.35) were achieved. The proposed methodology for generating a cohort of VPs is capable
of mimicking the BG metrics of a real cohort of T1D patients from the Hospital Clínic de Barcelona. It
can adopt the inter-day variations in the BG profile, similar to the observed clinical data, and thus
provide a benchmark for preclinical testing of control techniques and therapy strategies for T1D
patients.

Keywords: type 1 diabetes; virtual patients; type 1 diabetes simulator; artificial pancreas

1. Introduction

Type 1 diabetes (T1D) is a disorder characterized by the destruction of insulin pro-
ducing beta cells in the pancreas due to an autoimmune reaction [1]. A great amount of
research effort has been made in the past few decades to automate the insulin delivery for
the treatment of people with T1D, leading to a rapid increase in artificial pancreas (AP)
technology. A basic AP system integrates a closed-loop control algorithm, continuous glu-
cose monitoring (CGM), and subcutaneous continuous insulin infusion for optimum blood
glucose (BG) control [2]. For pre-clinical testing and validation of therapeutic strategies
used in AP technology, various simulators have been developed. The most well-known
simulators used in AP research are the University of Virginia/Padova (UVa/Padova) sim-
ulator [3], Oregon Health and Science University (OHSU) simulator [4], and Cambridge
Simulator [5]. The use of simulators is vital in the development of healthcare technologies,
which allows significant research to be performed at an accelerated rate while circum-
venting unnecessary risks to the patient and costs related to animal or clinical testing [6].
Simulators have played a prominent role in the development of many important areas
of biomedical research, such as anesthesia administration [7], HIV therapy [8], minimal
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invasive surgery techniques [9], acute ischemic stroke treatment [10], drugs’ cardiotoxicity
assessment [11], drugs’ metabolism prediction [12], vaccine target identification (COVID-
19) [13], etc. Due to its flexibility and relative low patient risk, in silico experimentation via
simulators is becoming increasingly used in healthcare research centers [14]. In addition,
in silico testing of therapeutic approaches for the management of T1D is considered a
prerequisite before proceeding to clinical trials [15]. However, it is important to note that
computer simulations provide a safe ground for testing the new therapeutic strategies but
cannot substitute clinical trials.

The main challenges for BG regulation in T1D are the disturbances in terms of meals,
exercise, stress, and variability (inter-patient and intra-patient). The UVa/Padova simulator
allows the incorporation of different meal scenarios for the virtual patient (VP) population,
allowing researchers to analyze the effectiveness of a control algorithm [16–22], validate
optimization and adaptation strategies for insulin delivery [23–26], develop disturbance
detection algorithms for meals [27–29] and exercise [30], develop methods for mitigating the
risks of hypoglycemia [31,32], and integrate machine learning algorithms into conventional
diabetes therapy and bolus calculator for the treatment of T1D patients [33–35]. In the
literature, the meal scenarios used for testing BG regulation effectiveness are based on
typical values considering three meals per day [36–47]. However, in real life, the amount
of carbohydrate intake and number of meals per day may vary patient to patient. Data
from a cohort of 14 T1D patients obtained from the Hospital Clinic de Barcelona shows
that daily carbohydrate (median) intake ranges from 36.79 to 186.43 g (SD = 46.85) with 3
to 7 (SD = 1.27) meals (median) per day. This difference in conventional and real scenarios
can lead to under- or over-performance of the tool or methodology developed for the
treatment of T1D patients. Therefore, real-life scenarios that include meals, exercise, inter-
day BG variability, and other variations for use in simulation are still lacking. These
types of scenarios for developing T1D management technology are vital in providing key
information about safety and limitations of proposed treatment strategies, while avoiding
unnecessary expenses.

Additionally, the virtual patients (VPs) available in the current T1D simulators exclude
certain sub-cohorts of patients, such as high variability, hypoglycemic-prone, hypoglycemia
unawareness, pregnant, menstruating, and additional comorbidities. Moreover, current
simulators only offer a limited number of VPs. An academic version of the UVa/Padova
simulator available for researchers consists of three groups of 10 VPs corresponding to
children, adolescent, and adult populations. The original Oregon Health and Science Uni-
versity (OHSU) (2004) [48] simulator is composed of 6 VPs, and Chassin et al. introduced a
cohort comprised of 18 virtual subjects [49].

To address current downfalls of VP populations in simulators, several methodologies
to generate larger cohorts of T1D VPs have been developed. Haider et al. [50] proposed
a probabilistic method for the generation of virtual subjects. Clinical data from 12 young
T1D patients was used to test the methodology. Resalat et al. [4] proposed a statistical
method to generate a population of T1D VPs mainly based on variants of the Hovorka
model. The selection criterion of VP was based on clinical data from 20 patients undergoing
artificial pancreas (AP) trials. The parameters used for comparison were percent of time
(PoT) in normoglycemia (BG in 70 to 180 mg/dL), hyperglycemia (BG > 180 mg/dL),
and hypoglycemia (BG < 70 mg/dL). Orozco-Lopez et al. [51] proposed a methodology
to generate a large cohort of VPs. An already available cohort in the OHSU simulator
was utilized to generate more VPs by establishing a relationship between the subject’s
parameters in terms of covariance illustrated in the Hovorka model.

The first UVa/Padova simulator was approved by the FDA in 2008 [3] for a single-
meal scenario only. The VPs were represented by a set of model parameters which were
extracted randomly from joint distributions of parameters. A new version was published
in 2014 [52], in which improved glucose kinetics in hypoglycemia and glucagon dynamics
were implemented. The virtual population was also improved in terms of clinical param-
eters such as carbohydrates ratio and correction factor. This version was also approved
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by the FDA for single-meal scenarios only. It was mentioned that including day-by-day
variations in parameters was under investigation. The latest version was published in
2018 [53]. The diurnal variations in glucose due to insulin sensitivity were added to extend
the scope of the simulator from single-meal to multiple meal and multiple day scenarios.

T1D simulators should offer cohorts of VPs capable of mimicking BG dynamics of real
patients. In real life, the BG curves vary from day to day due to significant nonlinearities
and time varying effects. In available simulators, the BG curves usually follow certain
patterns depending on the meals delivered per day. In order to analyze and validate
the treatment and therapeutic strategies developed for patients with T1D, VPs offering
more realist BG behavior are required. This study is focused on capturing the day-to-day
variations in BG and generating VPs to reflect the BG outcomes of specific real T1D cohorts.

In this work, a methodology to modify the cohort of UVa/Padova’s adult population
is proposed to represent a cohort of T1D patients from the Hospital Clínic de Barcelona.
This sub-cohort is not currently represented in the existing adult population. The novelty
of the proposed scheme lies in the day-to-day adjustment of key physiological parameters
that represent true phenomena in real T1D patients. Optimization of these parameters to
capture the glycemic outcomes of the real cohort is a primary contribution of the presented
study. This provides a benchmark for testing and validation of control algorithms and
treatment strategies developed for AP under realistic scenarios, targeting a specific real-life
cohort of T1D patients.

The paper is structured as follows: Section 2 explains the methodology used to extract
real-life scenarios from clinical data and describes the modification of the adult population.
Section 3 is devoted to the illustration of results, Section 4 presents a discussion of the
results, and Section 5 concludes the paper.

2. Methodology

The methodology used for generating the VPs is shown in the schematic presented in
Figure 1. It is composed of three steps, as explained below.

Figure 1. Block diagram showing the steps involved in methodology.

2.1. Generating the Scenario

To generate the scenario, glucose, meal, and insulin data were extracted reviewing the
electronic medical records and databases of individuals with T1D followed at the Diabetes
Unit, Endocrinology and Nutrition Department at the Hospital Clínic of Barcelona. In
the current analysis, patients with T1D using SAP therapy with the 640G Medtronic-
Minimed system (Medtronic-Minimed, Northridge, CA, USA) linked to a glucometer
(Contour Next 2.4®®, Ascensia Diebetes Care, Parsippany, NJ, USA) and a glucose sensor
(Enlite®®, Medtronic-Minimed, Northridge, CA, USA) for at least 6 months were included.
Demographic and clinical data were recorded from computerized clinical records. Data
were collected from uploads from each patient including CGM data using CareLink Pro®®

software. The study has been reviewed by the local ethics committee (HCB/2015/0683)
and has therefore been performed in accordance with the ethical standards laid out in an
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appropriate version of the 1964 Declaration of Helsinki. All subjects gave informed consent.
The demographic data of the patients is provided in Table 1.

Table 1. Demographic data of the cohort.

Parameter Patients (n = 14)

Gender (Male/Female) 6/8

Mean (Standard Deviation) Maximum Minimum
Age (years) 41.57 (11.67) 74 30
Weight (kg) 70.07 (17.37) 116 50

Height (centimeters) 168.71 (9.38) 187 157
Time with Diabetes (years) 13.43 (7.31) 29 3

HbA1c 7.04 (0.82) 8.9 5.9

Data for 14 days is selected corresponding to each patient in a cohort with at least 70%
of CGM data available during this time period, which has been defined as the required
minimum amount of CGM data for the attainment of meaningful results [54]. The amount
of carbohydrates and time of ingestion from the clinical data is included as meals into the
simulator. Within a timeframe of 14 days, the days with less than 50% of CGM data are also
excluded from the scenario and simulations. Using a previously developed algorithm [30],
which requires BG and insulin profiles as inputs, disturbances that are not described by
other parameters in the UVa/Padova model are detected and included in the simulator
in the form of aerobic exercise. For the correct inclusion of the detected exercise sessions,
a reference table was generated using the UVa/Padova simulator for a range of intensity
values. The value of intensity that matched the BG profile from the clinical data was
selected for each detected exercise session. The exercise model [55] considered in this work
was previously fit by our group using clinical data [31]. The basal and bolus insulin values
from the pump are implemented in the simulator. A single immediate dose of bolus insulin
was used 99% of the time for insulin administration. Details of the scenarios extracted from
the clinical data of 14 T1D patients are presented in Table 2.

Table 2. Details of the realistic scenarios extracted from the clinical data.

Scenario Duration
(Days)

Basal
Insulin
per Day

(U)

Bolus
Insulin
per Day

(U)

Total
Insulin
per Day

(U)

Number of
Meals per

Day

Amount of
Carbohydrates

per Day (g)

Estimated
Exercise
Sessions
per Day

CGM
Active (%)

1 14 35.116 19.516 54.633 2.928 111.071 2 97.40
2 12 22.762 29.250 52.012 3.785 163.214 2 79.44
3 11 20.328 19.091 39.418 5.142 99.642 1 73.93
4 13 17.461 18.308 35.769 3.000 86.786 1 92.09
5 11 14.323 26.718 41.041 4.857 186.428 2 75.72
6 10 16.502 26.970 43.472 5.214 148.214 0 71.16
7 12 13.323 30.092 43.414 4.357 136.428 1 77.75
8 12 18.108 11.250 29.358 4.286 36.786 1 74.75
9 14 9.295 10.239 19.534 5.642 103.214 1 95.83
10 09 34.085 16.400 50.485 6.428 68.571 0 70.36
11 12 20.137 12.446 32.582 4.428 74.286 0 73.74
12 14 33.261 33.657 66.918 3.428 182.143 2 92.31
13 12 8.065 15.125 23.190 3.142 174.214 1 79.32
14 14 17.303 19.639 36.942 7.070 90.375 0 87.18

All values given are in median except percentage CGM was active.
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2.2. Parameter Optimization

A total of 14 scenarios (corresponding to 14 patients) were extracted from the clinical
data. Each scenario was simulated using the UVa/Padova’s 10 adult patients. The adult
population was modified to replicate the BG outcomes indicated by the clinical data.

The parameters that describe insulin sensitivity and baseline endogenous glucose
production were optimized. In the case of the UVa/Padova VPs, the parameters Vmx and
kp1 are considered for the purpose of modification. The model equations containing the
parameters are provided below:

Uid(t) =
[Vmo + Vmx.X(t)].Gt(t)

Kmo + Gt(t)
, (1)

EPG(t) = kp1 − kp2. Gp(t)− kp3.XL(t), (2)

where Uid(t) represents the insulin-dependent utilization of glucose in the remote com-
partment, X(t) is the insulin action, and the parameter Vmx (mg/kg/min per pmol/L)
used for adjusting the BG profile is the sensitivity of insulin on glucose utilization. EPG(t)
describes endogenous glucose production and kp1(mg/kg/min) is proportional to the basal
endogenous glucose production. To replicate the BG values found in the clinical data of
real patients in which insulin action varies and appears different on different days, the
parameters were adjusted accordingly.

Firstly, the Vmx and kp1 parameters were optimized in a day-by-day fashion to mimic
the median BG value from clinical data subjected to the constraints of maximum and
minimum BG limits. Next, the adjusted day-by-day parameters were smoothed using a
transition period of 4 h applied at 10 pm. The p-values were calculated using the Wilcoxon
signed rank test.

The flow chart of the algorithm is presented in Figure 2, which is adopted for the
optimization of parameters corresponding to each day. The description of parameters used
in the flow chart can be seen in Table 3. The parameters are incremented or decremented in
order to minimize the error (see Table 3). The parameters are subjected to maximum and
minimum limits constraints. A threshold of 0.5 mg/dL is considered for the acceptable
error in median BG. Once this threshold is met, the values of the parameters are selected
for that particular day.

The flow chart in Figure 2 depicts the iterations involved in the numerical simulations
required for the optimization of the parameters. The chart reflects the process of optimizing
the parameters for a single particular day. The primary goal of the optimization is to find a
solution that will restrict the error below the threshold. These parameter changes result in
BG outcomes similar to the clinical data.

Table 3. Description of parameters used in flow chart.

Parameter Description

Error Reference Median CGM−
Current Median CGM

Th Threshold (0.5 mg/dL)
Upper Limit 480 mg/dL
Lower Limit 50 mg/dL

kp1_Max 15 mg/kg/min
kp1_Min 0.01 mg/kg/min

Vmx_Max 3 mg/kg/min per pmol/L
Vmx_Min 0.001 mg/kg/min per pmol/L
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Figure 2. Optimization algorithm flow chart.

2.3. Discarding Unrealistic Patients

After optimizing the parameters, patients were discarded based on two criteria. Firstly,
VP with maximum BG value above 500 mg/dL and/or the minimum BG value below
30 mg/dL were discarded. Secondly, patients with two times the standard deviation of
saturation points as compared to the clinical data were discarded from the final cohort of
VPs. Saturation points represent the end range of a CGM and are defined as BG values
equal or greater than 400 mg/dL or equal or less than 40 mg/dL.

3. Results

Overall results are presented in Table 4. A cohort of 75 VPs (54%) was generated as
compared to the maximum possible number of 140 VPs. A total of 65 VPs were discarded
based on maximum and minimum BG limits (31%) and saturation points (15%), resulting
in a cumulative total of 46%.

3.1. Blood Glucose Outcomes

The results are provided in median and interquartile range (IQ). The performance
indicators of BG profile presented to draw a comparison between clinical data and simu-
lation results can be divided into four categories. Firstly, the absolute BG values, which
include the mean, median, maximum, and minimum values corresponding to the entire
duration (Table 2) of the scenario. Secondly, the CV (indicator of the glycemic variability)
and glucose management index (GMI), which is an indicator for average glycemic exposure.
Thirdly, the percentage of time BG values lie in various ranges. Finally, the percentage of
saturation points are reported.

2.1. GENERATION OF VIRTUAL PATIENT POPULATIONS THAT REPRESENT REAL
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Table 4. A comparison of clinical data and simulation results.

Parameter Clinical Data Simulation Results
with Optimization p-Value

Mean CGM (mg/dL) 162.2 (145.6–169.3) 166.3 (155.3–175.3) 0.194
Median CGM (mg/dL) 156.5 (135–165) 162.2 (146.8–171.9) 0.104

Maximum CGM (mg/dL) 345 (282–400) 322 (303.9–361.9) 0.715
Minimum CGM (mg/dL) 48.5 (41–52) 45.4 (41.6–49.4) 0.463

CV (Percentage) 33 (28.8–38.1) 32 (26.8–35.5) 0.542
GMI (Percentage) 7.2 (6.8–7.4) 7.3 (7–7.5) 0.194
% of time CGM

Below 54 mg/dL 0.11 (0.031–0.636) 0.68 (0.221–1.116) 0.502
54 to 69 mg/dL 1.69 (0.779–3.39) 1.51 (0.521–3.212) 0.670

70 to 140 mg/dL 36.43 (30.682–48.742) 30.69 (23.512–39.323) 0.011
70 to 180 mg/dL 66.85 (57.402–71.563) 59.64 (56.313–70.362) 0.358
181 to 250 mg/dL 24.86 (20.649–30.788) 27.49 (22.960–31.250) 0.153
Above 250 mg/dL 4.27 (2.333–9.845) 5.44 (2.691–10.985) 0.426

Saturation Points 40 mg/dL (%) 0 (0–0) 0 (0–0.043) 0.688
Saturation Points 400 mg/dL (%) 0 (0–0.032) 0 (0–0) 0.438

3.2. Inter-Subject Variability

The original inter-patient variability provided by the UVa/Padova cohort is retained
for the newly generated VPs. To demonstrate this, a scenario of three meals per day for a
duration of 14 days, which is the maximum length of simulation considered in this study,
was used to analyze the inter-subject variability. The breakfast (45 g), lunch (70 g), and
dinner (60 g) were delivered at 7:00, 13:00, and 20:00, respectively. Open loop insulin
therapy was used for simulations with adjusted basal rates for the generated VPs. The
results for real scenario 9 (see Table 2) are presented in Figure 3. The simulation results of
all real scenarios are provided as Supplementary Materials (Figures S1–S11). The results for
real scenarios 5 and 7 are not included because they were composed of only 1 acceptable VP.

Figure 3. Representative inter-patient variability simulation from 6 of the newly generated VPs. These VPs were based on
the real scenario 9 and their parameters were tuned based on the clinical data.

The overall BG curve corresponding to all 75 generated VPs is shown in Figure 4. The
BG curve is calculated as the mean ± standard deviation BG value of all VPs. The duration
of the simulation study was 14 days, with three meals a day.
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Figure 4. A plot showing mean (red solid line), mean + standard deviation (upper red dashed line) and mean − standard
deviation (lower red dashed line) BG curve of all 75 generated VPs.

3.3. Optimized Parameters

The distinct realistic scenarios considered are reflected in a set of optimized parameters
which are significantly different. To illustrate this, box plots of the parameters (Vmx and
kp1) are presented in Figures 5 and 6, respectively. The values of all parameters for 75 VPs
are provided in the Supplementary Materials.

Figure 5. Boxplot of the parameter Vmx for all 14 real scenarios.
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Figure 6. Boxplot of the parameter kp1 for all 14 real scenarios.

3.4. Mapping Scenarios against VPs

The details of valid generated VPs and discarded VPs are presented in Table 5. The
real scenarios are corresponding to clinical data (see Table 2). The adult patients are the
modified VPs from the UVa/Padova’s adult cohort.

Table 5. Mapping of real scenarios into valid VPs.

Real
Scenario Adult 1 Adult 2 Adult 3 Adult 4 Adult 5 Adult 6 Adult 7 Adult 8 Adult 9 Adult 10

1 X
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The symbols tick and cross represent a valid and discarded VP, respectively.

4. Discussion

Several methods have already been proposed in the literature for the generation of
VPs, mainly focused on generating large cohorts of patients with T1D. In this work, the
proposed methodology is focused on replicating a specific cohort of T1D patients. The
treatment strategies developed for existing cohorts of VPs are prone to over- or under-
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perform for such sub-cohorts of patients with T1D. Therefore, the proposed methodology
will provide a benchmark for in silico experimentation to develop T1D treatment strategies
for sub-cohorts, allowing tight BG control to be achieved in these patient populations. The
application of the proposed methodology can be extended to generate VPs replicating
various sub-cohorts of patients with T1D by optimizing the parameters according to the
clinical data of the targeted sub-cohort. Another contribution of this work is to provide
real-life scenarios (meals, exercise, and glycemic variability) for testing and validating the
treatment strategies developed for patients with T1D.

Utilizing the scenario attributes and insulin profiles from the clinical data, the adult
population of the UVa/Padova simulator shows significant deviation in results as compared
to the clinical data. This indicates that the adult population of the UVa/Padova simulator
does not represent the cohort considered in this study. The effectiveness of the proposed
methodology is demonstrated by achieving outcomes similar to the considered cohort of
patients with T1D. Therefore, in this work, a cohort comprised of 75 VPs was generated to
reflect the BG metrics of a cohort from the Hospital Clinic de Barcelona.

To demonstrate the contribution of meals in CV and BG outcomes, a comparison
of simulation results with real meal scenario (RMSc), typical meal scenario (TMSc), and
clinical data is presented in Table 6. RMSc is composed of the meals pattern extracted from
the clinical data, whereas TMSc is composed of four meal scenarios (three with 3 meals
per day and one with additional snacks per day) [38,39,56,57]. The results for TMSc are
presented as median of simulation results for all individual four-meal scenarios. Open
loop control and UVa/Padova’s adult cohort are used for simulations. The mean BG
(129.2 mg/dL, 131.8 mg/dL) versus 166.3 mg/dL, CV (19.6%, 25.2%) versus 33%, and PoT
in range 70 to 180 mg/dL (95.3%, 90.15%) versus 66.85% are reported for RMSc and TMSc,
respectively. The CV in case of TMSc is 5.6% greater compared to the RMSc. The clinical
data shows that meals consumed by real patients (considered in this study) are smaller
than those used in traditional in silico simulations. Therefore, meals only account for a
small portion of CV. The BG outcomes for RMSc and TMSc are somehow close to each other
but significantly different from the clinical data. It implies that including only meals in the
simulation scenario is not enough to achieve realistic BG outcomes. Therefore, in this study,
insulin pump data was added to the simulator and a methodology was proposed to adjust
the model parameters to replicate clinical BG outcomes. The day-to-day optimization of
parameters and the smoothing of daily parameter transitions cumulatively allow for the
achievement of the glycemic variability of real patients.

The results presented in Table 4 reflect the BG profile of a cohort with T1D. The
primary goal was to generate a virtual cohort of patients with T1D to mimic real patients.
The performance indicators considered to compare the BG profile of the cohorts were
statistically similar (p > 0.05), except the PoT BG values lie in a range of 70 to 140 mg/dL.
The mean and median BG values reported were very close, but a rise of about 10 mg/dL
was observed in the IQ range in case of the simulation results. The maximum BG value
reported was 23 mg/dL lower in simulation results. However, the VPs generated showed
significantly close results as compared to the clinical data (p = 0.71). The minimum BG
value reported was 3 mg/dL lower as compared to the clinical data and the IQ range
reported was almost identical. CV reported was lower by 1% and the IQ range differed by
about 2%. The GMI reported was almost the same as indicated by the clinical data.

2.1. GENERATION OF VIRTUAL PATIENT POPULATIONS THAT REPRESENT REAL
TYPE 1 DIABETES COHORTS

29
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Table 6. A comparison of clinical data and simulation results using UVa/Padova VPs in open loop
control. Typical meal scenario results are the ones obtained using typical three meal or three meal
plus snack scenarios as published in the literature. Real meal scenarios include the same meals as in
clinical data.

Parameter Clinical Data Typical Meal
Scenario Real Meal Scenario

Mean CGM (mg/dL) 162.2 (145.6–169.3) 131.8 (126.4–140.8) 129.2 (126.6–134.9)
Median CGM

(mg/dL) 156.5 (135–165) 127.2 (120.8–134.3) 125.1 (124.3–128.3)

Maximum CGM
(mg/dL) 345 (282–400) 249.6 (221.5–266.9) 229.2 (205.6–273.9)

Minimum CGM
(mg/dL) 48.5 (41–52) 57.0 (53.2–62.0) 63.5 (60.1–66.2)

CV (Percentage) 33 (28.8–38.1) 25.2 (22.6–27.0) 19.6 (17.3–25.8)
GMI (Percentage) 7.2 (6.8–7.4) 6.4 (6.3–6.7) 6.4 (6.3–6.5)
% of time CGM

Below 54 mg/dL 0.11 (0.031–0.636) 0 (0.00–0.05) 0 (0.00 – 0.00)
54 to 69 mg/dL 1.69 (0.779–3.39) 1.07 (0.35–1.41) 0.3 (0.10–0.48)

70 to 140 mg/dL 36.43 (30.682–48.742) 64.28 (54.82–70.61) 71.7 (62.68–77.12)
70 to 180 mg/dL 66.85 (57.402–71.563) 90.15 (82.60–94.15) 95.3 (88.75–98.35)

181 to 250 mg/dL 24.86 (20.649–30.788) 7.97 (4.41–13.36) 4.5 (1.22–8.58)
Above 250 mg/dL 4.27 (2.333–9.845) 0.025 (0.00–0.55) 0.0 (0.00–0.75)

The performance indicators related to PoT of the BG values in a specific range reflected
quite close behavior as compared to the clinical data, except in the range 70 to 140 mg/dL.
The PoT in the very low range (<54 mg/dL) observed was 0.58% greater. However, the PoT
in low range of 54 to 69 mg/dL appeared to replicate the clinical data. The PoT reported in
a range of 70 to 140 mg/dL showed a decline of about 6%. The PoT in normoglycemia (70
to 180 mg/dL), which is the target range to achieve, showed a decrease of 6% in simulation
results with an identical IQ range. The PoT reported in ranges 181 to 250 mg/dL and
>250 mg/dL almost replicated the clinical data.

Moreover, the saturation points were also considered for the selection of VPs to
prevent the use of the CGM limits (40–400 mg/dL) for parameter fitting. The results are
presented in terms of percent of saturation points in the entire duration of the scenario. The
durations for all considered scenarios are presented in Table 2. The percent of saturation
points (40 and 400 mg/dL) reported are similar as compared to the clinical data. The
saturation points correspond to PoT BG in very low range (<54 mg/dL) and very high
range (>250 mg/dL). Therefore, this criterion results in achieving the PoT BG in ranges
mentioned similar to the clinical data.

The detailed mapping of valid and discarded VPs is provided in Table 5.
As we expected, no original VP can be adjusted for all scenarios nor is any scenario

likely to be adjusted for all patients. In fact, UVa/Padova adult 7 cannot be properly
adjusted for any scenario and is discarded in all cases. Modification of the parameters
for this patient resulted in out-of-range glycaemia values (>500 mg/dL) in all 14 cases.
For scenario 5, only adult 10 resulted in a valid VP. Three of the ten VPs were discarded
because they violated the saturation point criteria. The remaining VPs were discarded
because blood glucose was out of range (>500 or <30 mg/dL). For scenario 7, only adult 2
is a valid VP. The other 9 VPs were discarded because BG values were out of range.

There may exist mismatches between real and detected exercise sessions, since proper
detection may require accepting a certain false positive rate to obtain a high true positive
rate. Despite this, the goal of this work is to demonstrate that the proposed algorithm
can be used to cope with all possible scenario elements existing in real life, which can be
integrated into the simulator. Clinical data that includes exercise details will allow that
information to be used directly without need for the detection of exercise sessions, resulting
in even more accurate scenario development.

CHAPTER 2. REINFORCEMENT LEARNING STRATEGIES FOR INSULIN BOLUS
CALCULATION IN A REALISTIC COHORT OF PATIENTS WITH TYPE 1 DIABETES
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The parameter Vmx has been extensively used by the Padova group to explain intraday
variability of insulin sensitivity, and intra- and inter-patient variability [53,58], and is
therefore a parameter that can be varied both between patients and within the same patient,
as applied in this work. To account for inter-day variability in basal and postprandial
endogenous glucose production, the parameter kp1 in UVa/Padova VPs is considered for
modification in the methodology presented in this study.

The main limitation of this study is in forcing the 10 adult UVa/Padova VPs to replicate
the BG metrics of the same real subject. This led to the rejection of about 46% generated
VPs. The VPs in the UVa/Padova simulator that cannot be forced to match the outcomes of
a real patient were discarded through the process explained in the methodology section.
However, inter-patient variability is still retained, as it is reflected by the distinct set of
parameters defining the VP in the UVa/Padova simulator. In case of the same UVa/Padova
VP corresponding to different real subjects, this variability is retained in the parameters
considered for modification in this study, which change day-by-day. The other limitation
is that it is not possible to exactly replicate the BG variability of real patients due to the
causes of variability (stress, illness, lifestyle, etc.), which are difficult to model because of
their unpredictable nature. However, the goal is to minimize the gap between simulation
environment and reality in terms of BG outcomes.

5. Conclusions

In this work, a novel algorithm to generate a virtual cohort of T1D patients was
presented. The novelty of the proposed scheme lies in the optimal daily adjustment of the
parameters to achieve the glycemic outcomes reflected by clinical data. The daily variation
of parameters represents realistic daily changes in real patients with T1D that influence
BG curves. The clinical data was exclusively taken into account to modify the parameters,
resulting in more realistic BG outcomes in terms of generated VPs.

The algorithm is based on optimizing the parameters of virtual adult patients from
the UVa/Padova simulator to replicate the BG profile of a targeted cohort of real patients.
The targeted BG profile is replicated in a day-by-day manner by optimizing the parameters
accordingly. A virtual cohort of 75 patients has been generated for a cohort of 14 patients
with T1D from the Hospital Clinic de Barcelona. The cohort of VPs generated potentially
represents the cohort from the Hospital Clinic de Barcelona in terms of BG performance
indicators. The statistical similarity index in terms of p-values (Wilcoxon signed rank test)
was presented to validate the effectiveness of the proposed algorithm.

This algorithm can be used to test the controllers and therapeutic strategies developed
for the treatment of T1D patients. It provides testing under the realistic scenarios based
on the clinical data and a challenging variable behavior of patients as the parameters are
changing day-by-day. Moreover, it is based on the FDA-approved UVa/Padova simulator
and can be utilized for the preclinical validation.

The presented study can be extended in two possible directions. Firstly, a greater
number of parameters for the purpose of modification and optimization can be explored.
This may better capture the inter-subject variability and is expected to increase the number
of VPs generated. Secondly, the parameters can be adjusted hourly instead of daily to
achieve the intraday variability in the BG curve, as shown by the real patients.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/math9111200/s1, Figure S1: Simulation results for real scenario 1, Figure S2: Simulation results
for real scenario 2, Figure S3: Simulation results for real scenario 3, Figure S4: Simulation results for
real scenario 4, Figure S5: Simulation results for real scenario 6, Figure S6: Simulation results for
real scenario 8, Figure S7: Simulation results for real scenario 10, Figure S8: Simulation results for
real scenario 11, Figure S9: Simulation results for real scenario 12, Figure S10: Simulation results for
real scenario 13, Figure S11: Simulation results for real scenario 14. Table S1: Values of optimized
parameters corresponding to real patient 1, Table S2: Values of optimized parameters corresponding
to real patient 2, Table S3: Values of optimized parameters corresponding to real patient 3, Table S4:
Values of optimized parameters corresponding to real patient 4, Table S5: Values of optimized
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parameters corresponding to real patient 5, Table S6: Values of optimized parameters corresponding
to real patient 6, Table S7: Values of optimized parameters corresponding to real patient 7, Table S8A:
Values of optimized parameters corresponding to real patient 8, Table S8B: Values of optimized
parameters corresponding to real patient 8, Table S9: Values of optimized parameters corresponding
to real patient 9, Table S10A: Values of optimized parameters corresponding to real patient 10,
Table S10B: Values of optimized parameters corresponding to real patient 10, Table S11: Values of
optimized parameters corresponding to real patient 11, Table S12: Values of optimized parameters
corresponding to real patient 12, Table S13: Values of optimized parameters corresponding to real
patient 13, Table S14: Values of optimized parameters corresponding to real patient 14.
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Reinforcement Learning Approach
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A B S T R A C T

In continuous subcutaneous insulin infusion and multiple daily injections, insulin boluses are usually calculated
based on patient-specific parameters, such as carbohydrates-to-insulin ratio (CR), insulin sensitivity-based
correction factor (CF), and the estimation of the carbohydrates (CHO) to be ingested. This study aimed
to calculate insulin boluses without CR, CF, and CHO content, thereby eliminating the errors caused by
misestimating CHO and alleviating the management burden on the patient. A Q-learning-based reinforcement
learning algorithm (RL) was developed to optimise bolus insulin doses for in-silico type 1 diabetic patients. A
realistic virtual cohort of 68 patients with type 1 diabetes that was previously developed by our research group,
was considered for the in-silico trials. The results were compared to those of the standard bolus calculator (SBC)
with and without CHO misestimation using open-loop basal insulin therapy. The percentage of the overall
duration spent in the target range of 70–180 mg/dL was 73.4% and 72.37%, <70 mg/dL was 1.96 and 0.70%,
and >180 mg/dL was 23.40 and 24.63%, respectively, for RL and SBC without CHO misestimation. The results
revealed that RL outperformed SBC in the presence of CHO misestimation, and despite not knowing the CHO
content of meals, the performance of RL was similar to that of SBC in perfect conditions. This algorithm can
be incorporated into artificial pancreas and automatic insulin delivery systems in the future.

1. Introduction

Beta cells are responsible for the secretion of insulin for achieving
homoeostasis of the glucose concentration in blood plasma [1,2]. Type
1 diabetes (T1D) is a chronic metabolic disorder caused by an autoim-
mune reaction that destroys pancreatic beta cells. Additionally, insulin
deficiency results in elevated blood glucose (BG) concentrations and
leads to several complications, such as cardiovascular complications,
retinopathy, nephropathy, and neuropathy. [3]. Therefore, individuals
with T1D rely on the administration of exogenous insulin to maintain
their BG levels in the healthy range of 70–180 mg/dL to avoid diabetic
complications.

Two types of insulin are generally used to reproduce the behaviour
of insulin-producing beta cells based on the duration of insulin action.
Long-acting and short-acting insulin are usually used to maintain BG
levels during fasting and to achieve euglycaemia in the postprandial
period, respectively. Short-acting insulin is used in continuous insulin
infusion systems and is divided into two basic types: basal insulin that is
used throughout the day during fasting periods and bolus insulin that
is used to compensate for meals [4,5]. Basal-bolus insulin treatment
regimens are used worldwide in two modes: multiple daily injections

∗ Corresponding author at: Department of Electrical, Electronic and Automatic Engineering, University of Girona, 17004 Girona, Spain.
E-mail address: josep.vehi@udg.edu (J. Vehi).

(MDI) and continuous subcutaneous insulin infusion (CSII). Among the
two modes, MDI therapies are the most common and cost-effective;
however, they are invasive and less efficient in terms of glycaemic
control performance compared with CSII [6,7].

Recently, the development of automated insulin delivery (AID)
systems has been progressing rapidly owing to the advancements in
continuous glucose monitoring (CGM) technology and the achievement
of reduced HbA1c levels. Additionally, the risk of severe hypoglycaemia
has reduced and the quality of life has improved due to the application
of CSII therapy [8]. An AID system comprises three components: a
CGM sensor that provides the estimated BG concentration in real-time
(usually every 5 min), a control algorithm that calculates the amount
of insulin to be delivered, and an insulin pump to inject insulin subcu-
taneously. The rate of insulin infusion in AID systems is usually based
on the action from the controller, and the bolus insulin is calculated
based on patient-specific parameters, such as insulin-to-carbohydrate
ratio (CR), correction factor (CF), target glucose (TG), and insulin on
board (IOB) [9,10].

In clinical trials, AID systems have been largely successful in gly-
caemic control [11]. However, postprandial glucose control remains

https://doi.org/10.1016/j.artmed.2022.102436
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a major challenge for AID systems because of several process charac-
teristics, such as high intra-patient variability, delays in insulin action
owing to the subcutaneous route of administration, slow dynamics of
the existing insulin, and variations in the insulin sensitivity of the
patient. Moreover, modelling the exact dynamics of glucose absorption
in patients is not feasible because of uncertainty and intra and inter-
day variability. To overcome these challenges, hybrid AID systems have
been introduced that require the estimated carbohydrate (CHO) content
of meals as an input to recommend insulin boluses [12].

Research groups worldwide have proposed various bolus insulin ad-
visors to achieve optimal postprandial glucose control. A bolus insulin-
dosing algorithm based on glucose measurements was proposed to
match the bolus insulin recommended by expert clinicians [13]. A run-
to-run control strategy and case-based reasoning (CBR) were applied to
construct a decision support system that recommends an insulin bolus,
and this system was tested on the UVa/Padova simulator [14,15]. The
results of a six-week pilot study were subsequently published [16] and
integrated into the Imperial College artificial pancreas (AP) controller
for in-silico evaluation [17]. A K-nearest neighbours classification al-
gorithm was used to predict postprandial glucose, and this algorithm
was used to suggest adjustments to the bolus insulin for administration
to an adult cohort using the UVa/Padova simulator [18]. Addition-
ally, temporal CBR was developed for the personalised calculation of
bolus insulin for a decision-support system [19]. A neural-network-
based bolus calculator was implemented using CGM data and patient-
specific parameters as features in a cohort of 100 patients using the
UVa/Padova simulator [20]. The proposed bolus insulin advisors in the
literature mentioned above rely on the meal information, estimation
of CHO, CR and CF where as the proposed bolus insulin calculator is
independent of these parameters.

Reinforcement learning (RL) is an emerging field of machine learn-
ing and artificial intelligence. The implementation of RL involves a
hit and trial-based algorithm that trains an agent by exposing it to
an unknown environment to learn the optimal actions required in
a particular state based on the rewards received by the agent from
the environment [21]. Furthermore, RL has been successful in sev-
eral domains, such as beating the human champion in the Alpha
Go game [22], optimal performance in playing Atari games [23],
training the soccer-playing robot [24], optimal dosing of medications
with sensitive treatment windows [25], and self-driving vehicles [26].
Additionally, a survey highlighting the applications of RL in intelligent
healthcare systems has been recently published [27]. In recent years,
the potential of RL has been exploited for BG regulation. An early
review on the feasibility of RL for AID concluded that RL can pro-
vide adaptive personalised insulin administration to individuals with
T1D [28]. A recent detailed systematic review suggested the application
of advanced RL techniques and their combination with other machine
learning algorithms to solve the BG regulation problem [29]. In the
most recent developments, several researchers proposed RL-based bolus
insulin advisors. A deep RL-based bolus insulin recommender system
was designed by adapting the standard bolus calculator (SBC) by intro-
ducing gains for CR, CF, and IOB to be learned by the RL agent [30].
A Q-learning (QL)-based RL algorithm was implemented for bolus
calculation by considering CR as a learning parameter and including
programmable basal rates using the hybrid AP platform [31]. An RL-
based decision support system was implemented and tested in-silico to
recommend daily basal rates and insulin boluses to patients [32]. By
using meal information to define the states, RL-based BG regulation was
implemented for minimising risk parameters [33].

The RL methods developed in the literature discussed above require
an estimation of the CHO content of meals as the input, which is prone
to misestimation. Additionally, the patient is burdened with calculating
the CHO content and providing the estimation to the system. Counting
errors and misestimation of CHO deteriorate glycaemic performance
and decrease duration over which the CGM values remain in the target
range of 70–180 mg/dL [34–36]. In this study, a QL–RL strategy was

developed to provide optimal bolus insulin to patients without requir-
ing patient-specific parameters, such as CR and CF, and the estimations
of the CHO content of meals. The developed bolus insulin calculator
was integrated with an open-loop CSII therapy. Moreover, RL works on
the principle of hit and trial to learn from experience; however, in the
BG regulation problem, a failure may be dangerous and result in severe
hypoglycaemia that can be lethal. Therefore, allowing the RL agent to
randomly deliver insulin boluses from the action space and learn from
its experience is impractical. To solve this issue, a multiple action space
strategy was adopted to limit the amount of bolus insulin delivery, and
the bolus on board (BIOB) was considered during the learning process.

2. Methodology

As an artificial intelligence method, RL progressively trains an
agent by learning from direct interactions with its environment. The
framework of interactions between an agent and the environment is
defined in terms of states, actions, and rewards. Additionally, this is
usually assumed to be a Markov decision process (MDP) represented
by a tuple 𝑀(𝑆, 𝐴, 𝑃 , 𝑟) with state space 𝑆, action space 𝐴, transition
probability matrix 𝑃 (𝑠𝑡+1|𝑠𝑡, 𝑎𝑡), and immediate reward 𝑟. At each time
step 𝑡, the agent is rewarded with 𝑟𝑡+1 (𝑠𝑡, 𝑎𝑡, 𝑠𝑡+1) ∈ R for action 𝑎𝑡
taken in state 𝑠𝑡 and transitioning into the new state 𝑠𝑡+1. The objective
of the agent is to maximise the long-term return 𝑅𝑡 =

∑∞
𝑘=0 𝛾

𝑘𝑟𝑡+𝑘+1,
and 𝛾 ∈ [0, 1) is defined as a discount factor that determines the
present value of the future rewards [21].

The states are mapped into actions using a stochastic rule known
as a policy and is denoted by 𝜋 ∶ 𝑆 ↦ 𝐴. Each policy 𝜋 exhibits an
action-value function 𝑞𝜋 (𝑠, 𝑎) = E𝜋 [𝑅𝑡|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎], where E𝜋 is
the expected value of the long-term return 𝑅𝑡. Additionally, 𝑞𝜋 (𝑠, 𝑎)
quantifies the effect of action 𝑎 in state 𝑠. An optimal action-value
function 𝑞∗(𝑠, 𝑎) = 𝑚𝑎𝑥

⏟⏟⏟
𝜋

𝑞𝜋 (𝑠, 𝑎) corresponds to a unique optimal

policy. Further, this optimal policy can be estimated using three major
approaches namely, model-based dynamic programming, the Monte
Carlo method, and the temporal difference (TD) method [21].

Furthermore, QL is an off-policy form of the TD method, in which
the learning process is initialised using an arbitrary action-value func-
tion based on the transitions (𝑠𝑡, 𝑎𝑡, 𝑟𝑡+1, 𝑠𝑡+1) at each time step 𝑡. The
action-value function is updated according to the following TD relation:

𝑞𝑡+1 = 𝑞𝑡(𝑠𝑡, 𝑎𝑡) + 𝛼[𝑟𝑡 + 𝛾 𝑚𝑎𝑥
⏟⏟⏟

𝑎

(𝑞𝑡(𝑠𝑡+1, 𝑎)) − 𝑞𝑡(𝑠𝑡, 𝑎𝑡)], (1)

where 𝑡 denotes the current time step, 𝑠 denotes the state, 𝑎 denotes
the action, 𝑟 denotes the immediate reward, 𝛼 ∈ [0, 1) denotes the
learning rate, and 𝛾 denotes the discount factor.

The ultimate goal of a QL agent (QLA) is to develop an optimal
policy that maximises the total expected reward. The agent is expected
to deliver an optimal amount of bolus insulin according to a given state
to achieve a desirable postprandial (PoP) glucose response after meals.
The CHO content of the meal is unknown to the QLA in the approach
presented in this study. A block diagram of the methodology is shown
in Fig. 1.

The PoP BG regulation problem is defined in the MDP framework
and the key elements are described in the following subsection.

2.0.1. States
The states were defined in terms of the glucose area under the

curve (AUC), as well as maximum (MaxG) and minimum (MinG) CGM
values, in the PoP period for the bolus calculation pertaining to PoP
glucose control. The states were calculated as the current states, in
which the action was taken, and the next states, in which the action
was evaluated. For breakfast, the current state was calculated based
on pre-prandial CGM data for a window of 4 h between 4 AM to 8
AM, whereas the next state was based on PoP CGM data for a window
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Fig. 1. Block diagram of the developed RL algorithm.

Fig. 2. State definition for the RL algorithm.

of 4 h between 8 AM to 12 PM. A similar symmetry was followed to
obtain the current and next states associated with lunch and dinner.
The state-space is expressed as follows:

𝑆 = {𝐴𝑈𝐶,𝑀𝑎𝑥𝐺,𝑀𝑖𝑛𝐺} (2)

The mapping of states is illustrated in Fig. 2.

2.0.2. Actions
The action to be taken by the QLA is the unit of bolus insulin

delivered to the patient after a meal. Seven action subspaces were
defined based on the range of CGM values before meal intake. In the
BG regulation problem, the QLA cannot explore freely because some
actions may lead to severe conditions resulting in extreme CGM values.
The action space was classified into seven subspaces to ensure safe
exploration by the QLA in the environment. The range of bolus insulin
values in a specific action space is defined based on the total daily
insulin requirement of the patient, which is readily available from their
medical history. The action space is given as follows:

𝐴𝑚 = {𝑎1, 𝑎2,… .., 𝑎𝐿}, (3)

where 𝑚 = 1, 2,… , 7 and 𝐿 are the numbers of actions in an action
subspace, which is considered to be 20 in this study.

Once an action is selected by the QLA, the bolus insulin is further
adjusted based on the estimation of BIOB according to the following

relation:

𝑢𝑏 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑢𝑅𝐿 − 𝑢𝐵𝐼𝑂𝐵
𝑘𝐵𝐼𝑂𝐵

∶ 𝑢𝑅𝐿 > 𝑢𝐵𝐼𝑂𝐵
𝑘𝐵𝐼𝑂𝐵

𝑢𝑏 − 0.05 × 𝑢𝑏 ∶ 𝑢𝑅𝐿 < 𝑢𝐵𝐼𝑂𝐵
𝑘𝐵𝐼𝑂𝐵

& 140 ≤ 𝐺𝐵𝑀 < 180

𝑢𝑏 − 0.1 × 𝑢𝑏 ∶ 𝑢𝑅𝐿 < 𝑢𝐵𝐼𝑂𝐵
𝑘𝐵𝐼𝑂𝐵

& 120 ≤ 𝐺𝐵𝑀 < 140

𝑢𝑏 − 0.2 × 𝑢𝑏 ∶ 𝑢𝑅𝐿 < 𝑢𝐵𝐼𝑂𝐵
𝑘𝐵𝐼𝑂𝐵

& 80 ≤ 𝐺𝐵𝑀 < 120

0 ∶ 𝑢𝑅𝐿 < 𝑢𝐵𝐼𝑂𝐵
𝑘𝐵𝐼𝑂𝐵

& 𝐺𝐵𝑀 < 80,

(4)

where 𝑢𝑏 represents the adjusted bolus insulin, 𝑢𝑅𝐿 is the bolus insulin
selected by QLA, 𝑢𝐵𝐼𝑂𝐵 is the estimated BIOB, 𝐺𝐵𝑀 is the CGM value
before meals in mg/dL, and 𝑘𝐵𝐼𝑂𝐵 is a hyperparameter defining the
amount of BIOB to be considered. Parameter 𝑘𝐵𝐼𝑂𝐵 was tuned for all
action spaces and is different for different action spaces and meals such
as breakfast, lunch, and dinner.

Eq. (4) shows that there is a reduction in the bolus insulin selected
by the QLA. This reduction was applied to avoid any severe hypogly-
caemia since the QLA does not rely on the CHO content of the meal and
other relevant parameters. Reductions of 5, 10, and 20% were applied
when the BIOB factor was greater than the bolus insulin selected by the
QLA for several ranges of 𝐺𝐵𝑀 , as shown in Eq. (4). This was a rare
occurrence, and usually, the insulin delivery was saturated at 0 during
such conditions. However, as the proposed methodology used QLAs
that were classified based on the ranges of 𝐺𝐵𝑀 , the same ranges were
used here, and a reduction proportional to the risk of hypoglycaemia
in the bolus insulin was applied. Specific values in percentages for the
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Fig. 3. Rewards assigned for the actions performed by the agent.

reduction in bolus insulin were considered based on experimentation.
In extreme cases where 𝐺𝐵𝑀 < 80 mg/dL, the bolus insulin was
saturated at 0.

Furthermore, 𝑢𝐵𝐼𝑂𝐵 was estimated according to a two-compartment
dynamic model [37] expressed as follows:

⎧

⎪

⎨

⎪

⎩

�̇�1(𝑡) = 𝑢𝑏 − 𝑘𝑑𝑖𝑎𝑥1(𝑡)
�̇�2(𝑡) = 𝑘𝑑𝑖𝑎(𝑥1(𝑡) − 𝑥2(𝑡))
𝑢𝐵𝐼𝑂𝐵 = 𝑥1(𝑡) + 𝑥2(𝑡),

(5)

where 𝑥1(𝑡) and 𝑥2(𝑡) are the two compartments and 𝑢𝑏 is the bolus
insulin. A populational value of 0.013 min-1 was considered for the
constant 𝑘𝑑𝑖𝑎, as discussed in [38].

2.0.3. Reward function
Immediate rewards for specific actions are defined in terms of

numerical values. The actions leading to the desired states are assigned
high values, whereas those resulting in undesirable states, such as hy-
perglycaemia and hypoglycaemia, are penalised by assigning negative
reward values. The mapping of rewards and states is as follows:

𝑅(𝑠𝑡, 𝑎𝑡) =

⎧

⎪

⎨

⎪

⎩

50 ∶ MinG ≥ 70 & MaxG ≤ 180
−10 ≤ 𝑅(𝑠𝑡, 𝑎𝑡) ≤ 10 ∶ MaxG > 180
−40 ≤ 𝑅(𝑠𝑡, 𝑎𝑡) ≤ −15 ∶ MinG < 70

(6)

The reward function is crucial in the training of the QLA as the
feedback of the actions performed by the QLA is communicated in
terms of numerical rewards. The CGM values being within the normal
range can be considered the most desirable PoP state. Therefore, the
QLA is incentivised by a high reward of 50 if the action results in
the most desirable state. Additionally, PoP hypoglycaemia is avoided
by penalising the QLA for actions that result in hypoglycaemia. The
penalty is proportional to the severity of hypoglycaemia, and a penalty
of −40 is imposed if the minimum CGM value in the PoP period is
below 40 mg/dL. Furthermore, PoP hyperglycaemia is an undesirable
state and is similarly avoided by assigning negative rewards; however,
these reward values are lower than those for hypoglycaemia because
hypoglycaemia is a common threat to PoP glycaemic control.

The complete reward function in relation to (6) is illustrated in
Fig. 3.

2.0.4. Training
Seven QLAs were trained based on the classification of action spaces

for each meal namely, breakfast, lunch, and dinner. Each QLA cor-
responded to the action space based on a specific CGM value before
meal intake. Additionally, the QLAs were trained simultaneously while

switching between the various defined action spaces on a certain day
during the training process. The QLAs were expected to converge to an
optimal policy after the training phase was completed.

The training process was initiated with an arbitrary action-value
function 𝑞 (𝑠, 𝑎) and continued until the terminal number of iterations
was reached. Each iteration represented a simulation for a single day.
This indicated that the data for the current and next states, actions
performed, and rewards for all three meals were calculated each day.
In every iteration, the corresponding entity was updated in 𝑞 (𝑠, 𝑎)
based on the TD formula described in Eq. (1). The maximum number
of iterations considered in the simulations was 1500. Therefore, the
total duration of the training session was 1500 days for all the QLAs.
The number of training iterations for each QLA differed depending
on the number of occurrences of the CGM value before meal intake
corresponding to each QLA. This implied that the sum of training
iterations for a certain meal for all QLAs is ≤ maximum number of
iterations (1500).

To identify the actions with the highest contributions to maximising
the long-term reward, the QLA must visit all the action–state pairs.
To achieve this, the action is chosen according to an 𝜖-greedy policy.
This indicates that a random action is chosen with a probability of 𝜖,
and the best possible action corresponding to a state is chosen with a
probability of 1 − 𝜖, as described by the following relation:

𝑎𝑐 =

⎧

⎪

⎨

⎪

⎩

𝑎𝑟𝑔 𝑚𝑎𝑥
⏟⏟⏟

𝑎𝑐

𝑞(𝑠𝑡, 𝑎𝑐 ) ∶ 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 1 − 𝜖

𝑟𝑎𝑛𝑑𝑜𝑚 𝑎𝑐𝑡𝑖𝑜𝑛 ∶ 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝜖
(7)

Initially, the value of 𝜖 was set to 0.9 to allow the RL agent to
explore for most of the duration. Gradually, the value of 𝜖 was reduced
exponentially according to 𝜖 = 𝑒−

𝑖
800 (𝑖 refers to the current iteration)

with a minimum value of 0.1 to continue the exploration with a proba-
bility of 10% and prevent the QLA from falling into the local optimum
policy. The learning rate 𝛼 was maintained as dynamic starting with a
large value of 0.9 to allow the new values to contribute more toward
updating the action-value function and exponentially decay with a
minimum value of 0.3 as 𝛼 = 𝑒−

𝑖
1000 .

2.0.5. Training scenario
The scenario considered a three-meal protocol with breakfast at

08:00 containing 30–50 g of CHO, lunch at 14:00 containing 50–70 g
of CHO, and dinner at 20:00 containing 60–80 g of CHO. Intra-patient
variability was introduced as sinusoidal variations in meal absorp-
tion, insulin pharmacodynamics, and insulin sensitivity [39], and the
variability in meal composition was additionally included during the
training session of the QLA.

2.0.6. Algorithm
The main steps involved in the developed algorithm are described

in Table 1.

3. In-silico validation scenario and setup

The in-silico evaluation was performed in the FDA-approved
UVa/Padova simulator. A cohort of 68 patients, previously developed
by our research group [40], was considered in this study because
this resembled a real cohort of challenging patients with T1D from
the Hospital Clínic de Barcelona. Here, SBC was implemented on 68
patients, and this was considered to be a baseline for comparison. The
patient-specific parameters, such as CR and CF, were first determined
for all patients according to clinical guidelines [41]. The SBC [42] can
be expressed as follows:

𝑢𝑆𝐵𝐶 = 𝐶𝐻𝑂
𝐶𝑅

−
(𝐵𝐺𝐶 − 𝐵𝐺𝑇 )

𝐶𝐹
− 𝐼𝑂𝐵, (8)

where 𝑢𝑆𝐵𝐶 is the insulin bolus, 𝐵𝐺𝐶 is the current value of BG, 𝐵𝐺𝑇 is
the target value of BG, 𝐶𝐻𝑂 is the carbohydrate content of the meal,
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Table 1
Q-learning algorithm for bolus insulin calculation.
1. Initialize 𝛾 = 0.8, 𝛼 = 0.9 𝑎𝑛𝑑 𝜖 = 0.9
2. Initialize 𝑞(𝑠𝑡 , 𝑎𝑡), ∀ 𝑠 ∈ 𝑆, ∀ 𝑎 ∈ 𝐴 to 0
3. Evaluate the current state 𝑠𝑡
4. Repeat

a. Select the action space based on the CGM value before the meal
b. Choose the action according to 𝜖 greedy policy
c. Apply the IOB bolus adjustment, if required
d. Apply the action and observe the reward and next state
e. Update the action-value function: 𝑞𝑡+1 ← 𝑞𝑡(𝑠𝑡 , 𝑎𝑡) + 𝛼[𝑟𝑡 + 𝛾 𝑚𝑎𝑥

⏟⏟⏟
𝑎

(𝑞𝑡(𝑠𝑡+1 , 𝑎)) − 𝑞𝑡(𝑠𝑡 , 𝑎𝑡)]

f. Exponential decay of 𝛼 and 𝜖: 𝛼 ← 𝑒−
𝑖
1000 , 𝜖 ← 𝑒−

𝑖
800

g. 𝑠𝑡 ← 𝑠𝑡+1
5. Obtain the optimal policy after maximum number of iterations are completed

Fig. 4. Gaussian distribution curves for CHO misestimation, in which CHO 𝐶𝑎𝑟𝑏 = 10𝑔, 𝜇 = mean and 𝜎 = SD.

𝐶𝑅 is the carbohydrate-to-insulin ratio, 𝐶𝐹 is the correction factor,
and 𝐼𝑂𝐵 is the estimated insulin on board. In this study, the duration
between meals was considered to be 6 h and 𝐼𝑂𝐵 was assumed to be
negligible in the implementation of the SBC.

Additionally, a scenario of 14 days was considered for in-silico
testing. A description of the meals is provided in the training scenario
section. Two schemes were considered for including CHO misestima-
tions by patients to show its implication while using SBC. The CHO
misestimation is implemented as a Gaussian distribution, as explained
in a recent study [43], and is given by:

𝑢𝑆𝐵𝐶 = 𝐶𝐻𝑂
𝐶𝑅

−
(𝐵𝐺𝐶 − 𝐵𝐺𝑇 )

𝐶𝐹
− 𝐼𝑂𝐵, (9)

where

𝐶𝐻𝑂 = 𝐶𝐻𝑂 +℘𝐶𝐻𝑂 (10)

Here, ℘ represents the relative error owing to CHO misestimation
and is represented by a Gaussian distribution
℘(𝑀𝑒𝑎𝑛, 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛). The mean corresponds to the systematic
error, and the standard deviation (SD) reflects the random error. The
two schemes considered in this study correspond to ℘(0, 20%) and
℘(0, 40%) to show the effect of CHO misestimation on the BG profile.
A mean of zero was selected because the CHO misestimation focused
on CHO counting errors by the patients and not by the system. The
distribution curves for the CHO misestimations are shown in Fig. 4.

4. Results

To investigate the performance of the proposed RL algorithm, the
results are presented in terms of the standardised CGM metrics for
clinical care described in a consensus report by the American Diabetes
Association and the European Association for the Study of Diabetes

(EASD) [44]. The results were based on a scenario of 14 days, as
recommended by the consensus report, and were presented as median
(interquartile range, 25%–75%). The SBC results were presented as
a baseline for comparison. Two cases of CHO misestimations were
additionally reported for SBC therapy.

The standardised CGM metrics and insulin information are pre-
sented in Table 2. The mean and median CGM values slightly improved
compared to those obtained as a result of SBC therapy (with and
without CHO misestimation). The coefficient of variation (CV) of the
BG values was found to be better in the case of SBC with no CHO
misestimation. However, the CV was better for the RL algorithm when
CHO misestimation was included in the SBC. The glucose monitoring
index (GMI) was slightly improved by using the RL algorithm. The
percentage of the overall duration, during which the CGM values
(PCGM) were present in the tight target ranges of 70–140 mg/dL and
70–180 mg/dL, was greater in the case of the RL algorithm than that
in the case of SBC, SBC20, and SBC40. Additionally, the PCGM values
below 54 mg/dL and in the range of 54–69 mg/dL were lower in case
of SBC with no CHO misestimation. However, the performance of the
RL algorithm was better than that of SBC with CHO misestimation
corresponding to an SD of 40% and is almost similar when the SD of
CHO misestimation is set to 20%.

Subsequently, the p-values of the RL algorithm for SBC and the two
versions of SBC with CHO misestimation are calculated and indicated
in Table 2. The RL algorithm outperformed SBC40, and also exhibited
significant improvement in mean, median, and maximum CGM values,
as well as in PCGM values in the target range, as compared to SBC20.
However, the RL algorithm exhibited results similar to those of SBC
without CHO misestimation.
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Table 2
Standardised glycaemic and insulin metrics for RL, SBC, SBC20, and SBC40.

Performance indicator SBC SBC20 SBC40 RL

Mean CGM 153.6 (145.5–166.9)* 151.2 (142.3–165.4)* 156 (146.7–169.3)* 149.9 (141.7–161.5)
Median CGM 152.7 (143–164.9)* 150.2 (139.8–162.3)* 155.3 (144.5–168)* 150 (139.7–157.8)
Max CGM 281 (263.3–310.8) 288.2 (267.9–309)* 299.9 (280.3–325.6)* 282.8 (260.5–308.9)
Min CGM 55.6 (43.6–68.3) 40.4 (28.8–51.8) 36.4 (26.5–53.9) 43 (32.3–51.5)
CV 25.9 (23.6–29.6) 28.6 (25.6–32.5) 30.2 (25.8–33.5)* 27.5 (25.6–30.9)
GMI 6.98 (6.79–7.30)* 6.93 (6.72–7.27)* 7.04 (6.815–7.36)* 6.9 (6.7–7.175)
Below 54 0 (0–0.53) 0.71 (0.17–2.37) 0.91 (0.075–2.378) 0.73 (0.1–1.48)
54 to 69 0.45 (0.04–1.15) 1.31 (0.64–1.99) 1.03 (0.465–1.64) 1.05 (0.58–2)
70 to 140 36.5 (28.3–46.3)* 35.8 (29.4–45.8)* 33.8 (26–41.4)* 38.8 (29.8–47.2)
70 to 180 72.4 (60–81.9) 71.5 (60.2–78)* 67.3 (55.6–74.6)* 73.4 (65.8–81.8)
181 to 250 22.1 (15.6–30.6)* 22.4 (16.2–30)* 25.6 (19.4–32.8)* 22.1 (15.7–27.2)
Above 250 1.4 (0.3–4.7) 1.4 (0.4–4.4) 2.4 (1.2–6.3)* 1 (0.3–3.6)
Basal Per Day 6.5 (5.5–8) 6.5 (5.5–8) 6.5 (5.5–8) 6.5 (5.5–8)
Bolus Per Day 15.5 (11.9–20.3) 16.4 (12.4–21.4) 15.4 (11.7–20.2) 17.2 (13.5–21.4)
TDI 22.5 (18.7–26) 23.1 (19.2–27.1) 22.3 (18.6–26) 23.6 (20.4–27.3)

p values (wilcoxon signed rank test) are considered in comparison with RL.
SBC20: SBC with CHO misestimation, with an SD of 20%.
SBC40: SBC with CHO misestimation, with an SD of 40%.
*𝑝 𝑣𝑎𝑙𝑢𝑒 < 0.05.

5. Discussion

Different approaches have been proposed in the existing litera-
ture to calculate the optimal bolus insulin dose for people with T1D.
Most of these approaches are based on the concept of SBC, which is
used in insulin infusion pumps. Additionally, several researchers have
demonstrated the benefits of RL by adapting the tuning of the basic
formulation of SBC. More specifically, CR, CF, and IOB have been
optimised using RL, which requires the CHO content to be digested by
patients with T1D as input.

Existing methods for bolus infusion in insulin pumps require the
mandatory entry of CHO estimates each time a meal is consumed. Two
major problems are associated with this approach. First, these methods
are prone to errors because precisely estimating the CHO content
in a meal is not straightforward, thereby resulting in the common
misestimation by T1D patients [45]. Second, calculating CHO places
an extra burden on patients each time they consume a meal.

This study focused on designing a bolus insulin calculator that is
independent of CHO estimation. To achieve this objective, a bolus
insulin calculator that uses RL was designed. A TD-based QL topol-
ogy of RL was utilised in this study. Additionally, RL overcomes the
problem of personalisation because learning was based on individual
users. The main challenge for the RL agents was being unaware of
the CHO content while delivering the insulin bolus to the patient. To
overcome this problem, the action space was classified into subspaces
based on the CGM value immediately before meal intake and the
actions were defined according to the total daily insulin requirement
of the patients. Second, the states were defined using an alternative
method (the current method corresponds to preprandial CGM values
next to postprandial CGM values) on the same day as the meal is
consumed, which increases the effectiveness of the learning process.
Finally, BIOB was included as a means to decrease the occurrence of
severe hypoglycaemia.

The primary BG outcomes are presented in Table 2. To demonstrate
the effect of CHO misestimation in SBC on BG outcomes and compare
this with the developed bolus insulin calculator, two scenarios of CHO
misestimation were considered in this study. In the first scenario,
SBC40 refers to the CHO misestimation error with an SD of 40%.
The results clearly revealed that RL outperformed SBC40 because the
patient did not need to enter the CHO content, thereby making RL
independent of CHO. The p values for PCGM below 54 mg/dL and in
the range of 54–69 mg/dL indicated that the performances of SBC40
and RL were statistically similar. This was because RL did not cal-
culate the bolus insulin based on CHO content, and a single meal
that contained low CHO over the 14 days resulted in an increased
PCGM below 70 mg/dL. The second scenario, SBC20, refers to a CHO

Fig. 5. Head-to-head comparison of the patients for the percentage of time spent in
euglycemia. The grey lines represent individual patients, and the red lines correspond
to the median values of the cohort. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Head-to-head comparison of patients for the percentage of the overall duration
spent in hypoglycaemia. The grey lines represent individual patients, and the red lines
correspond to the median values of the cohort. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Performance analysis of the QLAs with respect to the number of iterations.

misestimation error with an SD of 20%. Similarly, RL exhibited a better
performance in terms of mean, median, and maximum CGM values,
as well as PCGM, in the target range of 70–180 mg/dL and above
the target range of 180–250 mg/dL as compared to SBC20. However,
the performance of the bolus insulin calculator was similar in the
case of the minimum CGM value and PCGM below 54 mg/dL, in the
range of 54–69 mg/dL, and above 250 mg/dL. Comparing SBC with RL
demonstrated that both delivered the same performance statistically;
however, the performance of RL in the case of PCGM in the tight target
range of 70–140 mg/dL was superior. However, SBC outperformed RL
in the case of PCGM below 54 mg/dL and the range of 54–69 mg/dL.
The overall performance of RL was satisfactory, as it did not use the
CHO content in meals to calculate the bolus insulin. This is a primary
step towards effectively compensating for the unannounced meals.

The patient-by-patient comparison of PCGM values in the target
range (TR) of 70–180 mg/dL is illustrated in Fig. 5, which reveals
that RL improves the performance of patients with a TR below 60%.
For patients with approximately 80% TR, RL either maintained the
glycaemic performance or slightly improved or degraded it. In a few
patients, RL was substantially degrading the glycaemic performance for
several reasons. First, the sub-action spaces influenced bolus insulin
delivery by providing a range of bolus insulin values, such that the
RL agent can identify the optimal value in a particular state, and the
action space was based on the TDI requirement of the patient. The
TDI information of these patients, which is based on clinical data, was
possibly not optimal, thereby leading to the degradation in glycaemic
performance. Second, the hyperparameters of the RL algorithm were
tuned for the entire cohort, as it is impractical to tune these for indi-
viduals in large cohorts of T1D patients. The glycaemic performance of
these patients can possibly be improved if the algorithm is individually
tuned. However, the overall performance of RL was slightly superior to
those of SBC and SBC20 and substantially higher than that of SBC40.

The patient by patient comparison of PCGM values below the target
range of < 70 mg∕dL (TBR) is illustrated in Fig. 6. The RL algorithm
maintained the TBR in the same range for patients with TBR less
than 4%, which is also a clinical target for TBR. Notably, in a few
patients, the TBR was increased, thereby resulting in the degradation of
glycaemic performance, and these were the same patients as discussed
in the above paragraph. For one patient whose TBR was approximately
10%, the TBR increased substantially when using RL. This patient was

from the group, in which the glycaemic performance was degraded.
Fig. 6 clearly reveals that in many patients, the TBR was considerably
decreased owing to RL, especially compared with SBC20 and SBC40.

The improvement in the policy owing to the increase in the number
of iterations is demonstrated in Fig. 7. The median value of the cohort
for PCGM within the target range of 70–180 mg/dL is shown with
respect to the number of iterations. The points on the graph represent
the policy results after every 15 iterations. The overall nature of policy
growth was exponential, and the green dots represented a faster im-
provement in the early stages of training and the red dots represented
a steady improvement later in the policy of the QLAs.

The RL algorithms proposed in the literature exclusively use CHO
information and the concept of SBC. A deep RL algorithm was demon-
strated [30] and tested on ten adults and ten adolescents using the
UVa/Padova platform. The PCGM in the target range improved from
74.1% to 80.9% and from 54.9% to 61.6% for adults and adoles-
cents, respectively. A QL algorithm was presented in a hybrid artificial
pancreas setting to learn optimal CRs and basal rates using model pre-
dictive control as the primary controller for 50 subjects in a simulation
environment based on Hovorka’s model [31]. The PCGM in the target
range improved from 67% to 86.7% over 5 weeks. In the present study,
the PCGM achieved in the target range was 73.4% because the adult
cohort used in this study comprised 68 patients, which was different
from those in the previously reported literature. Second, the calculation
of the bolus was not based on patient-specific parameters, which is a
key advantage of this study. Finally, open-loop basal insulin therapy
was implemented with constant basal rates while implementing the
proposed bolus insulin calculator.

The main limitation of this study was the validation of RL on a
virtual cohort, as implementation in clinical settings is challenging
because of uncertain conditions in real-life scenarios. However, a mod-
ified virtual cohort was considered in this study. Variability was also
incorporated into the simulator, including the random rate of absorp-
tion for meals, random CHO content in meals, and circadian variability
in insulin sensitivity, to capture real-life conditions. Translation of the
proposed algorithm to a clinical setting can be achieved following four
major steps. (1) Generation of the virtual cohort that represents the real
patients with type 1 diabetes in terms of CGM metrics as considered
in this study. (2) Training of the Reinforcement Learning (RL) agents
in the simulation environment before testing in the clinical trials as a
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starting point. 3) Preclinical testing and validation of the RL algorithm
under real-life scenarios with real patient data. The CGM data of the
real patient will be used by the RL agent to recommend bolus insulin
for meals in this phase. 4) Implementation of the personalised trained
agents for real patients in clinical trials with safety precautions. Second,
the patients were able to cope with severe hypoglycaemia. Learning
about unexpected small meals without using the CHO content in meals
is complicated for the agent. During the 14 days, a few unexpected
small meals may result in a significant increase in the PCGM below
70%. This is because, for most of the patients, this value is close
to 0%, as presented in Fig. 6. In a few patients, PCGM below 70%
was increased considerably, thereby causing an overall increase in
PCGM below 70%, as shown in Table 2. The standardised CGM metrics
presented in Table 2 reveal that the designed bolus insulin calculator
can be a better choice than SBC because the exact CHO content in meals
to be digested is not required.

6. Conclusions

In this study, a novel bolus insulin calculator was designed based
on the QL concept of RL with the novelty of not requiring CHO content
estimations, CR, and CF. An RL-based multi-agent strategy was used
based on the CGM data immediately before meal intake.

The proposed algorithm outperformed SBC with CHO misestimation
and exhibited a performance similar to that of SBC. The main advan-
tage of the proposed algorithm is the control of PoP glucose without
knowing the CHO content in a meal, thereby eliminating the errors
caused by CHO misestimation and alleviating the burden of entering
CHO information into CSII systems.

The present study can be extended in two major directions. First,
the Q-learning algorithm can be replaced with more sophisticated
algorithms, such as deep Q-learning or deep actor-critic, to achieve
an improved performance to outperform SBC. Second, the developed
bolus insulin controller can be incorporated into AP and AID systems
to improve glucose control performance.
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Abstract

In hybrid automatic insulin delivery (HAID) systems, meal disturbance is com-
pensated by feedforward control, which requires the announcement of the meal
by the patient with type 1 diabetes (DM1) to achieve the desired glycemic control
performance. The calculation of insulin bolus in the HAID system is based on the
amount of carbohydrates (CHO) in the meal and patient-specific parameters, i.e.
carbohydrate-to-insulin ratio (CR) and insulin sensitivity-related correction fac-
tor (CF). The estimation of CHO in a meal is prone to errors and is burdensome
for patients. This study proposes a fully automatic insulin delivery (FAID) sys-
tem that eliminates patient intervention by compensating for unannounced meals.
This study exploits the deep reinforcement learning (DRL) algorithm to calculate
insulin bolus for unannounced meals without utilizing the information on CHO
content. The DRL bolus calculator is integrated with a closed-loop controller and
a meal detector (both previously developed by our group) to implement the FAID
system. An adult cohort of 67 virtual patients based on the modified UVa/Padova
simulator was used for in-silico trials. The percentage of the overall duration spent
in the target range of 70–180 mg/dL was 71.2% and 76.2%, < 70 mg/dL was
0.9% and 0.1%, and > 180 mg/dL was 26.7% and 21.1%, respectively, for
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the FAID system and HAID system utilizing SBC including CHO misestimation.
The proposed algorithm can be exploited to realize FAID systems in the future.

Keywords: automatic insulin delivery, artificial pancreas, unannounced meals, deep
reinforcement learning

1 Introduction

Type 1 diabetes (DM1) is a metabolic disorder caused by an autoimmune reaction that
leads to the destruction of insulin-secreting beta cells in the pancreas. It leads to insulin
deficiency and elevated levels of blood glucose (BG) referred to as hyperglycemia.
Long-term complications as a consequence of chronic DM1 may be microvascular
and macrovascular. Retinopathy, nephropathy, and neuropathy are microvascular
complications, whereas cardiovascular disease, artery inflammation and injury in
the peripheral system, and cerebrovascular disease are among the macro-vascular
complications [1].

The BG of normal subjects is maintained in a narrow range of 70 – 180 mg/dL,
which is called normoglycemia. In people with DM1, normoglycemia is achieved by
the lifelong administration of exogenous insulin generally under the supervision of
physicians [2]. Recent technological advancements have had a considerable effect on the
management of DM1. Automatic insulin delivery (AID), also referred to as artificial
pancreas (AP), systems are developed for the treatment of DM1 to overcome hypo
and hyperglycemia and reduce long-term complications associated with DM1. The
three core components of an AID system are a continuous glucose monitoring device
(CGM) that generally provides BG measurements every 5 minutes, an insulin pump
to continuously deliver insulin, and an algorithm to calculate the optimal insulin rate
to be administered to the subject with DM1 [3].

Advancements in CGM technology make it possible to analyze glycemic trends,
patterns, and key information with improved accuracy, increased duration, and mean
absolute relative difference (MARD) ≤ 10%. CGM systems can be used to calculate
insulin dosing rates [4]. AID systems have been reported to be a safe and effective
approach to the treatment of DM1 [5]. However, optimal control of postprandial BG
remains a concern for AID systems for various reasons, including significant delays
in insulin action as a result of the subcutaneous route, slow response of the avail-
able insulin analogues, variability in the insulin sensitivity of DM1 subjects, and high
intrapatient variability. Moreover, accurate modeling of glucose absorption is not pos-
sible because of uncertainty and intraday and interday variations. To improve glycemic
performance, researchers have proposed hybrid AID (HAID) systems based on feed-
forward control schemes, usually proportional to the carbohydrates content (CHO) in
meals [6].

HAID systems provide automated insulin delivery via closed-loop control algo-
rithms and patient-initiated bolus insulin delivery to compensate for announced meals
based on various insulin bolus calculators [7]. HAID systems have shown improved
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glycemic control performance with a reduction in the risk of hypoglycemia and are
among the most advanced insulin delivery systems available for DM1 subjects [8].

The CHO content in meals is one of the main parameters and nutritional deter-
minants of postprandial BG levels in DM1. It is recommended to accurately measure
CHO for improved BG control performance [9]. However, the task of CHO counting
is burdensome and prone to estimation errors, with average misestimations of around
20% in adults [10]. The quality of life in people with DM1 is negatively influenced
by CHO counting and makes them less confident while interacting with peers, espe-
cially around food. To maintain the precision of the CHO count, standardized foods
are more likely to be chosen by people with DM1, which can negatively affect their
dietary choices [11]. Furthermore, the level of literacy required to count CHO can be
an obstacle for many patients with DM1, leading to the selection of packaged pro-
cessed foods over whole foods (grains, fruits, etc.) due to the relative ease provided
by the nutritional information label [12]. HAID systems possess the benefit of meal
announcement but they must be robust to missed meals and other factors discussed
above. Therefore, a fully closed-loop AID (FAID) system is highly desirable to avoid
the need for CHO counting and announcing meals in patients with DM1 [13].

Several algorithms have been proposed to automate the process of detecting meals
in patients with DM1. A few of the proposals include fuzzy logic [14], various Kalman
filters [15, 16], model-based detection utilizing an autoregressive model and real-time
CGM data [17], detection of an increase in the glucose rate [18], and artificial intelli-
gence (AI)-based meal detection [19]. Attempts have also been made to compensate
for unannounced meals. The algorithms proposed include the Kalman filter to avoid
CHO counting for automatic glucose regulation [20], disturbance observer, and feed-
forward compensation of unannounced meals [21], an automatic bolus priming system
[22], and a meal absorption model for AP [23].

Reinforcement learning (RL) is a rapidly developing field of AI that has found
success in many domains. A detailed systematic review reported that advanced RL
algorithms can play a vital role in developing AID systems [24]. Recently, several
researchers have proposed insulin bolus calculators that exploit different models of
the RL algorithm [25–27]. The reported methodologies rely on information about
the CHO content in meals and the meal announcement, resulting in HAID systems.
In comparison, this study attempts to develop a FAID system with a insulin bolus
calculator that uses the DRL algorithm and achieves glycemic control performance
near that of HAID.

This work aims to develop a FAID system based on a deep reinforcement learning
(DRL) insulin bolus calculator to compensate for unannounced meals and to eliminate
interventions from patients with DM1. A closed-loop proportional–derivative (PD)
control algorithm is used for the computation of the continuous insulin delivery rate.
For the detection of meals, unscented Kalman filter (UKF) predictions are utilized
based on the CGM and insulin data. The FAID system is compared to two versions
of the HAID system, one utilizing the standard bolus calculator (SBC) for the com-
pensation of meal disturbances along with CHO misestimation and the other utilizing
the proposed DRL insulin bolus calculator.
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2 Methodology

In this work, a DRL-based insulin bolus calculator is designed and integrated with a
closed-loop controller and a UKF-based meal detector to compensate for unannounced
meals in patients with DM1. The proposed DRL-based insulin bolus calculator is an
advanced version of an algorithm published by our group [28] driven by meal detection
and does not require information on the CHO content in meals, thereby fully closing
the AID control loop. Continuous insulin delivery is achieved by a closed-loop PD
controller with a safety auxiliary feedback element (SAFE) introduced in [29]. The
detection of meals is based on an in-house algorithm utilizing an augmented minimal
model and a UKF along with the insulin and CGM data [30]. A schematic of the
overall strategy is given in figure 1.

Fig. 1 Block diagram of the proposed FAID system.

2.1 PD Controller

The control strategy involves two loops: an inner loop comprising the insulin feedback
system (IFB) that relies on the PD algorithm and an outer loop that provides a safety
layer to exploit the concept of insulin on board (IOB).

The three insulin components constitute the inner control action: ubl the basal
insulin profile of the patient, ubolus the insulin bolus, and the PD control action
resulting in insulin action given by:

u(t) = kp

[
e(t) + τd

dG(t)

dt

]
+ ubl(t) + ubolus (1)
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where kp =
60× TDI

τd × 1500
(U/hr) is the proportional gain, TDI is the total daily insulin,

e(t) is the error in glucose concentration and τd = 90 (min) is the derivative time
constant.

The safety layer is based on sliding mode reference conditioning (SMRC) and com-
prises three parts: 1) a model to estimate IOB; 2) a sliding mode referencing block
(SMR); and 3) a 1st-order low-pass filter to smooth the reference adaptation. The
outer safety layer modifies the reference glucose concentration (Gref ) under defined
conditions to ensure that the IOB is bounded (IOB ∈ [0, IOB]). Essentially, this
is accomplished by a suspension of insulin infusion caused by the controller’s refer-
ence modification. Gref is modified to a virtual reference Gvref in case the estimated

(ÎOB) approaches dangerously or exceeds the maximum allowed IOB (IOB). This
phenomenon provides robustness against delays in the subcutaneous route.

The insulin absorption model [31] is utilized to account for the estimated IOB and
is given below.

dc1(t)

dt
= u(t)− kdiac1(t)

dc2(t)

dt
= kdia(c1(t)− c2(t))

ÎOB(t) = c1(t) + c2(t)

(2)

where u(t) = upd(t) + ubl + ubolus, c1(t) and c2(t) are two compartments
representing the basal and bolus IOB conditions and kdia is a constant time that
accounts for the duration of insulin action.

The SMR block is based on the concept of invariance control [32] with IOB(t)
being the variable to be bounded and belonging to the set:

∑
= {x(t)|s(t) = ÎOB(t)− IOB(t) ≤ 0} (3)

where x(t) is the state of the system and s(t) is the sliding surface, defined as:

s(t) = ÎOB(t)− IOB(t) + τ

(
˙̂

IOB(t)− ˙IOB(t)

)
(4)

The invariance of the region
∑

is achieved using the following discontinuous
function.

ν(t) =

{
ν+ if s(t) > 0
0 otherwise

(5)

Finally, the smoothness of the reference change is achieved by applying a first-order
low-pass filter:

dνf (t)

dt
= −λ(νf (t)− ν(t)) (6)
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A widely used mechanism of IFB in AP systems is also implemented. The plasma
insulin concentration is estimated online; then, insulin control action is inhibited
proportionally. This gives rise to a new insulin control action given by:

uIFB = u(t)− η(̂ip(t)− îpss(t)) = u(t)− η∆îpss(t) (7)

where îp(t) is the estimated value and îpss(t) is the steady-state estimated value

of the plasma insulin concentration. ∆îpss(t) is the deviation of the plasma insulin
concentration from the basal infusion. Further details are presented in [29].

2.2 Meal Detector

The meal detector algorithm [30] takes the rate of insulin infusion and CGM value as
inputs and estimates a disturbance term via an extended minimal model utilizing the
UKF. The glucose subsystem comprises Bergman equations [33] as follows:

Gpl(t)

dt
= −(p1 +X(t))Gpl(t) + p1Gbl +

D(t)

Vg
(8)

where Gpl(t) is the blood plasma glucose concentration, X(t) reflects insulin in the
remote compartment, Gbl is basal glucose, p1 is the insulin-independent rate of plasma
glucose, D(t) is the disturbance term included as an extended model state, and Vg is
the volume distribution.

Subcutaneous glucose is represented by a first-order system [34] as given below:

Gs(t)

dt
= −1

τ
Gs(t) +

g

τ
Gpl(t) (9)

X(t)

dt
= −p2X(t) + p3I(t) (10)

where Gs(t) is the subcutaneous glucose concentration, τ is the time constant of
the system, and the static gain is represented by g. X(t) reflects insulin in the remote
compartment, p2 is the disappearance rate of remote insulin and p3 captures insulin
sensitivity. The insulin subsystem model is the same as that represented by equation
2, and the concentration of plasma insulin [34] is given by:

I(t)

dt
= −kfI(t) +

1

Vi
.
S2(t)

tmax,I
(11)

where Vi is the distribution volume, kf is the fractional rate of disappearance, and
tmax,I is the time to maximum absorption of insulin.

After estimation of the model states given by equations 2 and 8 to 11 through UKF,
the cross-covariance is calculated between the two sequences Gs(k) (from the CGM
data) and Ddif (k) (forward difference of disturbance term) over a window of specified
length. Gsn and Ddifn are jointly stationary random processes, and their cross-
covariance sequence is defined as the cross-correlation of mean-removed sequences [35],
as given below:

ΨGs,D(m) = E{(Gs(n+m)− µGs
)(Ddiff (n)− µDdiff

)∗} (12)
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where the mean values of the random processes are represented by µGs and µDdiff
,

E stands for the expectation operation, and ∗ represents the complex conjugate.
Meal consumption is assumed if a predefined threshold is exceeded by the cross-

covariance between Gsn and Ddifn with respect to the last three consecutive samples
(15 minutes). As a safety measure, meals are not detected during the night period
(23h - 6h).

The meal detector can be tuned regarding three settings with respect to the thresh-
old and window size for cross-covariance [30]. The three settings refer to 1) highest
sensitivity (high true positives), 2) trade-off (high true positives and low false posi-
tives), and 3) lowest false positives. In this study, trade-off tuning is used because the
highest sensitivity is prone to false positives and will result in the delivery of insulin
bolus at times other than meals, leading to extreme hypoglycemia. The third setting
was not used because it decreases the true positives substantially.

A meal detection flag is triggered if:

Meal =

{
True if cGs, Ddif (m) ≥ T ∧Ddif (k) > 0 ∧Gs(k)−Gs(k − 3) > 0
False otherwise

(13)

where T is the predefined threshold and cGs, Ddif (m) represents the raw cross-
covariance, as given in [30].

2.3 The DRL Algorithm

The problem is first formulated as a Markov decision process (MDP) to implement
the training of the RL agent. An MDP is defined in terms of state space S, action
space A, the transition probability P (st+1 | st, at) of the next state (st+1) given action
(at) is taken in the current state (st), and an immediate reward rt, mathematically
represented as a tuple M(S,A, P, r). In DRL, the agent is based on a combination
of RL and a category of artificial neural networks (ANNs), specifically deep neural
networks (DNNs), and is termed a deep Q-network (DQN). The DQN aims to learn
actions that result in the maximum total expected reward. The total expected reward
can be represented as ER = E[rt+γrt+1+γ2rt+2+ ...], where γ ∈ [0, 1) is the discount
factor defining the contribution of future rewards and rt is the immediate reward at
time step t.

In DRL, the mapping of states into actions to be taken by the DQN is termed the
policy and is represented by π : S → A. The quality of the policy is represented by the
action-value function Qπ(s, a). The policy that leads to the maximum ER is a unique
optimal policy π∗ and results in a unique optimal action-value functionQ∗(s, a). In this
work, a fully connected DNN is used to learn π∗ to approximate Q∗(s, a, θ) ≈ Q∗(s, a),
where θ refers to the parameters of the DNN. The final goal of training the DQN is
to learn π∗, which implies that the agent will take the best possible action in a given
state. In RL, the optimal action-value function is obtained on the basis of the notion
of the Bellman equation [36] given below:
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Q∗(s, a) = Est+1 [r + γ max︸︷︷︸
a

Q∗(st+1, a) | s, a] (14)

The optimal policy is obtained by dynamic programming to iteratively evaluate:

Qt+1(s, a) = Qt(st, at) + α[rt + γ max︸︷︷︸
at+1

Qt(st+1, at+1) | s, a] (15)

According to Bellman’s identity, Qt converges to Q∗ as t→∞, where α ∈ [0, 1) is
the learning rate. This approach to RL (Q-Learning) requires the states to be discrete
and lack generalization. Therefore, in DRL, Q∗(s, a) is approximated by a nonlinear
function approximator such as DNN. To estimate Q∗(s, a), the DQN uses fixed Q-

targets by maintaining the Q(s, a, θ) and the target Q̂(s, a, θ̂), both having the same
architecture. The two approximators improve the stability of optimization by updating
the parameters of Q̂(s, a, θ̂) periodically to the latest parameters of Q(s, a, θ) [37]. The
parameters are updated every 15 iterations during the training phase in the proposed
algorithm.

In this work, multi-DQNs are implemented and trained. Typically, there are three
meals per day, i.e., breakfast, lunch, and dinner. The protocol for meals is described
later in the scenario subsection under Results. For each meal, the action space is
divided into 8 subaction spaces based on the 8 ranges defined for the CGM value
before meal intake. The action space is explained later in subsection 2.3.2. A DQN is
trained for each subaction space, resulting in the implementation of 8 DQNs for each
meal and leading to a total of 24 DQNs corresponding to three meals a day.

The motivation behind introducing a multi-DQN strategy is to obtain a person-
alized DRL agent for each subaction space with respect to meals. This approach
will limit the learning experience of each DQN to that specific subaction space and
meal, thereby providing greater chances of better performance. In summary, it is the
personalization of a DQN based on the meal and the CGM value before meal intake.

A fully connected ANN composed of three hidden layers is considered to represent
a DQN for the approximation of Q∗(s, a, θ). Each hidden layer is composed of 28
nodes. The whole network consists of 5 layers, including the input and output layers.
The input layer represents 15 parameters (defining the state), and the output layer
shows the Q-value of each action taken in that particular state. The Q-value used
in RL measures the effectiveness of the action taken in a certain state. The DQN
architecture is presented in figure 2.

The main components of the MDP model considered in this study are explained
below:

2.3.1 State Space

The states are represented as the current state and the next state. DQN takes the
action in the current state, which is then evaluated in the next state during the training
process. In DRL, the states are continuous in nature, and discretization of states is
not required. The current state is based on the pre-prandial CGM data of 4 hours.
The parameters considered are the maximum CGM value, minimum CGM value, area
under the curve (AUC) of the CGM data, and the 12 CGM values (1-hour data)
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Fig. 2 Representation of the DRL algorithm based on DQN. The states feed the DQN to approximate
the optimal policy Q∗(s, a). A randomly extracted mini-batch of experiences is also utilized by the
DQN. The action At corresponds to the maximum Q-value, which is the insulin bolus to be delivered
to the patient. As a result, a transition occurs for the state St+1, and the memory buffer is updated
with the new experience.

before meal intake, summing to 15 parameters. AUC is calculated for the CGM data
representing hyper or hypoglycemia only. In the next state, the same parameters are
calculated based on the 4-hour postprandial CGM data, and the 12 CGM values are
considered for the last hour of the postprandial window. The states are based on the
CGM data, so the ANN can learn hidden patterns in the BG profile. The state space
can be represented as:

S = {Gmax, Gmin, Gtm−1, Gtm−2, Gtm−3, ...Gtm−k, AUC} (16)

where Gmax is the maximum CGM value, Gmin is the minimum CGM value, tm
is the meal detection time, k is the sample, Gtm−k is the CGM value at tm − k and
AUC is the area under the curve over 4 hours of CGM data corresponding to hyper
and hypoglycemia only.

2.3.2 Action Space

The action space for a certain meal is classified into 8 subaction spaces (SASs) corre-
sponding to 8 different BG ranges. The number of SASs in a previous study [28] was
7, but the number has now been increased to 8 to enhance safety based on BG before
a meal and to provide greater flexibility to the agent in the choice of insulin bolus.
According to the CGM value (sample) before meal intake (GBM ), belonging to one of
the 8 defined ranges, the corresponding SAS is selected for action by the DQN agent.
The actions considered in this study are discrete and are the bolus insulin units to be
delivered to the patient, as described in [28]. The action space can be represented as:
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A =





A1 GBM ≥ 200
A2 180 ≤ GBM < 200
A3 160 ≤ GBM < 180
A4 140 ≤ GBM < 160
A5 120 ≤ GBM < 140
A6 100 ≤ GBM < 120
A7 80 ≤ GBM < 100
A8 GBM < 80

(17)

where A is the action space and Ai | i = 1, 2...8 represents the SASs. Ai =
{a1, a2. . . aj}, where a1. . . aj are the bolus insulin units calculated based on the total
daily insulin requirement of the patient and the value of GBM . In this study, j = 15,
i.e., an agent can choose among 15 actions from a chosen SAS. The selection of SAS
for a single iteration is demonstrated in figure 3.

Fig. 3 Demonstration of the selection of a subaction space based on the CGM value before a meal.

The insulin bolus selected as an action is further adjusted according to the bolus
insulin on board (BOB) to ensure safety and avoid extreme hypoglycemic events. The
adjustment can be represented as a piece-wise function:

uad =





aj − B̂OB/kBOB aj > B̂OB/kBOB & GBM ≥ 180

decrease aj by 5% aj < B̂OB/kBOB & 140 ≤ GBM < 180

decrease aj by 10% aj < B̂OB/kBOB & 120 ≤ GBM < 140

decrease aj by 20% aj < B̂OB/kBOB & 80 ≤ GBM < 120
aj otherwise

(18)

where uad is the adjusted insulin bolus to be delivered, aj is the action chosen by

the agent, B̂OB is the estimated BOB and kBOB is a hyperparameter that is tuned
separately for all SASs and three meals. A two-compartment model is used to estimate
BOB [38].
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2.3.3 Reward Function

An immediate reward is assigned to the actions of the DQN based on the next state. If
the postprandial blood glucose is in the normal range (70-180 mg/dL), a high reward
is given to the DQN. If the action taken by the DQN results in hyper or hypoglycemia,
the agent is penalized. The numerical values assigned to the immediate rewards are
illustrated in figure 4 and can be expressed as a piece-wise defined function:

rt =





50 70 ≤ Gmaxp ≤ 180
20 180 ≤ Gmaxp < 200
10 200 ≤ Gmaxp < 230
−5 230 ≤ Gmaxp < 250
−15 250 ≤ Gmaxp < 300
−20 Gmaxp ≥ 300
−30 65 ≤ Gminp < 70
−40 60 ≤ Gminp < 65
−50 55 ≤ Gminp < 60
−60 50 ≤ Gminp < 55
−70 45 ≤ Gminp < 50
−80 Gminp < 45

(19)

where Gmaxp and Gminp represent the maximum and minimum glucose values in
the postprandial period, respectively. In the case of the simultaneous occurrence of
Gmaxp and Gminp, the value associated with Gminp is considered. The reward function
is designed to reward the DQN agent for optimal performance, i.e., maintaining post-
prandial glucose in the normal range. The reward values are considered positive for
mild hyperglycemia to avoid hypoglycemic episodes. There exists a trade-off between
avoiding hyper and hypoglycemia, as no information on the meal content is available.
On the other hand, the occurrence of hypoglycemia is penalized proportionally to the
intensity of the event to avoid severe postprandial hypoglycemia.

2.3.4 Implementation

The concept of memory replay is typically used in DRL for stability and convergence of
the DNN [37]. This concept is also implemented in the proposed methodology. Memory
is defined for each DQN. The memory buffer (MB) consists of the past experiences
of the agent and can be represented as:

MB = {ξ1, ξ2, ξ3, ...., ξn} (20)

where n is the size of the MB and ξ is a single iteration experience given by:

ξ = {st, at, rt, st+1} (21)

To generate the memory, a simulation is performed for 1500 days, where the actions
are taken randomly and the experiences are stored in MB. The size of the MB varies
for each DQN and depends on the number of occurrences of a specific Ai during the
whole simulation.

A cohort of 67 virtual patients previously developed by our group is considered
in this study [39]. A protocol of three meals (breakfast at 08:00 of 30 g-50 g, lunch
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Fig. 4 Reward function for the proposed DRL algorithm. The green region represents the immediate
reward when Gpp is in a healthy range, yellow for hyperglycemia and red for hypoglycemia.

at 14:00 of 50 g-70 g, and dinner at 20:00 of 60 g-80 g) was considered during the
training session. The CHO content in meals was chosen randomly from the amounts
indicated. All the meals were unannounced, and the agent only took action whenever
it received a positive indicator from the meal-detector. The sources of intrapatient
variability included sinusoidal variations in insulin pharmacodynamics and insulin
sensitivity (circadian variability) and randomness in the rate of absorption of meals
[40]. An epsilon greedy policy is used to choose the action, and an immediate reward
is assigned to the DQN agent according to the reward function presented in equation
19. In a single iteration, the corresponding MB is updated with the new experience,
and the weights of the DQN are updated based on past experiences from MB. The
loss function used to optimize the DQN’s weights is based on the Bellman equation
and is given for a kth iteration as follows:

Lk(θk) = E(st,at,rt,st+1) ∼ U(MB)





rt + γ max︸︷︷︸

at+1

(
Q̂(st+1, at+1; θ̂k)−Q(s, a; θk)

)



2



(22)
During learning, the Q-learning updates are applied to the mini-batches

(st, at, rt, st+1) ∼ U(MB) extracted randomly from MB through uniform distribu-

tion, where γ is the discount factor, Q̂(st+1, at+1; θ̂k) is the target DQN in iteration

k, whose weights θ̂k are updated periodically with the DQN Q(s, a; θk) weights. The
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DRL algorithm implemented in this study to calculate the insulin bolus is presented
in Algorithm 1.

Algorithm 1 Deep Reinforcement Algorithm for Insulin Bolus Calculation for the
FAID
1: Generate the replay MB to capacity n
2: Initialize the action-value function Q(s, a; θ) with weights θ from a uniform

random distribution with bounds [0, 1]

3: Initialize the target action-value function Q̂(s, a; θ̂) with weights θ̂ = θ
4: Observe the current state st
5: while iterations < 1500 do
6: if meal detection flag is triggered then
7: Choose the SAS Ai based on the value of GBM

8: Explore with probability ϵ ; a random action aj
9: Exploit with probability 1-ϵ; a = max︸︷︷︸

aj

Q(s, aj ; θ)

10: Apply the BIOB adjustment according to equation 18 and take action
11: Observe the next state and assign the immediate reward
12: Modify the MB with a new experience {sk, ak, rk, s(k+1)}
13: Sample a random mini-batch of N experiences from MB
14: Set (double DQN algorithm) Amax ← argmax︸︷︷︸

ak+1

Q(sk+1, ak+1; θ)

yk ← rk + γQ̂(sk+1, Amax; θ̂)
15: Perform a gradient descent step on (yk −Q(sk, ak; θ))

2 with respect to
weights θ

16: if iterations count == 15 then
17: Set Q̂(s, a; θ̂) = Q(s, a; θ)
18: Reset iteration counter
19: end if
20: else[no action]
21: end if
22: end while
23: Obtain the set of trained DQNs

3 Results

3.1 In-silico scenario and benchmark

A virtual cohort with 67 virtual patients based on a modified version of the FDA-
approved UVa/Padova simulator is used [39]. The simulation time for in-silico trials
is 14 days. The meals delivered include breakfast at 07:00, lunch at 13:00, a snack at
17:00, and dinner at 20:00, composed of a CHO content selected randomly from 30
g-50 g, 50 g-70 g, 30 g-50 g, and 60 g-80 g, respectively. During the simulations, the
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meal time is varied ±30 minutes around the time mentioned above. Variability is also
incorporated, including randomness in the rate of absorption for meals, random CHO
content in meals, and circadian variability in insulin sensitivity, to emulate real-life
conditions [40].

Three insulin delivery systems are compared in this study, and they all utilize a
PD closed-loop controller for continuous insulin delivery. First, the HAID system is
implemented utilizing SBC for the insulin bolus calculation, and the CHO misestima-
tion error is included to be more realistic. This baseline system is represented as HAID
SBC MCHO. The CHO misestimation error is incorporated as a Gaussian distribu-
tion according to the recently published methodology [41]. To implement the SBC, the
parameters required are the carbohydrate-to-insulin ratio (CR) and correction factor
(CF), calculated based on clinical guidelines [42]. Then, the formula for SBC used in
this study is given below [43]:

ubolus =
CHO

CR
+

(BGk −BGT )

CF
− ÎOB (23)

where ubolus is the bolus insulin, BGk is the CGM value at the time of delivering

the bolus, BGT is the target glucose value and ÎOB is the estimated insulin on board.
Second, the HAID system with the proposed DRL insulin bolus calculator is repre-

sented as HAID DRL. As the DRL bolus calculator is independent of the CHO content
in meals, CHO misestimation is not an issue in this case. In both HAID systems, all
the meals are announced, hence the name hybrid. In this case (HAID DRL), the DRL
algorithm was tuned and trained in the setting of announced meals. This implies that
the meal detector was not used and the insulin bolus was delivered at meal time dur-
ing the training session of DQN agents. The simulation performed for generating the
memory (required for the memory replay concept in the DRL algorithm) was also
based on announced meals. HAID DRL is included to explicitly show the difference
in the glycemic performance induced by unannounced meals.

Finally, the proposed FAID system is the main contribution of this study. The
FAID system is based on the DRL algorithm for bolus insulin dosing, but all the meals
are unannounced. The delivery of insulin bolus is triggered by a signal from the meal
detector whenever a meal is detected.

3.2 Comparison

To draw a comparison and investigate the performance of the proposed FAID system,
the outcomes of the in-silico simulations are presented in the standardized core CGM
metrics, as reported in a consensus report by the American Diabetes Association
(ADA) and the European Association for the Study of Diabetes (EASD) [44].

The standardized CGM metrics and insulin information are presented in table 1.
The mean and median CGM values reported for the FAID system were statistically
similar to those of the HAID systems, as indicated by the p-values. The extreme CGM
values, i.e., minimum and maximum in the FAID system, were more spread, leading
to a slightly higher glycemic variability, as indicated by the higher CV compared to
that of the HAID systems. The FAID system achieved a similar glucose monitoring
index (GMI), as reflected by the p-value.
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The percentage of the CGM values (PCGM) reported for the ranges provided in
table 1 showed an overall increase of 5% in the PCGM below 70 mg/dL and above
250 mg/dL (hypoglycemia and hyperglycemia) for the FAID system. Specifically, the
difference in hypoglycemia (below 70 mg/dL) was 0.9%, and that in hyperglycemia
(above 250 mg/dL) was 4.1%, which is in accordance with the designed reward func-
tion. Hypoglycemia was penalized more than hyperglycemia since a hypoglycemic
excursion is riskier than a hyperglycemic excursion of the same magnitude.

According to the p-values, the differences in PCGM ranges are significant, except
for the tight target range (70 - 140 mg/dL). Importantly, all the values achieved were
in the range recommended by the ADA consensus report [44].

The glycemic risk index (GRI), a measure of the quality of glycemia based on
hypoglycemia and hyperglycemia components using CGM tracings [45], is also pro-
vided. However, the overall performance of the FAID system was comparable to that
of HAID versions, despite unannounced meals.

Table 1 Comparison of standardized CGM metrics and insulin data for the FAID system.

Performance Indicator HAID SBC MCHO1 HAID DRL2 FAID3

Mean CGM 153.1 (147.3 - 161.1 ) 155.8 (149.7 - 160.3 ) 156.1 (148 - 167.5 )
Median CGM 146.7 (140.9 - 155.9 ) 149.2 (144.8 - 154.9 ) 147.9 (140.2 - 158.4 )
Max CGM 306.7 (283.6 - 324.6 ) 293.6 (265 - 347.3 ) 317.7 (296.2 - 347.5 )⋆

Min CGM 66.6 (43.9 - 74.7 ) 72.3 (49.7 - 81.7 ) 43.1 (32.3 - 61.1 )⋆

CV 25.6 (23.3 - 28.5 ) 24.1 (21.9 - 28.2 ) 30.6 (27.7 - 32.3 )⋆

GMI 7 (6.8 - 7.2 ) 7 (6.9 - 7.1 ) 7 (6.8 - 7.3 )
Below 54 0 (0 - 0.3 ) 0 (0 - 0.2 ) 0.4 (0 - 0.9 )⋆

54 to 69 0.1 (0 - 0.5 ) 0 (0 - 0.3 ) 0.5 (0.2 - 1 )⋆

70 to 140 42.2 (33.7 - 48.3 ) 38.9 (33.1 - 43.4 ) 41.1 (33.9 - 48.1 )
70 to 180 76.2 (69.6 - 82.1 ) 75.7 (71 - 81.3 ) 71.2 (60.2 - 77.2 )⋆

181 to 250 19.2 (14.7 - 23.4 ) 19.8 (15.5 - 24.1 ) 22.6 (18.8 - 27.5 )⋆

Above 250 1.9 (1.1 - 3.1 ) 1.6 (0.7 - 4 ) 4.1 (1.8 - 8.4 )⋆

GRI 20.9 (16.6 - 26.5 ) 20.9 (16.2 - 26.5 ) 27.8 (21.6 - 41.4 )⋆

Con Insulin Per Day 6.3 (5 - 8 ) 6.3 (5.1 - 7.8 ) 8.4 (6.9 - 10 )
Bolus Per Day 22.1 (16.5 - 26.7 ) 21.5 (16.7 - 26.4 ) 10.1 (7.8 - 14 )

TDI 28.5 (23.1 - 32.3 ) 27.5 (24.4 - 33.1 ) 19.1 (15.5 - 23 )

1HAID SBC MCHO = Hybrid automatic insulin delivery (closed-loop) with standard bolus calculator
and CHO misestimation.
2HAID DRL = Hybrid automatic insulin delivery (closed-loop) with proposed DRL bolus calculator.
3FAID = Fully automatic insulin delivery with proposed DRL bolus calculator.

⋆ p value < 0.01. The p values (FAID vs HAID SBC MCHO) are based on the Wilcoxon signed-rank
test.

The performance of the FAID system is coupled with the accuracy of the meal
detector and the time duration of detection. The performance metrics of the meal
detector are presented in table 2, which summarizes the populational detection per-
formance of meals. The detection of lunch and dinner was better, as evidenced by
sensitivity and true positives, whereas the snacks were barely detected. The detec-
tion of breakfast was approximately 60%. The time taken to detect a meal ranged
between 30 and 40 minutes. As reported in table 2 false positives (FPs) amounted to
fewer than 1 meal in the cases of breakfast, lunch, and snacks, and none resulted in a
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hypoglycemic event. However, in the case of dinner, this number is approximately 2.4
meals, and a total of 8 hypoglycemic events were observed.

Table 2 Performance metrics of the meal detector.

Sensitivity (%) Detection Time (min) TP FP FN
Breakfast

57.74 ± 14.43 37.92 ± 2.34 8.08 ± 2.02 0.67 ± 0.78 5.92 ± 2.02
57.14 (35.71 - 84.29) 38.75 (35 - 40) 8 (5 - 11.8) 0.5 (0 - 2) 6 (2.2 - 9)

Lunch
95.24 ± 5.56 35 ± 0 13.33 ± 0.78 0.67 ± 0.98 0.67 ± 0.78

96.43 (85.71 - 100) 35 (35 - 35) 13.5 (12 - 14) 0 (0 - 2.9) 0.5 (0 - 2)
Snacks

8.33 ± 5.96 29.17 ± 17.88 1.17 ± 0.83 0.33 ± 0.49 12.83 ± 0.83
7.14 (0 - 14.29) 37.5 (0 - 44.75) 1 (0 - 2) 0 (0 - 1) 13 (12 - 14)

Dinner
95.83 ± 4.78 34.38 ± 1.55 13.42 ± 0.67 2.42 ± 1.31 0.58 ± 0.67

96.43 (86.43 - 100) 35 (30.25 - 35) 13.5 (12.1 - 14) 2 (0.1 - 4.9) 0.5 (0 - 1.9)
Values reported as mean ± standard deviation and median (25% - 75%).

Abbreviations: TP, true positive; FP, false positive; FN, false negative.

To exemplify the performance of the approach, the four-hour postprandial BG
curves for each meal are illustrated in figures 5, 6, and 7. The BG followed a similar
trajectory in all three cases. The postprandial peak BG values were higher in the
case of the FAID system, reflecting the 30 to 40 minute delay in the delivery of the
insulin bolus as a consequence of meal detection. The populational values of the meal
detection time in minutes are represented by filled circles (pink) in the case of the
FAID. Points on top of each other represent meals on different days with the same
time of detection, whereas points along the x-axis represent meals with different times
of detection. The time of detection is represented by the x-axis in minutes, with the
meal appearing at t = 0.

4 Discussion

Several attempts have been made in the pursuit of a reliable FAID system. A learning-
MPC algorithm was validated in an inpatient clinical study for a single unannounced
meal in 29 patients with DM1[46]. No severe hypoglycemia was recorded, and it was
suggested to extend the time of clinical trials and the number of unannounced meals
in a future study. Analysis of the initial safety and efficacy of a FAID system based
on a multiple-model probabilistic controller was presented for patients with DM1 [47].
Thirty hours of inpatient study in 10 patients and 54 hours of supervised hotel study
in 15 patients were performed, challenging the controller with unannounced meals. It
was concluded that there exists a greater risk of hypoglycemia compared to that of the
HAID algorithms. A meal detection and estimation module was presented, relying on
the fuzzy logic algorithm [48]. The algorithm was evaluated in a retrospective study
for a total of 117 meals and 11 patients. The percentage of FPs reported was 20.8%.
The detector was integrated with the AP system, but the calculation of insulin bolus
was also dependent on the patient’s CR. In a more recent study, an internal model
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Fig. 5 Four-hour postprandial BG curves for breakfast. The solid lines represent median values,
whereas the dotted lines correspond to the interquartile range. The filled circles are points where
meals were detected, plotted against the time of detection in minutes in the case of the FAID system.

Fig. 6 Four-hour postprandial BG curves for lunch. The solid lines represent median values, whereas
the dotted lines correspond to the interquartile range. The filled circles are points where meals were
detected, plotted against the time of detection in minutes in the case of the FAID system.

control approach was used to derive a feedback controller for the FAID system and
was tested in the UVa/Padova DM1 simulator. The outcome was presented in terms
of the CGM curve and compared with open-loop therapy, and it was reported that
the postprandial peak was reduced by approximately 8% [49].
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Fig. 7 Four-hour postprandial BG curves for dinner. The solid lines represent median values, whereas
the dotted lines correspond to the interquartile range. The filled circles are points where meals were
detected, plotted against the time of detection in minutes in the case of the FAID system.

In this work, a FAID system is proposed to compensate for meal disturbances by
utilizing a DRL insulin bolus calculator. Three core components were integrated to
implement the FAID system, i.e., a closed-loop PD controller for continuous insulin
delivery, a detection algorithm for meal disturbances, and the DRL-based insulin bolus
calculator. The proposed system can also accommodate announced meals without
knowing the CHO content, unlike the methodologies presented in the literature. In
such cases, the insulin bolus calculator is fed by meal announcement instead of the
meal detector.

The primary CGM metrics are presented in table 1. CHO misestimation is included
in the HAID with SBC to depict a real-life scenario. The absolute CGM values (mean,
median, and maximum) are similar, whereas the minimum CGM is lower in the case
of the FAID system because the insulin bolus calculation does not utilize CHO infor-
mation and there is an inherent delay in bolus delivery due to the meal detection.
The CV was slightly higher for the FAID system but was in the acceptable range of
< 35%. The GMI, an approximation of the A1C level based on the average BG from
CGM [50], was similar in all cases.

The PCGM in the tight target range (70 − 140 mg/dL) was similar, and that
in the target range (70 − 180 mg/dL) was lower by 5% in the FAID system. First,
the PCGM in the range below 70% accounted for approximately 1% owing to the
reasons mentioned above. Second, an increase was observed in the PCGM in the range
above 180 mg/dL. This increase was induced by a delay in the bolus insulin delivery
proportional to the meal detection duration. Moreover, a less aggressive dosing of bolus
insulin, as reflected by greater penalties for hypoglycemia, also results in a lowering of
PCGM in the target range (70− 180 mg/dL). However, the PCGM in various target
ranges presented for the FAID system is comparable to that of the HIAD systems.
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The performance of the FAID system was coupled with the meal detector’s accu-
racy and the delayed detection time. Greater accuracy and faster detection lead to
better overall glycemic control performance of the FAID system. Thus, the perfor-
mance metrics of the meal detector are presented in table 2. The detection of breakfast
was better but had almost 40% false negatives (FNs). Lunch was very well detected
and controlled as the amount of CHO in lunch was greater than that in breakfast or
snacks. The snacks were rarely detected but were compensated for well by the closed-
loop PD controller, suggesting that no feedforward compensation is needed for small
meals. In the case of dinner, the detection was not desirable in terms of false positives,
which may lead to nocturnal hypoglycemia, and a total of 8 hypoglycemic events were
reported. This was one of the main reasons for lower CGM values in the case of the
FAID system compared to the HAID systems. Regardless, the overall performance
of the FAID system was satisfactory and comparable to that of the baseline HAID
system given that the patient’s intervention for meals was avoided successfully.

There is a trade-off in that adjusting the sensitivity of the meal detector to minimize
FNs may also increase FPs, which are more dangerous. Based on two parameters of
meals, the FNs of the meal detector were compensated well by the closed-loop PD
controller. First, the dynamics and appearance of CHO in BG were considered, i.e.,
meals having slow dynamics and rate of appearance. Second, the amount of CHO
in meals, i.e., meals with minimal CHO content such as snacks, was accounted for.
In the abovementioned cases, when the meals were not detected, the disturbance
was compensated for by the closed-loop controller, resulting in overall satisfactory
performance, as evident from table 2. Therefore, it is not necessary to detect all meals
in the presence of a closed-loop controller.

A comparison of the postprandial performance is explicitly presented in terms of
populational postprandial BG curves for the three major meals in figures 5, 6, and 7.
For all three meals, a similar pattern was observed, i.e., the peak was higher and the
slope of the BG dip was steeper in the case of the FAID system as a consequence of
the delay in insulin bolus delivery. Despite the steeper slope of the BG dip, there was
no risk of severe hypoglycemic events owing to the higher peaks in the postprandial
period. It is evident from the figures that the postprandial performance of the FAID
system is comparable to that of the HAID systems and follows similar behavior.

The phenomenon of exploration in the DRL algorithm is not a safety concern in
the in-silico trials. However, in clinical settings, it can be dangerous, for example, the
management of DM1 without taking into account safety constraints [51]. A four-step
approach suggested in [28] can be followed to move from in-silico to clinical trials. The
improvement in policy during the training session is presented in terms of the total
number of hypoglycemia events in figure 8. Each point in the plot represents a median
of the number of hypoglycemia events per day for all patients for 25 days. A window
of 25 days was selected to highlight the trend in the number of hypoglycemia events
as training progressed. During training, an epsilon greedy policy that consists of both
exploitation and exploration was considered; therefore, the trend was not downward
throughout, but the overall impact was. As is clear from table 1, the time spent in
hypoglycemia was approximately 1% when the trained DRL agents were deployed.
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Fig. 8 Populational number of hypoglycemia events throughout the training period lasting for 1500
iterations. An epsilon greedy policy was followed for the purpose of training.

The main limitation of this study was the implementation of the FAID system
in a virtual environment, as clinical settings would be more challenging owing to
uncertain conditions in real-life scenarios. However, a customized virtual cohort was
considered. Second, the dependency of the FAID system’s performance on the meal
detection algorithm limits this research. Despite having a suitable DRL insulin bolus
calculator, the poor detection of unannounced meals may degrade the overall glycemic
performance.

5 Conclusions

In this paper, a new machine learning-based FAID system was presented by integrat-
ing a closed-loop PD controller, a UKF-based meal detector, and a DRL-driven insulin
bolus calculator. The proposed DRL algorithm was based on DQN and the feature
of memory replay to calculate the insulin bolus without requiring information regard-
ing CHO content, CR, and CF, thereby paving the way for the elimination of meal
announcement.

The proposed FAID system showed similar performance to that of the HAID sys-
tem, without a significant increase in hypoglycemia. The main objective of the FAID
system is to eliminate patient intervention in the closed-loop system to avoid errors
caused by CHO misestimation and to relieve the unnecessary burden on patients of
calculating the CHO content.

Future research will include the use of a more accurate meal detector to minimize
the effect of false positives and false negatives on the overall glycemic performance of
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the FAID system. Furthermore, the use of more advanced DRL algorithms will boost
the performance, enabling the FAID system to compete with HAID systems.
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3
DISCUSSION

RL algorithms have been proposed in this thesis to calculate the insulin bolus in

people with T1D with a focus on developing a FAID system and a realistic cohort

of VPs has been generated. Firstly, a methodology was developed for the generation

of a realistic cohort of VPs that represents a cohort of people with T1D from Hospital Clinic de

Barcelona. The clinical data of insulin and CGM was explicitly utilized in generating a virtual

cohort. The methodology was developed to replicate the standard glycemic metrics of the real

cohort to provide a realistic validation environment for the developed RL algorithms. Secondly,

an RL algorithm based on Q-Learning was developed for the calculation of insulin bolus

without taking into account meal information. The algorithm exploited CGM data to calculate

insulin bolus and a comparison was made with the SBC. Finally, a FAID was developed with

an advanced version of the RL algorithm based on deep Q networks. The proposed FAID

system consists of a PD controller, a meal detector and a insulin bolus calculator based on RL

algorithm. The following sections of this chapter provide a summary of the presented work and

discuss the advantages as well as potential limitations of the proposed approaches.
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3.1 Generation of T1D Virtual Cohort

In (Ahmad et al., 2021) we presented a methodology to generate a realistic cohort of subjects

that resembles the glycemic metrics of a cohort of patients from the Hospital Clinic de Barcelona.

The gathered clinical data was utilized to estimate the model parameters in a day-by-day fashion

to achieve realistic glycemic variability in the in-silico simulations. The generated cohort has

been used for the in-silico validation of the proposed RL algorithms.

There exist several methodologies in the literature to generate a large cohort of VPs with

T1D. (Haidar et al., 2013) proposed a stochastic e-cloning concept for the generation of VPs

for the assessment of CL controllers. A Bayesian approach was adopted to estimate the model

parameters and a Monte Carlo methodology was used to obtain the probability distributions of

the parameters. Clinical data from 12 young T1D patients was used to test the methodology.

(Resalat et al., 2019) proposed a statistical method to generate a population of VPs for both

single and double hormone AP systems. The clinical data of 20 patients undergoing AP trials

was used for evaluation. The glycemic metrics used for comparison were percent of time BG in

target range (70 to 180 mg/dL), hyperglycemia (> 180 mg/dL), and hypoglycemia (< 70mg/dL).

(Orozco-López et al., 2020) proposed a methodology to generate a large cohort of VPs by

establishing a relationship between the subject’s parameters in terms of covariance utilizing

the Hovorka model. These methodologies are based on distributions, statistical and stochastic

estimation of parameters providing generic virtual cohorts of people with T1D. Contrarily, our

approach is focused on generating a virtual cohort that represents a specific group of people

with T1D. In this study we have considered 14 T1D subjects from the Hospital Clinic de

Barcelona characterized by a relatively high coefficient of variation (CV) in their BG profile

that are usually excluded from clinical trials.

The proposed methodology is based on the FDA approved UVa/Padova simulator. The

academic version of UVa/Padova simulator consists of 3 groups of 10 VPs (children, adolescents,

and adults). Additionally, 1 subject of each gruop represents an average T1D subject (Torrent-
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Fontbona and López, 2018). The gathered clinical data from the electronic medical records of

patients at the Diabetes Unit, Endocrinology and Nutrition Department from the Hospital Clínic

of Barcelona include CHO content in meal, meal time and basal and bolus insulin dosage. The

patients were using 640G Medtronic Minimed insluin pump system. Exercise sessions were

included as disturbances and were derived from BG profile of the real patients. CGM data of

14 days from a real patient with at least 70% of valid data as recommended by (Battelino et al.,

2019) was considered for the generation of VPs. The two model parameters i.e., sensitivity

of insulin on glucose utilization and basal endogenous glucose production were modified in a

day-by-day fashion to capture daily BG profiles of the real patients. Against each real patient,

10 VPs were generated as per the adult cohort of UVa/Padova simulator.

After the generation of the VPs, the VPs showing unrealistic BG profiles (BG values above

500 mg/dL or below 30 mg/dL) were discarded. Additionally, VPs with two times the standard

deviation of saturation points (400 mg/dL and 40 mg/dL) as compared to the clinical data were

excluded from the final cohort. Finally, the initial cohort of 140 VPs was reduced to a total

of 75 VPs that were able to show statistically similar CGM metrics as compared to their real

patients counterparts. The proposed methodology was able to generate valid VPs for all of the

real subjects.

The major limitation of the proposed methodology is using as a baseline the adult UVa/Padova

cohort to replicate the BG profile of each single real subject. This resulted in a high VP discard

ratio of 46% (65 out of the 140 patients were removed). However, as a VP in UVa/Padova is

defined by a set of distinct parameters; the inter-patient variability was still retained. Moreover,

the generated VPs do not exactly replicate the BG variability (stress, illness, lifestyle, etc.) of

real patients because of their unpredictable nature.

The proposed methodology can be used for the evaluation of therapeutic strategies devel-

oped for the treatment of people with T1D. Specifically, individuals with different characteristics

as demonstrated in this work a real cohort that is usually excluded from clinical trials due to
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higher CV. Moreover, the generated VPs provide more realistic and challenging scenarios for

in-silico validation unlike the methodologies mentioned in literature.

3.2 Reinforcement Learning for Insulin Bolus Dosing

We have proposed an RL insulin bolus dosing algorithm (Ahmad et al., 2022) that does not

require the amount of CHO in meals nor patient specific parameters such as CR and CF. Firstly,

The goal was to eliminate the estimation of CHO amount in meals by patients to avoid CHO

counting errors. Secondly, to release the CHO management burden on patients.

Currently available RL powered insulin bolus infusion techniques for pumps require entry

of CHO estimates each time a meal is taken (Sun et al., 2018; Zhu, Li, Herrero and Georgiou,

2020; Jafar et al., 2021). This strategy has two significant drawbacks. First, these approaches are

prone to inaccuracies since it is difficult to estimate the CHO content of a meal correctly, leading

to the frequent misestimation by people with T1D. Second, patients face management burden

every time they eat a meal as a result of calculating CHO. Moreover, it negatively influences the

quality of life in people with T1D and makes them less confident while interacting with peers,

especially around food (Lawton et al., 2019). On the other hand, the proposed RL algorithm

only relies on CGM data for calculation of insulin bolus and eliminates the risk of CHO

counting errors in people with T1D.

We proposed an RL algorithm based on a Q-Learning approach with a multiple action spaces

strategy to avoid the need of CHO information and solely utilize CGM data. The classification

of the action space into multiple sub spaces was based on the CGM value before the meal. The

insulin bolus doses in sub spaces were defined in relation to the CGM value before the meal.

The results were compared to the SBC as a baseline and a statistical comparison was made by

providing the p-values in the results. We have also demonstrated SBC with CHO misestimation

to show the real-life situation and the proposed algorithm outperformed the SBC with CHO

misestimation.
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The main limitation of this study is that the proposed RL algorithm is not deployed and

tested in clinical settings. In real life scenarios, the trained RL agent may face new situations

and it can be dangerous. Therefore, the RL agent should observe all the possible states during

the training phase. This limitation also results in training for longer periods during the in-silico

simulations. Moreover, a road-map of implementation in clinical setting was also provided in

our study comprised of four steps as follows:

1. Generation of a virtual cohort that represents the target cohort of people with T1D.

2. Training of RL algorithm for the generated cohort.

3. Pre-clinical validation of the algorithm with utilizing CGM data from real patients for

insulin dosing.

4. Implementaion of the personalized trained RL algorithm in clinical settings with safety

measures.

3.3 Fully Automatic Insulin Delivery System

Finally, we have proposed a FAID system by integrating a PD CL controller for continuous

insulin delivery, an UKF based meal detector for unannounced meals and an advanced version of

the insulin bolus calculator discussed in the section 3.2. Evaluation of the FAID was performed

on the virtual cohort of people with T1D discussed in the section 3.1.

FAID is the most recent advancement in the management of T1D. It is aimed to achieve the

glycemic targets without increasing the risk of hypoglycemia to improve the quality of life by

removing meal announcements from the daily activities of people with T1D (Giménez et al.,

2021). FAID systems are expected to be in clinical practice in future but at present only hybrid

AID systems are commercially available. In hybrid AID (HAID) system, patients are required

to count the CHO and manage the insulin bolus at meal times. The clinical adoption of FAIDs

remain in early stages despite of recent technological advances (Nwokolo and Hovorka, 2023).
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Researchers have made attempts to develop FAID systems in the literature. In early attempts,

(Wang et al., 2009) proposed an MPC based system that can learn from the patient’s lifestyle

and a model called an autoregressive exogenous model was utilized for control design. Meals

were considered as disturbances in model during the design of controller. A pilot clinical study

of this learning based AP was reported for an adult cohort of 10 patients (Wang et al., 2017).

The AP was also evaluated in a 4 hours inpatient open-label study for a cohort of 29 patients

with T1D with unannounced meal (Song et al., 2020). The convergence time of the presented

system was less than 10 days which is a significant amount of time in real life scenarios. In

(Cameron et al., 2017) an assessment of safety and efficacy of an MPC-based AP system was

performed for patients with T1D and unannounced meals. Data from the National Health and

Nutrition Examination Survey and the American Time Survey was used to anticipate future

meals and compensate for unannounced meals. It was concluded that there exists more risk of

hypoglycemia as compared to the algorithms relying on meal announcements. A methodology

was proposed by (Samadi et al., 2018) for the detection and estimation of the amount of CHO

in unannounced meals utilizing the CGM data and insulin delivery data with a focus on AP

system. The percentages of detection reported for meals and snacks were 93.5% and 68%

respectively. The integration of meal detector and CHO content estimator into an AP system

was reported in future study recommendations (Samadi et al., 2018).

In this work, we proposed an advanced version of the insulin bolus calculator published

(Ahmad et al., 2022) and discussed in section 3.2. The classical Q-Learning RL algorithm was

replaced with a DRL algorithm called Deep Q Network (DQN). The major advantage is that

DQN use continuous states allowing artificial neural network to learn hidden patterns in the

CGM data to make decision for insulin bolus whereas Q-Learning is a tabular methodology

based on discrete states. The continuous insulin delivery rate was modulated and infused by

a closed-loop PD controller with a safety auxiliary feedback element (SAFE) introduced in

(Beneyto et al., 2018). The detection of meals was based on an in-house algorithm utilizing
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an augmented minimal model and UKF along with the insulin and CGM data (Ramkissoon

et al., 2018). Integration of the DRL bolus calculator, PD closed-loop controller and UKF meal

detector was performed for implementation of the FAID.

The performance of the FAID system was compared to the HAID system. The outcomes

of the in-silico trials were reported in terms of CGM metrics as recommended for clinical

practice by the American Diabetes Association (ADA), the European Association for the Study

of Diabetes (EASD) (Holt et al., 2021) and in the international consensus conference (Aleppo,

2021). The overall performance of the FAID reported was comparable to HAID.

The main limitation of this study was the evaluation of the FAID in in-silico trials. Real-life

scenarios could be more challenging due to uncertain conditions and unmodeled dynamics.

However, a customized virtual cohort was considered in this study as discussed in the section

3.1. Secondly, the performance of the FAID was dependent on the accuracy and response

of the meal detection algorithm. This implies that despite having a suitable DRL insulin

bolus calculator the poor detection of unannounced meals may degrade the overall glycemic

performance.
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4
CONCLUSIONS

T his thesis proposed a DRL powered insulin bolus dosing system that does not require

the information of CHO content in meals. This algorithm has been integrated with

a PD CL controller and a meal detector to build a FAID system. Additionally, the

developed insulin bolus calculator does not require patient specific parameters i.e., CR and CF.

This work has also drawn a comparison between a RL based insulin bolus calculator and the

SBC. This work has also contributed in developing a novel methodology to generate a cohort of

VPs focused on a specific group of people with T1D. The parameters in VPs have been varied

in a day-to-day fashion to capture the daily changes in BG profile in real patients with T1D.

The generated virtual cohort of VPs has been used for the validation of the developed insulin

bolus calculator and the FAID.

4.1 Contributions

The mentioned contributions can be detailed further into more particular ones that have been

achieved during the development of the thesis:
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• Method for the generation of VPs. This study proposed a novel algorithm to generate

a virtual cohort of people with T1D. The parameters reflecting insulin sensitivity and

endogenous glucose production were optimized in a day-to-day manner to achieve

the BG profile reflected by the clinical data. The clinical data was taken into account

to modify the parameters, resulting in more realistic BG outcomes in terms of the

generated VPs.The proposed algorithm has been developed for testing the controllers and

therapeutic strategies developed for the management of people with T1D. Finally, it is

based on the FDA-approved UVa/Padova simulator and can be utilized for the pre-clinical

validation.

• Novel insulin bolus calculator based on RL. This thesis introduced an insulin bolus

calculator independent of CHO estimation. To achieve this, a RL based insulin bolus dos-

ing system was designed. The proposed algorithm utilized the Q-Learning methodology

of RL. The main challenge faced was calculating insulin bolus with no information about

the CHO content in meals. To solve this problem a multiple sub action spaces strategy

was built based on the CGM value immediately before meal intake and the dosage was in

accordance to the total daily insulin requirement of the patient. The proposed algorithm

was compared to the SBC with and without CHO misestimation. Finally, the bolus insulin

on board was also taken into account as a safety measure to minimize the occurrence of

severe hypoglycemia.

• Fully automatic insulin delivery system. Finally, this thesis contributes a novel ML

drvien FAID comprised of the integration of a CL PD controller, a UKF-based meal

detector, and a DRL insulin bolus calculator. The DRL algorithm is based on DQNs and

the feature of memory replay to calculate the insulin bolus without utilizing CHO content

in meals and patient’s CR, and CF thus, avoiding announcement of meals by patient. It

was demonstrated that the FAID system showed comparable glycemic performance to

that of the HAID without a significant increase in the severe hypoglycemia. The main
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focus was to eliminate patient interventions in the CL system to eliminate the errors due

to CHO misestimation and to relieve the management burden of the people with T1D.

4.2 Future Work

The studies presented in this thesis show encouraging results providing a realistic simulation

platform for validating the strategies designed for the management of T1D. The results demon-

strated for realizing the FAID are also in competition with the HIAD but additional research is

needed to further improve the glycemic control performance specially in free living conditions.

This section discusses potential future pathways that can be developed from the bases of the

contributions presented in this work.

The methodology presented for the generation of virtual T1D cohort can be extended in

two major directions. Firstly, two parameters were used for the modification of the VPs from

the UVa/Padova simulator in the proposed approach. Other potential parameters could be used

and optimized in a similar way to make the cohort more challenging and realistic. Secondly,

other possibilities for modification pattern of the parameters can be explored. For example,

modifying the parameters in an hourly fashion to capture the intraday variations in the glycemic

profiles of real patients.

The proposed RL insulin bolus calculators and the FAID system exhibit one limitation

in common and that was validation of the proposed methodologies in in-silico trials. The

implementation in clinical settings could be challenging because of uncertain conditions in

real-life scenarios. Five steps are suggested to follow for the evaluation of the proposed FAID

in clinical trials in future study. 1) Generating a virtual cohort that exhibit the BG profile

similar to the target cohort of people with T1D selected for the clinical trials. The methodology

presented as a contribution in this work can be used for this purpose. 2) Train the DRL agents

in a simulation environment as an initial step. 3) Perform the analysis of the meal detector

on the clinical data from the real patients and tuning should be performed if required. 4)
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Preclinical validation of the trained DRL agents under real-life scenarios with the clinical

data from real patients. The CGM data of the real patients should be used by the DRL agents

to recommend insulin bolus for meals in this phase. 5) Implementing the trained agents for

real patients in clinical trials with safety precautions. The RL algorithm can be implemented

on multiprocessing platforms for embedded applications such as Xilinx Zynq as reported in

(Spano et al., 2019). CGM sensor can be interfaced with it and the entire FAID system need to

be programmed in it. This could be a possible option to be the core of insulin pump but the

hardware implementation possibilities for the FAID system need to be explored in future study.
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