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A B S T R A C T

We study the problem of the hydrogen atom submitted to a circularly polarized microwave field. This problem,
analyzed from a classical mechanics approach, can be modeled by an autonomous Hamiltonian depending on
one parameter 𝐾 > 0. The paper is focused on the so called 𝑛-ejection–collision orbits (𝑛-EC orbits), that is
orbits that the electron describes when it ejects from the nucleus and collides with it at the 𝑛 relative minimum
in the distance with respect to the nucleus. In this work, we analyze the evolution of the families of 𝑛-EC
orbits. We conduct a comprehensive numerical analysis of the bifurcations, which involves multiple precision
computations, to characterize the successive bifurcation families that emerge. Additionally, we examine the
periodic and quasi-periodic motion of the 𝑛-EC orbits belonging to these bifurcation families.

1. Introduction

In atomic physics one challenging problem is the interaction of atomic hydrogen with intense electromagnetic fields. We consider the case of
a two-dimensional model of a hydrogen atom under a circularly polarized microwave field (CP problem). The problem, as well as the case of a
linear field, or the case in which the field is elliptically polarized, has been studied using classical dynamical systems tools, with special emphasis
on the mechanisms that explain ionization. More concretely, in the case of the circularly polarized microwave perturbation, it can be shown that
the electron can make any desired number of excursions to long distances to the nucleus, and return to its vicinity, before actually leaving the
system (ionizing). See, for example, [1–5] and the references therein for further details.

In [3] the authors discuss over the role of collisions on the process of ionization. In the linearly polarized microwave system, core collisions are
a relevant mechanism to explain ionization, while in the case of the CP problem it seems that close encounters are not enough to cause ionization.
Nevertheless, in [5] the authors show slow ionization through erratic orbits in which the electron makes multiple large distance excursions away
from the nucleus with each one being followed by a close approach to the nucleus. The responsible for that slow ionization are the invariant
manifolds associated to some hyperbolic invariant objects.

The CP problem can be regarded as a Hamiltonian problem that describes the motion of a particle under a specific potential, in a similar way
as classical Celestial Mechanics problems of 𝑁 bodies under Newtonian gravitational attraction. In all of these problems, a particular critical point
is to understand the dynamics near collisions (partial or total). This is typically done by introducing a change of variables that regularizes the
collision. One of the most classical regularization comes from McGehee’s variables [6,7], that allows to transform the collision into an invariant
manifold, which typically contains hyperbolic equilibrium points or periodic orbits. In this way, the orbits that emanate from collision are solutions
on the unstable invariant manifolds associated to them, whereas the ones tending to collision belong to the stable manifolds. That is the approach
of [8], where the author analyzes the ejection/collision orbits in the CP problem. In such a case the ejection/collision manifold is a torus and
any ejection–collision (EC) orbit is a heteroclinic connection between two equilibrium points, which means, in particular, an infinite time to eject
from/collide with the origin. This is clearly a disadvantage from a numerical point of view. Moreover, the initial conditions on these heteroclinic
orbits are taken in an approximate way using an approximated parametrization of the invariant manifolds, starting not at the ejection/collision
but close to it.

Finally, let us remark that ejection/collision orbits also play an important role in other physical problems such as astronomy or celestial
mechanics. There are numerous analytical works on the existence of EC orbits, for the specific case of 1-EC (see Definition 1 of 𝑛-EC) in different
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problems, see for example [9–15]. More recently, numerical and analytical results have been obtained for the general case of 𝑛-EC orbits in the
RTBP [16–19] and for other phenomena such as the connections of EC orbits with invariant objects [20] and generalized periodic solutions [21,22].

Our objective in this paper is to gain insight in the dynamics close to collision in the CP problem, and analyze the behavior and evolution of the
families of 𝑛-EC orbits, with a particular emphasis on the properties and characteristics of the bifurcation families that arise as the energy levels
of the problem vary. We apply the Levi-Civita regularization which presents two clear advantages compared with the McGehee’s one: (i) the EC
orbits require a finite interval of time, (ii) and the initial conditions are exact on the collision point. Using Levi-Civita variables and following the
ideas introduced in [19], we can analytically prove the existence of two families of 𝑛-EC orbits for any 𝑛 ∈ 𝑁 , provided that the Jacobi constant
is sufficiently large.

We follow numerically these two families found analytically, and describe the structure of them, as well as the description of the bifurcations
that appear along the way as the value of 𝐶 decreases, where 𝐶 is the Jacobi constant, related to the energy 𝐻 by 𝐶 = −2𝐻 . In particular, we
compute the limit value of 𝐶, 𝐶̂, for which there exist two and only two 𝑛-EC orbits (for higher values of 𝐶) and we provide an analytical expression
or that 𝐶̂. Finally, special attention is devoted to quasi-periodic and periodic behavior of the 𝑛-EC orbits.

The paper is organized as follows: in Section 2 we deduce the system of ordinary differential equations (ODEs) for the motion of the electron
n a rotating system of coordinates. Several properties that will be useful for analyzing 𝑛-EC orbits are recalled and we provide the regularized

ODEs using the Levi-Civita variables. In Section 3, we present the 𝑛-EC orbits, the tools we will use to study them and the analytical result that
e can derive by following the ideas from [19]. Section 4 is devoted to the numerical simulations: continuation of the two (main) families of 𝑛-EC
rbits – guaranteed by the analytical results –, the computation of 𝐶̂ and to analyze the first bifurcation of one of the families. In Section 5 we
nalyze other bifurcations that appear along the continuation of the two main families. Such numerical simulations have been done using double,
uadruple and even multiple precision computations (when necessary); the systems of ODE are integrated with own implemented Runge–Kutta 78
see [23]) and Runge–Kutta 89 (see [24]) methods with an adaptive step size described in [25], and a Taylor method implemented on a robust,
ast and accurate package by Jorba and Zou [26].

. The CP problem. Main properties

We consider the relative motion of a hydrogen atom submitted to a circularly polarized (CP) microwave, where the pulse of the microwave
ield is taken with a flat-top shape, that is, the field amplitude is ramped up in time until it achieves a final, constant amplitude. In this study we
gnore the ramping and just consider the dynamics after the flat-top has been reached (see [3] for a discussion of the consequences of the initial
amp). See [3–5] for a detailed derivation of the model and its properties.

We consider a reference system where the nucleus of the hydrogen atom is at the origin. The dynamics of its electron in the limit of an infinitely
assive nucleus and in atomic units 𝑚𝑒 = ℎ̄ = 𝑒 = 1 subjected to a CP microwave field is described as a Hamiltonian system through

𝐻̃(𝑋, 𝑌 ,𝑍,𝑋′, 𝑌 ′, 𝑍′) = 1
2
(𝑋′2 + 𝑌 ′2 +𝑍′2) − 1

𝑅
+ 𝐹 (𝑋 cos(𝜔𝜏) + 𝑌 sin(𝜔𝜏)), (1)

where (𝑋, 𝑌 ,𝑍) are the position coordinates of the electron, 𝑅2 = 𝑋2 + 𝑌 2 +𝑍2, 𝜏 is the time, ′ = 𝑑
𝑑𝜏 , 𝜔 is the angular frequency of the microwave

field and 𝐹 > 0 is the field strength. We consider the motion in the planar case 𝑍 = 0. Furthermore, we take a rotating frame with the CP field,
that is, we introduce (𝑥, 𝑦) coordinates such that

(

𝑋
𝑌

)

=
(

cos(𝜔𝜏) − sin(𝜔𝜏)
sin(𝜔𝜏) cos(𝜔𝜏)

)(

𝑥
𝑦

)

.

Then, the Hamiltonian (1) transforms into an autonomous Hamiltonian given by

𝐻̃(𝑥, 𝑦, 𝑝𝑥, 𝑝𝑦) =
1
2
(𝑝2𝑥 + 𝑝2𝑦) − 𝜔(𝑥𝑝𝑦 − 𝑦𝑝𝑥) −

1
𝑅

+ 𝐹𝑥, (2)

where 𝑅 =
√

𝑥2 + 𝑦2, 𝑝𝑥 = 𝑥′ − 𝜔𝑦 and 𝑝𝑦 = 𝑦′ + 𝜔𝑥.
In order to simplify this Hamiltonian we introduce a rescaling in time 𝑡 = 𝜔𝜏 and a symplectic change of coordinates with multiplier 𝜔−1∕3

given by

(𝑥, 𝑦) = 𝜔2∕3(𝑥̂, 𝑦̂), (𝑝𝑥, 𝑝𝑦) = 𝜔1∕3(𝑝𝑥̂, 𝑝𝑦̂), (3)

so that the Hamiltonian (2) in the new variables (we drop the hat notation for simplicity) is

𝐻(𝑥, 𝑦, 𝑝𝑥, 𝑝𝑦) =
1
2
(𝑝2𝑥 + 𝑝2𝑦) − 𝑥𝑝𝑦 + 𝑦𝑝𝑥 −

1
𝑟
+𝐾𝑥, (4)

with 𝐾 = 𝐹∕𝜔4∕3, 𝑟 =
√

𝑥2 + 𝑦2, 𝑝𝑥 = 𝑥̇ − 𝑦, 𝑝𝑦 = 𝑦̇ + 𝑥 and ̇ = 𝑑
𝑑𝑡 . From now on we call (𝑥, 𝑦) the synodical coordinates.

We remark that the Hamiltonian obtained (4) has two degrees of freedom, depends on a single parameter 𝐾 > 0 and is expressed as a perturbation
the term 𝐾𝑥) of the well known Kepler problem in rotating coordinates.

The system of ordinary differential equations (ODE) associated with the Hamiltonian 𝐻 (4) is
{

𝑥̈ − 2𝑦̇ = 𝛺𝑥(𝑥, 𝑦),

𝑦̈ + 2𝑥̇ = 𝛺𝑦(𝑥, 𝑦),
(5)

where

𝛺(𝑥, 𝑦) = 1
2
𝑟2 + 1

𝑟
−𝐾𝑥, (6)

and 𝑟 =
√

𝑥2 + 𝑦2.
System (5) has some interesting properties for our purposes:
2
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Fig. 1. Hill regions for 𝐾 = 0.1 and 𝐶 > 𝐶𝐿1
, 𝐶 = 𝐶𝐿1

and 𝐶 < 𝐶𝐿1
(from left to right). 𝑃 denotes the nucleus located at the origin.

1. It has the symmetry:

(𝑡, 𝑥, 𝑦, 𝑥̇, 𝑦̇) → (−𝑡, 𝑥,−𝑦,−𝑥̇, 𝑦̇). (7)

A geometrical consequence is that, given an orbit in the configuration plane (𝑥, 𝑦) described in forward time, there exists another orbit in
the (𝑥, 𝑦) plane which is symmetrical with respect the 𝑥 axis and described in backward time.

2. It has two equilibrium points denoted by 𝐿𝑖 located in the configuration space at (𝑥𝐿𝑖
, 0), 𝑖 = 1, 2 with 𝑥𝐿1

< 0 and 𝑥𝐿2
> 0. Concerning

their stability, 𝐿1 is a center–saddle for any value 𝐾 > 0; 𝐿2 is a center–center for 𝐾 ≤ 𝐾𝑐𝑟𝑖𝑡 and a complex saddle for 𝐾 > 𝐾𝑐𝑟𝑖𝑡, being
𝐾𝑐𝑟𝑖𝑡 =

3−4∕3
2 ≈ 0.11556021. See details in [5].

3. It has a first integral, called Jacobi first integral, given by

𝐶 = 2𝛺(𝑥, 𝑦) − (𝑥̇2 + 𝑦̇2). (8)

4. For a fixed value of 𝐾 and the first integral 𝐶, the admissible regions of motion, known as Hill regions, are given by

(𝐶) = {(𝑥, 𝑦) ∈ R2
| 2𝛺(𝑥, 𝑦) ≥ 𝐶}. (9)

We denote by 𝐶𝐿𝑖
the value of 𝐶 at the equilibrium point 𝐿𝑖, 𝑖 = 1, 2. As 𝐿𝑖 are critical points of the potential (6), the topology of the Hill’s

regions change at 𝐶𝐿𝑖
. In Fig. 1 we plot the topology of the Hill regions for different values of 𝐶.

5. Due to the Lyapunov theorem (see [27]), for any value of 𝐾 > 0 there exists a family of Lyapunov periodic orbits around 𝐿1 when varying
𝐶. For any value of 𝐾 ∈ (0, 𝐾𝑐𝑟𝑖𝑡) there exist two families of periodic orbits around 𝐿2 (when the eigenvalues are not proportional) and for
𝐾 > 𝐾𝑐𝑟𝑖𝑡, although 𝐿2 is a complex saddle, there exists a family of periodic orbits due to a Hopf bifurcation that takes place (see [28]).

It is clear that system (5) has a singularity at the origin 𝑥 = 𝑦 = 0, that is, when 𝑟 = 0; we will say from now on a collision with the origin.
Precisely this paper is focused on orbits that eject from (or collide with) the origin, called ejection (collision orbits). See a formal definition in
next Section. Therefore, we need to regularize this singularity in order to deal with it. To do so, there are different possibilities to consider (see for
example [29]). Here we use the Levi-Civita regularization, which turns out to be a good choice both for analytical and numerical purposes. This
regularization consists in a transformation of coordinates and time given by

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑥 = 𝑢2 − 𝑣2,

𝑦 = 2𝑢𝑣,
𝑑𝑡
𝑑𝑠

= 4(𝑢2 + 𝑣2).

(10)

In these coordinates, the regularized system (5) becomes
{

𝑢′′ − 8(𝑢2 + 𝑣2)𝑣′ =
(

4(𝑢2 + 𝑣2)𝑈
)

𝑢 = −4𝐶𝑢 − 16𝐾𝑢3 + 12(𝑢2 + 𝑣2)2𝑢,

𝑣′′ + 8(𝑢2 + 𝑣2)𝑢′ =
(

4(𝑢2 + 𝑣2)𝑈
)

𝑣 = −4𝐶𝑣 + 16𝐾𝑣3 + 12(𝑢2 + 𝑣2)2𝑣,
(11)

where ′ = 𝑑∕𝑑𝑠 and

𝑈 (𝑢, 𝑣) = 1
2
(𝑢2 + 𝑣2)2 + 1

𝑢2 + 𝑣2
−𝐾(𝑢2 − 𝑣2) − 𝐶

2
. (12)

We notice that the system (11) has no singularities, is polynomial and it is defined for each value of the Jacobi first integral 𝐶 fixed.
In a similar way as system (5), system (11) has the following properties:

1. As the Levi-Civita transformation duplicates the configuration space, the equilibrium points are also duplicated and they are located on the
plane (𝑢, 𝑣). See Fig. 2.

2. Moreover, the equations of motion satisfy an extra symmetry, that is,

(𝑠, 𝑢, 𝑣, 𝑢′, 𝑣′) → (−𝑠, 𝑢,−𝑣,−𝑢′, 𝑣′), (13a)

(𝑠, 𝑢, 𝑣, 𝑢′, 𝑣′) → (−𝑠,−𝑢, 𝑣, 𝑢′,−𝑣′). (13b)
3
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Fig. 2. Hill region for 𝐾 = 0.1 and 𝐶 = 𝐶𝐿1
in synodical (left) and Levi-Civita (right) coordinates. The gradient of colors represents the angle with respect to the position of the

first primary in the original (𝑥, 𝑦) synodical coordinates. In gray the forbidden region.

Fig. 3. Trajectories of 𝑛-EC orbits for 𝑛 = 2, 4, 6, 8 (from left to right), 𝐾 = 0.1 and 𝐶 = 5.

3. The integral of motion (8) is given by the relation

𝑢′2 + 𝑣′2 = 8
(

𝑢2 + 𝑣2
)

𝑈, (14)

which is regular at the collision with the origin (𝑢 = 0, 𝑣 = 0). In particular the velocity at this point satisfies:

𝑢′2 + 𝑣′2 = 8. (15)

4. Given a value of 𝐶, the possible region of motion in (𝑢, 𝑣) variables now becomes

(𝐶) =
{

(𝑢, 𝑣) ∈ R2 ∣ (𝑢2 + 𝑣2)𝑈 ≥ 0
}

. (16)

See Fig. 2.
5. The existence of the Lyapunov orbits, of course, remains the same.

3. 𝒏-Ejection–collision orbits. Characterization and analytical results

We start defining an ejection (collision) orbit as that trajectory that ejects from (collides with) the origin. From (14) we know the velocity
relation at any point, and in particular at the origin. So we can define, for any given value of 𝐾 > 0, the ejection (collision) orbits manifold 𝑊 𝑒

(𝑊 𝑐) of energy level 𝐶 as the sets of orbits that have initial (final) conditions

(𝑢(0), 𝑣(0), 𝑢′(0), 𝑣′(0)) = (0, 0, 2
√

2 cos 𝜃0, 2
√

2 sin 𝜃0), for any 𝜃0 ∈ [0, 𝜋) (17)

integrated forward (backward) in time. Notice that, due to the doubling configuration plane in Levi-Civita variables, there is no need to consider
𝜃0 ∈ [0, 2𝜋). Therefore, given 𝐾 and 𝐶, an ejection (collision) orbit is characterized by 𝜃0. An ejection–collision (EC) orbit is an orbit that belongs
to 𝑊 𝑒 ∩𝑊 𝑐 .

In this work, we will focus on a specific type of ejection–collision orbits, the so called 𝑛-ejection–collision orbits, defined as follows.

Definition 1. An 𝑛-ejection–collision (𝑛-EC) orbit is the orbit that describes the electron when it ejects from the nucleus and collides with it at the
𝑛 relative minimum in the distance with respect to the origin.

Remark. The definition of the 𝑛-EC orbits implies that the orbits describe 𝑛 relative maxima in the distance with respect to the origin before
colliding in the 𝑛 relative minimum with it. This characterization allows us to have a more visual characterization of the 𝑛-EC orbits (see for
example Fig. 3).
4
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Fig. 4. 𝐾 = 0.1, 𝐶 = 𝐶𝐿1
. Left. Curve (𝜃0 ,𝑀𝐿𝐶 (𝑛, 𝜃0)), for 𝑛 = 1, 2. Right. The two corresponding 𝑛-EC orbits on the (𝑥, 𝑦) projection.

It is well known that collisions in 𝑁 body problems (an ejection can be viewed as a collision backwards in time) are related to zero angular
momentum, see for example the nice revision about collisions in 𝑁-body problems by Saari [30]. In fact, collision orbits have zero angular
momentum at the collision. In synodic coordinates the angular momentum writes 𝑀 = 𝑥 𝑦′ − 𝑦 𝑥′. In a similar way we can define directly the
angular momentum in Levi-Civita coordinates as

𝑀𝐿𝐶 = 𝑢𝑣′ − 𝑣𝑢′. (18)

Next, let us provide the following result that characterizes the collision based on the value of the angular momentum.

Proposition 1. A solution of system (11) is a collision orbit if and only if it satisfies that at a minimum in the distance to the origin the angular momentum
𝑀𝐿𝐶 is equal to zero and 𝑢′2 + 𝑣′2 ≠ 0.

Proof. First, it is clear that if a collision takes place, 𝑢 = 𝑣 = 0, the distance is at a minimum and 𝑀𝐿𝐶 = 0 is trivially satisfied. Notice also that at
collision, using the Jacobi integral (15) we have that 𝑢′2 + 𝑣′2 = 8 ≠ 0.

Next, suppose that 𝑀𝐿𝐶 = 0, 𝑢′2 + 𝑣′2 ≠ 0 and the distance to the origin is at a minimum. In particular, (𝑢, 𝑣, 𝑢′, 𝑣′) is a critical point of the
distance function, that is,

𝑢𝑢′ + 𝑣𝑣′ = 0. (19)

Suppose that 𝑣′ ≠ 0 (the same argument applies if 𝑢′ ≠ 0). Then, from 𝑀𝐿𝐶 = 0 we have that 𝑢 = 𝑣𝑢′∕𝑣′ and by (19)
𝑣𝑢′

𝑣′
𝑢′ + 𝑣𝑣′ = 0 ⟹ 𝑣𝑢′2 + 𝑣𝑣′2 = 𝑣(𝑢′2 + 𝑣′2) = 0 ⟹ 𝑣 = 0,

and then also 𝑢 = 0, so we are at a collision. This concludes the proof. □

This characterization for detecting collisions, based on angular momentum computation, is crucial for our study of 𝑛-EC orbits. In this manner,
let us introduce the subsequent definition:

Definition 2. For a fixed value of 𝐾 and 𝐶 we define 𝑀𝐿𝐶 (𝑛, 𝜃0) as the value of the angular momentum (18) of the ejection orbit with ejection
angle 𝜃0 at the 𝑛th minimum in the distance to the nucleus.

It is important to note that from Proposition 1, we can see that the zeros of 𝑀𝐿𝐶 (𝑛, 𝜃0) correspond to the 𝑛-EC orbits, which will have an ejection
angle 𝜃0 (see Lemma 1 in Appendix A for technical details). Therefore, the problem of computing 𝑛-EC orbits is analogous to finding the zeros of
𝑀𝐿𝐶 (𝑛, 𝜃0) (see Fig. 4).

Furthermore, by following a procedure similar to the one introduced in [19] for computing the zeros of 𝑀𝐿𝐶 (𝑛, 𝜃0), we can obtain the following
analytical result:

Theorem 1. Assume a given value of 𝐾 > 0. Then, there exists a value 𝐿̂ such that for 𝐿 ≥ 𝐿̂ and any 𝑛 ∈ 𝐍, for 𝐶 = 𝐿𝑛2∕3 there exist exactly two 𝑛-EC
orbits of the CP problem given by (11). In the (𝑥, 𝑦) projection, each 𝑛-EC orbit is symmetric with respect to the 𝑥 axis.
5
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Remark 1. It is worth noting that the constant 𝐿̂ in the Theorem is independent of the value of 𝑛. Therefore, the dependence of 𝐶̂ = 𝐿̂𝑛2∕3 in 𝑛 is
expressed explicitly and, as we will see in Section 4, the analytical expression obtained coincides with the numerical results.

Remark 2. The values of 𝐶 considered in the analytical results will typically satisfy 𝐶 > 𝐶𝐿1
. This condition guarantees that the dynamics is only

possible in a confined region around the origin, and is quite simple. See Fig. 1 left.

Definition 3. Given 𝐾 > 0 and 𝑛, when varying the Jacobi constant 𝐶, two different families of 𝑛-EC orbits are obtained. We define them families
𝛼𝑛 and 𝛽𝑛.

The general idea of the proof is that through the regularization of Levi-Civita, a change of coordinates involving the new definition of 𝐶 as
𝐶 = 𝐿𝑛2∕3 and a rescaling of time, we can separate the dynamics of the two-body problem (𝐾 = 0) from the perturbation. Treating it as a fixed-point
problem, applying Proposition 1 that allows us to detect collisions based on angular momentum and applying the Implicit Function Theorem, we
conclude that there exist two 𝑛-EC orbits under the assumptions described in Theorem 1. The symmetry of these orbits is a consequence of the
problem’s inherent symmetry (13). The details can be found in Appendix A and follows the concepts introduced in [19].

4. Numerical extension

The analytical result of Theorem 1 only provides us with results for values of 𝐶 that are sufficiently large, so the natural step is to complement
such result from a numerical point of view. More concretely:

(i) For any given value of 𝐾 > 0 and 𝑛 > 0, we compute and continue numerically both families of 𝑛-EC orbits 𝛼𝑛 and 𝛽𝑛 (see Definition 3). We
take the value of 𝐶 as the parameter of continuation of both families.

(ii) Theorem 1 claims the existence of the two families, for any 𝑛 given provided that 𝐶 is big enough. On one hand, we consider values of 𝐶
not necessarily big. On the other hand, the Theorem claims that both families exist if 𝐶 ≥ 𝐶̂, where 𝐶̂ = 𝐿̂𝑛2∕3, for some suitable value of 𝐿̂.
However, no specific value of 𝐶̂ (or equivalently 𝐿̂) is obtained from the analytical proof. Precisely, this value of 𝐶̂ is the bifurcation value
of 𝐶 for which the first bifurcation takes place, for each fixed value of 𝑛. We compute such limit constant value 𝐶̂, and we also provide an
analytical expression that fits the value of 𝐶̂.

(iii) We analyze the bifurcations that appear when doing the continuation of the families for 𝐾 > 0 and 𝑛 fixed and decreasing the value of
𝐶. That is, for smaller values of 𝐶, there exist more than two 𝑛-EC orbits. We discuss some particularities of the first bifurcating family,
which has two branches, and we describe the properties concerning periodicity and symmetry of their 𝑛-EC orbits. Moreover, we explain
the relation between some 𝑛-EC orbits of the bifurcated branches and families of periodic (non EC) orbits.

Remark. Along this Section we will always assume 𝐶 ≥ 𝐶𝐿1
(see Figs. 1 and 2).

4.1. Numerical computation of the families 𝛼𝑛 and 𝛽𝑛 of 𝑛-EC orbits

In order to compute an 𝑛-EC orbit, for a value of 𝐾 > 0, 𝑛 and 𝐶 (big) given, we will use Proposition 1. Starting at an ejection with initial
conditions (17), we have a unique trajectory, which is an ejection orbit. We numerically integrate the system (11) along time until the trajectory
reaches the 𝑛th minimum distance to the origin with 𝑢′2 + 𝑣′2 > 0. At this particular instant of time we compute the angular momentum. Varying
the initial condition 𝜃0 ∈ [0, 𝜋), we obtain the curve 𝑀𝐿𝐶 (𝑛, 𝜃0) and we look for its zeros, see Fig. 4. To compute the numerical extension of the
families 𝛼𝑛 and 𝛽𝑛, we will use the following approach: having set a value of 𝐾 > 0 and 𝐶 large enough, for a fixed 𝑛, we will evaluate 𝑀𝐿𝐶 (𝑛, 𝜃0)
n a grid of values 𝜃0 ∈ [0, 𝜋]. From this grid, using a Newton method, we can easily determine the starting conditions of the ejection–collision
rbits (corresponding to the solutions 𝜃∗0 of 𝑀𝐿𝐶 (𝑛, 𝜃0) = 0) as well as the required time 𝑠∗ of those to reach collision. Next, by fixing a smaller
alue of 𝐶 and using the previous values (𝜃∗0 , 𝑠

∗) as a starting point, we can find the conditions for this new value of 𝐶 with a Newton method.
inally, we extend both families in (𝐶, 𝜃0, 𝑠) using the arc parameter as an additional equation. We show the result of this computation in Fig. 5,
or 𝐾 = 0.1, 𝐶 ∈ [𝐶𝐿1

, 6] and 𝑛 = 1. The two curves 𝛼1 and 𝛽1 (plot on the right) correspond to points where both conditions 𝑀𝐿𝐶 (𝑛, 𝜃0) = 0 and
𝑢′2 + 𝑣′2 > 0 are satisfied. The blue curve corresponds to family 𝛼1 and the red one to family 𝛽1. The graded color blue and red of the curves help
to identify the two 1-EC orbits associated with each value of 𝐶 (see the projection in the configuration coordinates (𝑥, 𝑦), left plot). We show in
black the 1-EC orbits for 𝐶 = 4.5.

4.2. First bifurcations

It is clear that numerically we can continue families 𝛼𝑛 and 𝛽𝑛 (existing for 𝐶 big enough) for decreasing values of 𝐶. In doing so, bifurcations
naturally appear. The purpose of this Subsection is to focus our attention on the first bifurcation of each family. Before doing so, let us make a
comment about periodic ejection–collision orbits, that will appear naturally when studying bifurcations.

Given an EC orbit, let us define 𝜃𝑓 as the polar angle of the velocity vector (in Levi-Civita coordinates) at the collision. Actually we may have
two different cases:

(i) 𝜃0 = 𝜃𝑓 , then the EC orbit will be periodic of period 𝑇 in (𝑢, 𝑣) coordinates (being 𝑇 the time spent from ejection to collision). See Fig. 6
top, where the periodic EC orbit (in purple or in red) are plotted both in Levi-Civita (𝑢, 𝑣) coordinates and synodical ones (𝑥, 𝑦). Note that both LC
orbits correspond to the same synodical one. We clearly see that, in (𝑢, 𝑣) coordinates, after describing three petals (that is, the number of maxima
f the distance to the nucleus) the condition 𝜃0 = 𝜃𝑓 is satisfied. Meanwhile, the orbit in (𝑥, 𝑦) coordinates also describes three petals.

(ii) |𝜃𝑓 − 𝜃0| = 𝜋, the orbit arrives at a collision with an angle such that |𝜃𝑓 − 𝜃0| = 𝜋 in time 𝑇 and due to the nature of Levi-Civita variables,
in order to have a periodic orbit in (𝑢, 𝑣) coordinates, a time equal to 2𝑇 is required. See Fig. 6 bottom where the ejection orbit describes not four
ut eight petals in order to be a periodic orbit. Meanwhile, the orbit in (𝑥, 𝑦) variables is described twice (it bounces back after collision).

Let us remark that due to the symmetry of the problem, we know that the initial angle and the collision angle of the EC orbits of the 𝛼𝑛 and 𝛽𝑛
amilies satisfy the condition 𝜃0 = 𝜋 − 𝜃𝑓 (mod 𝜋). Therefore, when the initial angle of the orbits of these families is 𝑘𝜋∕2 with 𝑘 ∈ Z, we will have
6
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Fig. 5. Left: The (𝑥, 𝑦) projection of the 1-EC orbits belonging to families 𝛼1 (in blue) and 𝛽1 (in red) for 𝐶 ∈ [𝐶𝐿1
, 6] and 𝐾 = 0.1. Right: The two families 𝛼1 and 𝛽1 are characterized

by the variables (𝜃0 , 𝐶).

Fig. 6. Periodic EC orbits in Levi-Civita coordinates (left) or synodical ones (right). Top. Period 𝑇 . Bottom. Period 2𝑇 .

Next we describe the first bifurcation that takes place when doing the continuation of families 𝛼𝑛 and 𝛽𝑛, varying 𝐶. We discuss the results
obtained for 𝐾 = 0.1, but, of course, the same kind of exploration can be done for any value of 𝐾. For the values explored 𝐾 ∈ (0, 1], we have
obtained the same behavior.

In order to show the bifurcation, we plot in Fig. 7 the value of the function 𝑀𝐿𝐶 (𝑛, 𝜃0), for 𝐾 = 0.1, 𝐶 ∈ [𝐶𝐿1
, 10] and 𝑛 = 5, 6, 7, 8, 9, 10. The

continuous black curves provide the values 𝑀𝐿𝐶 (𝑛, 𝜃0) = 0 corresponding to 𝑛-EC orbits (see Proposition 1).
Looking at Fig. 7, we remark that we clearly see the intersection between family 𝛼𝑛 and 𝜃0 = 𝜋∕2 and the one of family 𝛽𝑛 and 𝜃0 = 0 (mod 𝜋).

We know that precisely for these values of 𝜃 , the corresponding 𝑛-EC orbit is periodic.
7
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Fig. 7. Value of the angular momentum 𝑀𝐿𝐶 (𝑛, 𝜃0) for 𝐾 = 0.1, 𝑛 = 5, 6, 7, 8, 9, 10. In black, the values of (𝜃0 , 𝐶) at which 𝑀𝐿𝐶 = 0.

Next, we describe the evolution of the bifurcating orbits of the first bifurcation family when doing the continuation of the two main families.
On one hand, it is apparent that there is a bifurcating family, and the bifurcation seems to be at 𝜃0 = 𝜋∕2, giving rise to two different branches that
seem to terminate at family 𝛽𝑛 for 𝜃0 = 𝜋 (mod 𝜋). See Fig. 7.

Let us focus on the first bifurcating family of 𝑛-EC orbits – appearing from the bifurcated orbit – for decreasing values of 𝐶, that is the almost
horizontal curve for 𝜃0 ∈ [0, 𝜋] bifurcating from the family 𝛼𝑛 (see Fig. 7). The bifurcated family exists for a suitable range in 𝐶 and for the whole
range of 𝜃0 ∈ [0, 𝜋]. We denote by 𝐵𝑛 the bifurcated family. Actually it consists of two branches, 𝐵−

𝑛 and 𝐵+
𝑛 . These two branches can be observed

with more detail in Fig. 8 for 𝑛 = 6 and 𝐾 = 0.1 (the green and purple curves respectively). The two bifurcated branches emerge from family 𝛼𝑛
apparently at 𝜃0 = 𝜋∕2 and collapse into the family 𝛽𝑛 apparently at 𝜃0 = 0 (mod 𝜋).

From Fig. 8 it is apparent that when the orbit in the family 𝛼6 is periodic (see trajectory i⃝, for 𝜃0 = 𝜋∕2), the branches 𝐵−
6 (represented in

green) and 𝐵+
6 (represented in purple) emerge, both of which are symmetrical to one another (see trajectories ii⃝ and iii⃝). These two branches seem

to collapse into the orbit of the family 𝛽6 with an initial angle of 𝜃0 = 0 (or 𝜋) (see trajectory iv⃝). We enumerate the petals to show the actual path
along the EC orbits and also to see the evolution of the obits when decreasing 𝐶.
8
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Fig. 8. Top left. Families 𝛼6 (in blue), 𝛽6 (in red) and the bifurcated branches (in green and purple). Top right. Periodic 6-EC orbit. Bottom. Orbits belonging to the two bifurcated
branches. Orbit iv⃝ is a periodic 6-EC orbit. The orbits are plotted in synodical (𝑥, 𝑦) coordinates.

Let us remark that due to the symmetry (13) of the problem, if there exists an orbit with ejection angle 𝜃10 ∈ [0, 𝜋) there will be another collision
orbit with angle 𝜃2𝑓 = 𝜋 − 𝜃10 –assuming from now on that we deal with angles modulus 𝜋 due to the double covering of the Levi-Civita variables–.
If we suppose that the orbits with initial angles 𝜃1,20 are EC orbits, we have also that 𝜃1𝑓 = 𝜋 − 𝜃20 . That is:

𝜃10 = 𝜋 − 𝜃2𝑓 (mod 𝜋),

𝜃20 = 𝜋 − 𝜃1𝑓 (mod 𝜋).

}

(20)

From Figs. 7 and 8, it is apparent that the two branches, 𝐵+
𝑛 and 𝐵−

𝑛 , exhibit symmetry with respect to the initial angle. In particular, it seems
that the ejection angle 𝜃+0 of the orbits from the branch 𝐵+

𝑛 and the ejection angle 𝜃−0 of the orbits of the branch 𝐵−
𝑛 are symmetric with respect

to 𝜋∕2. This symmetry would imply, as discussed previously, that the orbits of branches 𝐵+
𝑛 and 𝐵−

𝑛 correspond to families of periodic 𝑛-EC orbits.
However, although this symmetry seems to exist, it really does not, that is, the 𝑛-EC orbits of the bifurcated branches 𝐵−

𝑛 and 𝐵+
𝑛 are not periodic

in general, but only 𝑛 − 1 specific orbits will be periodic. To provide numerical evidence of this assertion, we compute the difference between the
initial and final angles of these orbits, that is the quantity

𝑑(𝜃0, 𝜃𝑓 ) =
[

𝜃0 − 𝜃𝑓 + 𝜋∕2
]

(mod 𝜋) − 𝜋∕2. (21)

From the above discussion, the zeros of 𝑑(𝜃0, 𝜃𝑓 ) correspond to periodic 𝑛-EC orbits. It turns out that we obtain exactly 𝑛− 1 values of 𝜃0 such that
𝑑(𝜃0, 𝜃𝑓 ) = 0, that is, we have 𝑛−1 periodic 𝑛-EC orbits belonging to the families 𝐵+

𝑛 and 𝐵−
𝑛 . This can be observed in Fig. 9 for the orbits of the 𝐵−

𝑛
family where 𝑑(𝜃0, 𝜃𝑓 ) is plotted as a function of the ejection angle for 𝑛 = 6, 7, 8, 9, 10, 11 and 𝐾 = 0.1. Therefore, given 𝑛, not all the 𝑛-EC orbits of
the bifurcating branches are periodic, but only 𝑛−1 of them are periodic (those associated with the zeros of 𝑑(𝜃0, 𝜃𝑓 ) = 0). Note that as 𝑛 increases,
the range of values taken by 𝑑 becomes extremely small, and it is necessary to work with multiple precision. Furthermore, as we will see later on,
these 𝑛−1 periodic 𝑛-EC orbits are symmetric themselves and therefore, these 𝑛−1 periodic 𝑛-EC orbits of 𝐵−

𝑛 and 𝐵+
𝑛 are the same. Moreover, we

will show later on that they have one intermediate collision. This symmetry (so periodic) property does not happen for the remaining orbits of the
two branches.

Therefore, the bifurcation family 𝐵𝑛 is born from the family 𝛼𝑛 at 𝜃0 close to 𝜋∕2 and collapse at the family 𝛽𝑛 at 𝜃0 close to 0 (mod 𝜋). This
can be observed in Fig. 9.

The behavior observed in Fig. 9 can be explained through the existence of two families of self-symmetric periodic orbits (non EC orbits in
general), one family composed of stable orbits and the other family of unstable ones. Along the evolution of each family (varying 𝐶) particular
periodic orbits have collisions with the nucleus. Such EC orbits, that are self-symmetric and periodic, are precisely the only ones belonging to
branches 𝐵−

𝑛 and 𝐵+
𝑛 that are periodic.

In Fig. 10 top we schematically show the two families of periodic orbits (PO) varying the value of 𝐶 (on the 𝑥 axis). We also label from 1 to
7 precisely the orbits belonging to one family or to the other one that have collisions with the nucleus. Orbits 1, 3, 5, 7 belong to the family of
stable PO and orbits 2, 4, 6 belong to the family of unstable PO, and all of them are EC-orbits. The stable periodic orbit labeled by 1 is the first
one to collide with the nucleus as 𝐶 decreases. This orbit is precisely the periodic 6-EC orbit of the family 𝛼6 which has an initial angle 𝜃0 = 𝜋∕2.
Similarly orbit labeled by 7 is the last one to collide with the nucleus as 𝐶 decreases, and it belongs to family 𝛽6 which has an initial angle 𝜃0 = 0
(mod 𝜋). Orbits 1 and 7 do not belong to 𝐵− whereas orbits 2, 3, 4, 5 and 6 do.
9

6



Physica D: Nonlinear Phenomena 460 (2024) 134033E. Barrabés et al.
Fig. 9. 𝑑(𝜃0 , 𝜃𝑓 ) of the orbits of 𝐵−
𝑛 for 𝐾 = 0.1 and 𝑛 = 6, 7, 8, 9, 10, 11 (from left to right and top to bottom).

Notice that whereas orbits 1 and 7 describe six petals and start and end at collision (and there are no intermediate collisions along the trajectory),
this does not happen for orbits 2, 3, 4, 5 and 6. If we focus on the branch 𝐵−

6 , orbit 2 ejects, describes five petals, collides, ejects and describes one
more petal and collides, completing six petals. We say that it is a 6-EC orbit of type 5 + 1. Similarly orbit 3 ejects, describes four petals, collides,
ejects, describes two petals and collides. So it is a 6-EC orbit of type 4 + 2. Similarly orbit 4 is of type 3 + 3, orbit 5 of type 2 + 4 and orbit 6 of
type 1 + 5. See Fig. 10 where the actual path along the trajectory can be followed by the green numbering along the petals. Orbits 2, 3, 4, 5 and 6
belong to the branch 𝐵−

6 and each one has an initial value of 𝜃0, say 𝜃−0 . As previously remarked, there exists the corresponding value 𝜃+0 = 𝜋 − 𝜃−0
that provides the initial angle for the same orbit but now belonging to the branch 𝐵+

6 and with a different trajectory (that is the same orbit – as a
set of points – but differently described). In Fig. 10 the trajectory can be followed by the purple numbering.

It is interesting to focus, just for a while, on the two families of PO (not EC orbits in general) and their relation with the EC orbits. Concerning
the stability character of the orbits of the family of unstable/stable PO, we have obtained a very mild behavior. More precisely, we have computed
the eigenvalues of the monodromy matrix for each periodic orbit, which are 𝜆1 = 1, 𝜆2 = 1, 𝜆3 = 𝜆, 𝜆4 = 1∕𝜆. For 𝐾 = 0.1 and 𝑛 = 6 and for the
stable PO, the imaginary part of 𝜆3 is of order 1.𝑒 − 5, similarly the same order is obtained for the difference from 1 of 𝜆3 ∈ R when taking the
unstable PO. Such quantity increases with 𝐾 but decreases when increasing 𝑛.

Surrounding each of these stable POs, we have a family of tori. This foliation of tori has a rotation number very close to 0 due to the fact that
the imaginary part associated with the pair of complex eigenvalues of the monodromy matrix of the stable PO is very small. Thus, fixed a value of
𝐶, we have that the two EC orbits (belonging to 𝐵−

𝑛 and 𝐵+
𝑛 respectively) either consist of these two POs (when 𝑑 = 0) or are part of this foliation of

tori that is invariant around the stable PO. This can be observed in Fig. 11, where we consider 𝐾 = 1 and the Poincaré section 𝛴 = {𝑢 = 0, 𝑢′ > 0}.
In the figure we take 𝐶 = 3.5. We plot, first, the intersection of the two periodic orbits (which are not EC orbits), one which is stable (in blue) and
one unstable (in red). Second, we plot in black the first 50000 intersections of the EC orbit belonging to 𝐵+

6 with 𝛴. We remark that although it
is a 6-EC orbit (in particular such intersection points contain two points belonging to the vertical line 𝑣 = 0), since it is not periodic, the trajectory
we go on and on (along time) describing (typically) a quasiperiodic orbit. We can see (more clearly in the zoom on the right), that this 6-EC is part
of a torus around the stable PO. Finally, note that not all the EC orbits with 𝑑 ≠ 0 will be quasiperiodic, since, as it is well known, there will be
resonances in the family of tori and therefore some of them will be POs with very long periods (recall that the imaginary part is very small).

Thus, in general, given 𝑛, the behavior of the first bifurcation of family 𝛼𝑛, is as follows: there exists a bifurcated family 𝐵𝑛 (composed by the
branches 𝐵− and 𝐵+) for 𝜃 ∈ [0, 𝜋]. Such bifurcation (where the two branches emerge) does not take place at 𝜃 = 𝜋∕2 and the branches do not
10
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Fig. 10. Evolution of the collisions of the periodic orbits (PO) related with the bifurcation family 𝐵6 for 𝐾 = 0.1. Top: Values of 𝐶 at which the seven collisions associated with
the POs occur. Bottom: Trajectories of the POs with collisions. The numbers indicate the order in which the loops are traversed, and the color of the numbers indicates the family
of 6-EC orbits to which they belong: blue for 𝛼6, green for 𝐵−

6 , purple for 𝐵−
6 and red for 𝛽6. In particular we have that the trajectory 1 belongs to the family 𝛼6, the trajectories

2–6 belong to the families 𝐵−
6 and 𝐵+

6 and the trajectory 7 belongs to 𝛽6.

Fig. 11. Left: Intersection with 𝛴 = {𝑢 = 0, 𝑢′ > 0} of the stable periodic orbit (blue) and the unstable one (red) that have 6 relative maximums in the distance from the first
primary for 𝐾 = 1 and 𝐶 = 3.5. In black the first 50 000 intersections of the 6-EC orbit belonging to the 𝐵+

6 with this value of 𝐶. Right: Zoom.

terminate at 𝜃0 = 0 (mod 𝜋) but with respective values very close to them. There exist two families of self-symmetric PO (one of stable PO and
one of unstable PO) which contain (varying 𝐶) 𝑛+1 self-symmetric periodic orbits with collisions, say 𝑘 = 1,… , 𝑛+1. The first periodic 𝑛-EC orbit
(𝑘 = 1) is the one belonging to the family of stable PO and is the one belonging to family 𝛼𝑛 for 𝜃0 = 𝜋∕2, but this orbit does not belong to the
bifurcated branches; the (𝑛+ 1)th one (𝑘 = 𝑛+ 1) belongs to the family of stable (unstable) PO for 𝑛 even (odd) and belongs to family 𝛽𝑛 for 𝜃0 = 0
(mod 𝜋), but this orbit does not belong to the bifurcated branches. Focusing on the branch 𝐵−

𝑛 , only 𝑛 − 1 (𝑘 = 2,… , 𝑛) of the 𝑛-EC orbits are
periodic. For 𝑘 = 2,… , 𝑛, each periodic 𝑛-EC orbit has two collisions along the trajectory describing 𝑛 petals. If 𝑘 is even (odd), the corresponding
PO belongs to the family of unstable (stable) PO. Actually these periodic 𝑛-EC orbits are the same ones for both branches 𝐵− and 𝐵+.
11
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Fig. 12. The dots correspond to the values of 𝐶̂(𝐾, 𝑛) for 𝐾 = 0.01, 𝐾 = 0.1 and 𝐾 = 0.2 (from top to bottom) for 𝐶 ≥ 𝐶𝐿1
(𝐾). The continuous black curve is 𝑛2∕3.

4.3. Fitting the value of 𝐿̂

Let us recall that in the proof of Theorem 1 the relation 𝐶 = 𝐿𝑛2∕3 provides an explicit expression of the value of 𝐶 as a function of 𝑛, such
that there exist two 𝑛-ECO, for that value of 𝐶 fixed big enough, and the implicit function theorem can be applied. Our next goal is to compute
numerically, for a fixed value of 𝐾 > 0 and 𝑛 ≥ 1, the (first) limit value 𝐶̂ for which the first bifurcation appears, so that for 𝐶 > 𝐶̂ there exist only
two ECO.

The method used consists in taking an interval 𝐼 = [𝐶𝑎, 𝐶𝑏] of values of 𝐶, and for each 𝐶 ∈ 𝐼 , (starting at 𝐶𝑏) we vary 𝜃0 ∈ [0, 𝜋) and find
the two specific values corresponding to the two expected 𝑛-EC orbits. As we decrease 𝐶, we find a value of 𝐶 ∈ 𝐼 such that more than two 𝑛-EC
orbits exist, which means that new families have bifurcated. Then, we refine the value of 𝐶 where the bifurcation appears. That is precisely the
specific value of 𝐶̂. We show in Fig. 12 the results obtained for 𝑛 ranging from 6 to 100, and the particular values of 𝐾 = 0.01, 0.1 and 0.2, using
different colors. We have considered 𝐶 ≥ 𝐶𝐿1

, which implies that only the cases 𝑛 ≥ 6 are explored (for 𝑛 = 1,… , 5, the value of 𝐶 for which the
first bifurcation appears is less than 𝐶𝐿1

).
Moreover we want an analytical expression for a good fitting of 𝐶̂ depending on 𝑛. Theorem 1 predicts 𝐶̂ = 𝐿̂𝑛2∕3. In Fig. 12 we have also

plotted the curve 𝐶̂ = 𝑛2∕3 as a continuous black curve. At first glance, we remark the good fitting taking 𝐶̂ = 𝐿̂𝑛2∕3 with the value 𝐿̂ = 1. In order
to check such a fitting value of 𝐿̂ = 1, we have also computed the quotient 𝐶̂(𝐾, 𝑛)∕𝑛2∕3 in Fig. 13 varying 𝑛 from 3 to 100 and for the same values
of 𝐾. We observe that the smaller the value of 𝐾 and the bigger the value of 𝑛, the better the fitting becomes.

Let us somewhat explain the reason for the fitting expression 𝐶̂ = 𝑛2∕3, which is precisely related to the periodicity. For any value of 𝐾 and
𝑛 let us consider the first bifurcating orbit, that is the 𝑛-EC orbit that we have observed that occurs at 𝜃0 very close to 𝜋∕2. We notice from the
computations that the first bifurcation takes place for a value of 𝐶 = 𝐶̂ such that the 𝑛-EC orbit is not periodic but very close to a periodic 𝑛-EC
orbit (belonging to family 𝛼𝑛) which is periodic with period, in ordinary time 𝑡, very close to 2𝜋.

We remark that 2𝜋 is precisely the rotation period of the rotating (synodical) system.
Now taking an order zero approximation (in 𝐾) for the ordinary time 𝑡 in formula (32), with 𝑡 = 2𝜋, and the time  to reach the 𝑛th minimum

in distance to the origin approximately as  ∗
0 = 𝜋 (see (39)), we obtain

2𝜋 = 2𝜋𝜀3

so, 1 = 𝜀3 or equivalently since 𝜀 = 1∕
√

𝐿, we get 𝐿 = 𝐿̂ = 1.
We also want to remark that in this argument we are taking as ordinary time 𝑡, the one given by formula (32) and we are skipping the term

 ∗
1 (see (39)) as well. From the expression of  ∗

1 , we observe that 𝐾 appears in the numerator, 𝑛 in the denominator, so the fitting would become
better (worse) as far as 𝐾 decreases (increases) and n increases (decreases), with accordance to the behavior observed in Figs. 12 and 13.
12
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Fig. 13. Values of 𝐶̂(𝐾, 𝑛)∕𝑛2∕3 for 𝐾 = 0.01, 𝐾 = 0.1 and 𝐾 = 0.2.

5. A sequence of bifurcations

The first bifurcation described so far appears for any value of 𝑛. See Fig. 7. However, as 𝑛 increases, new bifurcations appear. See Fig. 14 where
the first and second bifurcations are clearly seen for 𝐾 = 0.1 and 𝑛 = 11, 12, 13, 14, 15, 16.

The same kind of mechanism, discussed for the first bifurcation, applies for the subsequent bifurcations, that is, along the continuation of the
main families 𝛼𝑛 and 𝛽𝑛 alternatively, each time that 𝜃0 = 𝜋∕2, the corresponding 𝑛-EC orbit is periodic with a period, in ordinary time 𝑡, very
close to 2𝜋𝑝, for 𝑝 = 1, 2, 3,… (decreasing 𝐶). For 𝑛 fixed, there appears a bifurcating family for 𝜃0 very close to, but different from, 𝜃0 = 𝜋∕2, at
a particular value of 𝐶, say 𝐶𝑝. Thus we obtain in a successive way a sequence of values 𝐶 = 𝐶𝑝 where the bifurcation occurs. For each 𝑝, the
bifurcating family starts at 𝐶𝑝, exists for all 𝜃0 ∈ [0, 𝜋], giving rise to two branches in a small range of values of 𝐶. Such branches collapse at 𝜃0 = 0
very close to 0 (mod 𝜋), that is, at a value of 𝐶 different from, but very close to, the value of 𝐶 of the periodic 𝑛-EC orbit of the family 𝛼𝑛 or 𝛽𝑛
accordingly. See Fig. 14.

We compute numerically the sequence of values of 𝐶𝑝, 𝑝 = 1,… , 10 and 𝑛 = 6,… ., 100 for 𝐾 = 0.1. They are shown in Fig. 15. We also plot
the fitting curves 𝐶𝑝(𝑛) = (𝑛∕𝑝)2∕3, which indeed fit quite well the computed values 𝐶𝑝. The argument to achieve this expression is the same as in
Section 4.3. However, now the successive bifurcations appear for values of 𝜃0 very close (but different) from 𝜋∕2 and the 𝑛-EC bifurcating orbit is
very close to the 𝑛-EC periodic orbit belonging to 𝛼𝑛 or 𝛽𝑛 with period in 𝑡 very close to 2𝜋𝑝 (that is, every 𝑝 rotating periods), whereas the time
from ejection to collision remains very close to  ∗

0 = 𝜋. Therefore the expression (32) (taken as an approximation) now becomes

2𝜋𝑝 = 2𝜋𝜀3

so 𝑝 = 𝜀3 or, equivalently, 𝐿 = 𝑝−2∕3 and the corresponding fitting curve becomes 𝐶𝑝(𝑛) = 𝑝−2∕3𝑛2∕3 = (𝑛∕𝑝)2∕3.
Again the smaller the value of 𝐾 and the bigger the value of 𝑛, the better the fitting becomes.

5.1. Overlapping of families

We have seen in the previous Section that the successive bifurcations take place for values of 𝜃0 very close to 𝜋∕2, at 𝑛-EC orbits close to the
periodic 𝑛-EC orbits belonging to families 𝛼𝑛 and 𝛽𝑛. Similarly the collapse of branches take place at 𝜃0 very close to 𝜋.

Now let us explain a double overlapping phenomena concerning the families of 𝑛-EC orbits and the bifurcated families.
Notice a first effect of overlapping in Fig. 16. The families 𝛼6, 𝛽12, 𝛼18, 𝛽24 and 𝛼30 (in general 𝛼6(2𝑘−1) and 𝛽6(2𝑘), for 𝑘 ≥ 1) cross along their

way the same point at 𝜃0 = 𝜋∕2. The same basic periodic 6-EC orbit is described 2, 3, 4 and 5 times (in general 2𝑘 − 1 and 2𝑘 times) respectively
regarded as an orbit of the corresponding family. The same kind of overlapping takes place for families 𝛽6, 𝛼12, 𝛽18, 𝛼24 and 𝛽30 at 𝜃0 = 𝜋. We have
shown this first effect of overlapping for 𝑛 = 6, but of course it also applies for any value of 𝑛.

Let us concentrate on the bifurcated families. From now on, we define the label 𝛼𝑖𝑛 as the 𝑖th intersection of family 𝛼𝑛 with 𝜃0 = 0 (mod 𝜋∕2).
Similarly for 𝛽𝑖𝑛. First, we introduce some notation: we denote by 𝐵𝑖

𝑛 the 𝑖th bifurcated family of 𝑛-EC orbits, similarly 𝐵𝑖±
𝑛 the corresponding

branches (and for 𝑖 = 1, we simply write 𝐵𝑛, 𝐵±
𝑛 ). Moreover we say that a bifurcated family is basic if it is labeled as 𝐵𝑝

𝑞 with gcd(𝑝, 𝑞) = 1.
The same kind of properties observed for the bifurcating families at the first bifurcation do apply in general:
(i) The families 𝐵𝑖𝑝

𝑖𝑞 are very close to each other in the sense that 𝑖𝑞
𝑖𝑝 = 𝑞

𝑝 , but they bifurcate (and end) at different values of 𝜃0 very close to 𝜋∕2
(and 𝜋). In Fig. 16, the bifurcated families 𝐵6, 𝐵2

12, 𝐵
3
18, 𝐵

4
24 and 𝐵5

30 are shown. They are all born at a (different) corresponding value of 𝜃0 very
close to 𝜃0 = 𝜋∕2 and collapse at a different (associated) value of 𝜃0 close to 𝜃0 = 𝜋. However they are so close to each other that they cannot be
distinguished in the figure.

(ii) Regarding the relation between periodic orbits and the orbits belonging to the bifurcated families, we obtain the same kind of behavior as
explained in the previous Section: the family 𝐵𝑝

𝑞 , with gcd(𝑝, 𝑞) = 1, has 𝑞−1 periodic 𝑞-EC orbits, called basic orbits. The corresponding trajectories
describe 𝑞 petals doing 𝑝 rounds (around the origin in synodical coordinates (𝑥, 𝑦)). Remarkably, these periodic EC orbits are particular members
of one or other family of the two existing families of symmetric periodic orbits – in general without collisions – (alternating a stable periodic orbit
and an unstable periodic one).

Moreover, the families 𝐵𝑖𝑝
𝑖𝑞 are different but coincident in these particular 𝑞 − 1 periodic 𝑞-EC orbits. This is precisely the second peculiar

overlapping phenomenon. Each such orbit belonging to 𝐵𝑖𝑝 is the same orbit as the basic one but described 𝑖 times. To illustrate the existence of
13
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Fig. 14. Value of the angular momentum 𝐾 = 0.1, 𝑛 = 11, 12, 13, 14, 15, 16.

(and coincidence at) these 𝑞 − 1 periodic 𝑞-EC orbits belonging to family 𝐵𝑖𝑝
𝑖𝑞 , in Fig. 17 we show the distance 𝑑(𝜃0, 𝜃𝑓 ) for the branches 𝐵−

6 , 𝐵2−
12 ,

𝐵3−
18 , 𝐵4−

24 and 𝐵5−
30 . The 𝑞 − 1 periodic orbits correspond to the zeros of 𝑑(𝜃0, 𝜃𝑓 ), which are coincident for the different branches.

(iii) The 𝑖th bifurcation 𝐵𝑖
𝑛 is born from the main family 𝛼𝑛 very close to 𝛼𝑖𝑛 if 𝑖 is odd, or from the main family 𝛽𝑛 very close to 𝛽𝑖𝑛 if 𝑖 is even.

Similarly for the collapse of the bifurcating branches. See Fig. 18.
Another way to explain this overlapping of families is shown in Fig. 18. Rather than focusing on the bifurcating families (branches), let us

concentrate on the successive intersections of families 𝛼𝑛 and 𝛽𝑛 with 𝜃0 = 𝜋∕2, where periodic 𝑛-EC take place. Recall that 𝛼𝑖𝑛 (𝛽𝑖𝑛) stands for the
𝑖th intersection of family 𝛼𝑛 with 𝜃0 = 0 (mod 𝜋∕2). The same label will also be used for the associated periodic 𝑛-EC orbit (of the family) which
is which describes 𝑛 petals doing 𝑖 rounds. We obtain:

for 𝛼𝑖𝑛 ∶
{

𝜃0 = 0 (mod 𝜋), 𝑖 even, for 𝛽𝑖𝑛 ∶
{

𝜃0 = 0 (mod 𝜋), 𝑖 odd,
14
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Fig. 15. 𝐾 = 0.1. The dots correspond to the first 10 bifurcation values of 𝐶𝑝 (assuming 𝐶 ≥ 𝐶𝐿1
(𝐾)). The black continuous curves correspond to the fitting curves (𝑛∕𝑝)2∕3 with

𝑝 = 1,… , 10.

Fig. 16. 𝐾 = 0.1. Overlapping of families. The bifurcated families 𝐵6, 𝐵2
12, 𝐵

3
18, 𝐵

4
24 and 𝐵5

30 (in green and purple) are born all very close to 𝜃0 = 𝜋∕2 and collapse close to 𝜃0 = 0.

Fig. 17. 𝑑(𝜃0 , 𝜃𝑓 ) of the orbits of 𝐵𝑗−
6𝑗 for 𝐾 = 0.1 and 𝑗 = 1,… , 5.
15
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Fig. 18. 𝐾 = 0.1 and 𝑛 = 30. Left. Continuation of families 𝛼30 and 𝛽30 and the appearing bifurcations when decreasing 𝐶. Right. The periodic EC orbits at 𝜃0 = 𝜋∕2.

Moreover, given 𝛼𝑝𝑞 with gcd(𝑝, 𝑞) = 1 (that is, a basic periodic EC orbit describing 𝑞 petals doing 𝑝 rounds), all the points labeled 𝛼(2𝑘+1)𝑝(2𝑘+1)𝑞 and
𝛽2𝑘𝑝2𝑘𝑞 coincide at 𝛼𝑝𝑞 (similarly interchanging 𝛼 and 𝛽), and the corresponding trajectory is the same one as the basic orbit simply described the
number of times given by the multiplicity.

Let us show that property in Fig. 18. The main two families for values of 𝐶 decreasing from 𝐶 = 12 are the families 𝛼30 (the blue curve on
the figure) and 𝛽30 (the red curve). Let us denote by 𝛼130, 𝛽

2
30, 𝛼

3
30, 𝛽

4
30, 𝛼

5
30 the corresponding points in the Figure at 𝜃0 = 𝜋∕2 when decreasing 𝐶.

We see the first intersection of family 𝛼30 with 𝜃0 = 𝜋∕2 at point 𝛼130 (and we notice the bifurcation of two branches of 30-EC orbits that emerge –
collapse – for 𝜃0 close to 𝜋∕2 –𝜋–). We show this periodic 30-EC orbit 𝛼130 in Fig. 18 top right. The trajectory describes 30 petals along one round,
and, since it is the first intersection of family 𝛼30 with 𝜃0 = 𝜋∕2, this implies that the time 𝑡 to describe the 30-EC orbit (from ejection to collision)
is close to 2𝜋.

Decreasing 𝐶, the family 𝛽30 crosses 𝜃0 = 𝜋∕2 at point 𝛽230. Through this point there has been a previous intersection of family 𝛼15, say at point
𝛼115. In Fig. 18 right, we show the basic periodic 15-EC orbit 𝛼115 with 15 petals along one round and the time 𝑡 to describe the 15-EC orbit is close
to 2𝜋, since it is the first intersection of family 𝛼15 with 𝜃0 = 𝜋∕2 as can be seen in Fig. 14. The same orbit is described twice regarded as the orbit
𝛽230 (thirty petals doing two rounds) belonging to family 𝛽30.

Next, decreasing 𝐶, we see the family 𝛼30 which crosses 𝜃0 = 𝜋∕2 at point 𝛼330. At this point families 𝛽20 and 𝛼10 have already crossed this point
at 𝛽220 and 𝛼110 respectively. The basic periodic EC orbit corresponds to 𝛼110, which is a 10-EC orbit (with ten petals along one round) and also can
be regarded as an orbit described twice as an orbit of family 𝛽20 or an orbit described three times regarded as an orbit of family 𝛼30. See Fig. 18
right. Notice that since the family 𝛼10 has the first intersection at 𝛼110 (see Fig. 7), the time 𝑡 from ejection to collision is close to 2𝜋.

Decreasing 𝐶, an analogous behavior takes place for the overlapping of families 𝛽30 and 𝛽15 at point 𝛽430 = 𝛽215. Now, though, the basic orbit
describes fifteen petals doing two rounds – recall the notation 𝛽215 – and the original time 𝑡 spent along the 15-EC orbit from ejection to collision is
close to 4𝜋 = 2 ⋅ 2𝜋. We show the basic orbit in Fig. 18 right, where the numbering of the petals helps counting the number of rounds. The same
orbit can bed regarded as 𝛽4 (i.e. thirty petals doing four rounds).
16
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Fig. 19. 𝐾 = 1 and 𝑛 = 30. Continuation of families 𝛼30 and 𝛽30 and the appearing bifurcations when decreasing 𝐶.

Fig. 20. 𝐾 = 1, 𝑛 = 30 and 𝐶 = 5. Curve 𝑀𝐿𝐶 (30, 𝜃0). In colors the EC orbits and the labels of the families (branches) they belong to.

Decreasing 𝐶, similarly an overlapping of families 𝛼30 and 𝛼6 occurs at point 𝛼530 = 𝛼16 . The basic periodic 6-EC orbit (as an orbit of family 𝛼6)
describes six petals doing one round and the time from ejection to collision is close to 2𝜋. The orbit is already shown in Fig. 8 top right. The same
orbit can be regarded as 𝛼530, that is describing thirty petals doing five rounds.

To conclude let us make the following two comments concerning the bifurcated families. The first observation is that, naturally, as we increase
the value of 𝑛 and decrease the value of 𝐶, more bifurcations appear. This is expected, as we have mentioned, since the value of 𝐶 at which the 𝑝th
bifurcation of the 𝑛-EC orbits occurs is close to (𝑛∕𝑝)2∕3. The second one is that the range in 𝐶 where each bifurcating family exists clearly depends
on the parameters of the problem. More precisely, from the numerical simulations we infer that as 𝐾 > 0 gets smaller the range in 𝐶 where the
bifurcated families exist is really thin. However, as 𝐾 > 0 increases, this range increases and the bifurcated families are closer to each other. We
show this phenomenon in Fig. 19 for 𝐾 = 1, where we have followed the continuation of families 𝛼30 and 𝛽30 and the bifurcated families as well.
Compare Figs. 18 and 19. We notice that, whereas for 𝐾 > 0 small (𝐾 = 0.1 in Fig. 18) and for any value of 𝐶 (in the figure), we obtain either
two EC orbits (one belonging to each family 𝛼 and 𝛽 ) or four EC orbits (two additional EC orbits that belong to a bifurcated family). However,
17

30 30



Physica D: Nonlinear Phenomena 460 (2024) 134033E. Barrabés et al.
Fig. 21. Curves 𝑀𝐿𝐶 (𝑛, 𝜃0) for 𝑛 = 1,… , 1000 for 𝐶 = 5 and 𝐾 = 10−3 , 10−2 , 0.1, 1 (from top to bottom).

as 𝐾 > 0 increases, besides the fact that the bifurcated families exist on bigger ranges of values of 𝐶 these families get close to each other, that
is we observe an accumulation among the bifurcated families and the main families 𝛼𝑛 and 𝛽𝑛. In this case, given a value of 𝐶, there may exist
more than four EC orbits. We show this effect in Fig. 20, for 𝐾 = 1, 𝑛 = 30 and 𝐶 = 5. We plot the curve 𝑀𝐿𝐶 (30, 𝜃0). We observe there exist eight
intersection points with the horizontal axis (𝑀𝐿𝐶 (30, 𝜃0) = 0), which correspond to eight different EC orbits. We label each EC orbit by the label
of the family (or branch) they belong to using the same color code as in Fig. 19.

5.2. Global behavior of the ejection orbits

The behavior of 𝑛-EC orbits can be easily observed when studying the global behavior of ejection orbits. As previously explained, the bifurcations
of 𝑛-EC orbits that arise from the 𝛼𝑛 and 𝛽𝑛 families have a periodic or a quasi-periodic character. Since the families of periodic orbits associated with
these bifurcations have a very weak character, we can globally detect the different 𝑛-EC orbits that exist for a particular value of 𝐶 by observing
the value of the angular momentum at successive crossings with the minimum, i.e., by studying 𝑀𝐿𝐶 (𝑛, 𝜃) for various values of 𝑛 at the same time.

For example, in Fig. 21, we plot the curve 𝑀𝐿𝐶 (𝑛, 𝜃0) for 𝑛 = 1,… , 1000 for 𝐾 = 10−3, 10−2, 0.1, 1 and 𝐶 = 5. From this figure one can note that
the angular momentum value is clearly bounded. This is expected, as for values of 𝐶 ≥ 𝐶𝐿1

the Hill region enforces the electron to have a bounded
motion around the nucleus. Furthermore, it can also be noted that for certain values of 𝜃0, the value of 𝑀𝐿𝐶 (𝑛, 𝜃0) accumulates around specific
points. Such behavior is due to the fact that for these values of 𝜃0, we have an 𝑛-EC orbit (and other ejection orbits close to it) belonging to one
of the EC bifurcation families. Note again that this behavior is due to the stability of the periodic orbits associated with the bifurcation.

This last observation can be seen in more detail in Fig. 22, which shows the case 𝐾 = 0.1 and a zoom of it. In Fig. 22 top we also mark the
ejection angles 𝜃0 associated with the two 11-EC orbits belonging to branches 𝐵−

11 and 𝐵+
11 and two 34-EC orbits belonging to branches 𝐵3−

34 and
𝐵3+
34 . In this top figure we also observe other accumulation points for 𝑀𝐿𝐶 , and if we focus in a particular range of 𝜃0 we can detect more (see

Fig. 22 bottom). We remark that in Fig. 22 we only mark some of the 𝜃0 values of the EC orbits associated with the basic bifurcations 𝐵𝑝±
𝑞 (where

𝑝 and 𝑞 are coprime), but close to them there are other 𝑛-EC orbits associated with the families 𝐵𝑝𝑖±
𝑞𝑖 with 𝑖 ≥ 2. We emphasize that we only mark

the most visible bifurcation families but it is clear that there are many more. So there appears a rich bifurcating structure of bifurcated EC orbits.
18
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Fig. 22. 𝐾 = 0.1. Curves 𝑀𝐿𝐶 (𝑛, 𝜃0) for 𝑛 = 1,… , 1000 and 𝐶 = 5. Zoom area. The label 𝐵𝑝±
𝑞 plus an arrow stands for the 𝜃0 of an EC orbit belonging to such family.
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Appendix A. Proof of Theorem 1

Recently, in [19], the authors prove the existence of, not two but, four families of 𝑛-EC orbits in the circular restricted three-body problem
(RTBP). The proof of Theorem 1 follows similar arguments. Next, in order to be self contained, we present here the baseline of the proof, and place
the more technical details to Appendix B for any interested reader.
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The process of the proof is as follows. First, inspired in the change of variables applied in the RTBP, we introduce the following change of
variables and time:

𝑢 =

√

2
√

𝐿𝑛1∕3
 , 𝑣 =

√

2
√

𝐿𝑛1∕3
 ,  =

2
√

𝐿
𝑛2∕3

𝑠, 𝐶 = 𝐿𝑛2∕3. (22)

Then, system (11) becomes

⎧

⎪

⎨

⎪

⎩

̈ = −𝑛2 + 8
(

 2 + 2) ̇𝜀3 + 12
(

 2 + 2)2  𝜀6 − 8𝐾𝑛2∕3 3𝜀4,

̈ = −𝑛2 − 8
(

 2 + 2) ̇ 𝜀3 + 12
(

 2 + 2)2 𝜀6 + 8𝐾𝑛2∕33𝜀4,
(23)

here 𝜀 = 1∕
√

𝐿 and ̇ = 𝑑
𝑑 . System (23) has the same properties as the ones described above for the system (11) in Levi-Civita regularization,

since the change (22) consists simply in a rescaling of the variables and time. Notice that for 𝐶 big enough, 𝜀 becomes a small parameter.
Next Lemma gives a situation in which Proposition 1 can be applied in the context of system (23).

emma 1. If 𝐶 is large enough and a solution of system (23) is in the interior of the bounded component of the Hill’s region and located at a minimum
in the distance to the origin, then ̇ 2 + ̇2 ≠ 0.

Proof. The proof is as follows. If  =  = 0, using the Jacobi integral (15) and the change (22), we have that ̇ 2 + ̇2 = 𝑛2 ≠ 0.
Suppose that  2 + 2 > 0 and ̇ = ̇ = 0. Then the solution is on the zero velocity curve inside the bounded component of the Hill’s region

and it cannot be at a minimum of the distance to the origin function. In fact, if it were at a minimum, its second derivative ̈ + ̈ cannot be
egative at this point. Using the equations of motion (23):

̈ + ̈ = −𝑛2( 2 + 2) − 8𝐾𝑛2∕3(4 − 4)𝜀4 + 12(𝑈2 + 𝑉 2)3𝜀6,

ut this quantity is negative for 𝜀 small enough if  2 + 2 is not big, which contradicts the hypothesis. □

Let us introduce the vector notation  = ( , , ̇ , ̇). The system (23) can be written as

̇ =  0( ) +𝐾 1( ), (24)

here

 0( ) =

⎛

⎜

⎜

⎜

⎜

⎝

̇
̇

−𝑛2 + 8( 2 + 2)̇𝜀3 + 12( 2 + 2)2 𝜀6

−𝑛2 − 8( 2 + 2)̇ 𝜀3 + 12( 2 + 2)2𝜀6

⎞

⎟

⎟

⎟

⎟

⎠

,  1( ) = 8𝑛2∕3𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

0
0

− 3

3

⎞

⎟

⎟

⎟

⎟

⎠

. (25)

emark. Notice that ̇ =  0( ) corresponds to the Kepler problem after the rotation, Levi-Civita and rescaling changes, so system (24) is
ritten as the Kepler problem plus the perturbation 𝐾 1( ), with 𝐾 not necessarily small, where  1( ) only depends on the position variables,
1( ) =  1( ,).

At this point, our next goal is to find the solution as  =  0 + 1 where  0 is the solution of the 2-body problem

̇ 0 =  0( 0), (26)

and  1 is the solution of

̇ 1 = 𝐾 1( 0 + 1) +  0( 0 + 1) −  0( 0). (27)

Note that we are interested only in the ejection orbits, denoted by  𝑒 =  𝑒
0+ 𝑒

1. Due to the change of variables and time given in (22), the initial
conditions of these orbits (17) now become

 𝑒
0(0) = (0, 0, 𝑛 cos 𝜃0, 𝑛 sin 𝜃0) and  𝑒

1(0) = 𝟎. (28)

For simplicity we will write  𝑒
0( ) =  𝑒

0(𝑛, 𝜃0,  ) and  𝑒
1( ) =  𝑒

1(𝑛, 𝜃0,  ).
In a similar way as we defined 𝑀𝐿𝐶 , we can define the angular momentum  in the new coordinates as

 =  ̇ − ̇ . (29)

Note that  is directly related with 𝑀𝐿𝐶 by

𝑀𝐿𝐶 = 4
√

𝐿𝑛4∕3
. (30)

Definition 4. For any fixed value 𝑛, let  be a solution of system (23) with initial conditions (0, 0, 𝑛 cos 𝜃0, 𝑛 sin 𝜃0). We define (𝑛, 𝜃0) as the
value of the angular momentum (29) of the ejection orbit with ejection angle 𝜃0 at the 𝑛th minimum in the distance to the nucleus.

So the strategy of the proof is, using Proposition 1 and Lemma 1, to find the values of 𝜃0 such that (𝑛, 𝜃0) = 0. We show in Fig. 4, left, the curve
(𝜃0,𝑀𝐿𝐶 (𝑛, 𝜃0)), for 𝑛 = 1, 2 for a specific value of 𝐶. Notice that we only consider 𝜃0 ∈ [0, 𝜋) due to doubling configuration plane in Levi-Civita (or
ad hoc ( ,) variables). We see that the curve crosses twice the 𝑀𝐿𝐶 = 0 axis, so there are two specific values of 𝜃0 such that correspond to 𝑛-EC
orbits, plotted on the right.

In order to compute the angular momentum (𝑛, 𝜃0), we follow the next steps. We give here a summary of each of them, we refer the reader
20

to Appendix B for the details of the proofs.
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(i) First, we compute the solution  𝑒
0( ) of the unperturbed system (26). Notice that, although it is an integrable system, it is not straight to

find explicit solutions. To find  𝑒
0, first we solve the 2-body problem in sidereal (non rotating) Levi-Civita coordinates (in such a case we know the

xplicit expression of the solution), second, we apply the rotation transformation to move from the sidereal coordinates to the synodical (rotating)
nes plus the change (22). Finally, considering the initial conditions (28) for the specific case of the ejection orbits we obtain

{

 𝑒
0 ( ) =

[

cos 𝜃0 cos (−𝑡∕2) − sin 𝜃0 sin (−𝑡∕2)
]

sin(𝑛 ),

𝑒
0 ( ) =

[

cos 𝜃0 sin (−𝑡∕2) + sin 𝜃0 cos (−𝑡∕2)
]

sin(𝑛 ),
(31)

with

𝑡 = 2
[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

𝜀3. (32)

Recall that 𝑡 is the time in the sidereal system, so (32) relates the sidereal time 𝑡 with the rescaled time  . The details of this step are done in
Appendix B.1.

Remark. Notice that from (31) it is very easy to obtain that the 𝑛th minimum distance will be reached when

 =  ∗
0 = 𝜋. (33)

(ii) Second, we compute the solution  𝑒
1( ) of the perturbed problem (27) with initial conditions as in (28). To do so we rewrite system (27)

s

̇ 1 = 𝐷 0( 0) 1 + ( 1), (34)

where  0 =  𝑒
0 is the ejection solution (31) of the two body problem and

( 1) = 𝐾 1(
𝑒
0 + 1) +  0(

𝑒
0 + 1) −  0(

𝑒
0) −𝐷 0(

𝑒
0) 1. (35)

Note that the ejection solution  𝑒
1 has zero initial condition and therefore, it is the solution of the implicit equation

 𝑒
1 = { 𝑒

1}, (36)

where

{ }( ) = 𝑋( )∫



0
𝑋−1(𝜏)( (𝜏)) 𝑑𝜏, (37)

and 𝑋( ) is the fundamental matrix of the linear system:

̇ 1 = 𝐷 0(
𝑒
0) 1. (38)

The technical strategy at this point is to apply a Fixed Point Theorem to Eq. (36) to prove the existence of the solution  𝑒
1. The details of the proof

are done in Appendix B.2.
(iii) Next, we compute the time  ∗ to reach the 𝑛th minimum distance to the origin. In Lemma 9 we prove that

 ∗ =  ∗
0 +  ∗

1 = 𝜋 −
3𝐾𝜋 cos(2𝜃0)

𝑛4∕3
𝜀4 + 𝐾

𝑛4∕3
(𝜀7), (39)

where the  notation denotes uniformity in 1∕𝑛1∕3.
(iv) Finally, we compute the angular momentum of the ejection solution  𝑒 =  𝑒

0 + 𝑒
1 at time  =  ∗. The expression obtained is

(𝑛, 𝜃0) =
3𝐾𝜋𝑛2∕3 sin(2𝜃0)

2
𝜀4 +𝐾𝑛2∕3(𝜀7). (40)

The details of the proof are in Lemma 10 in Appendix B.2.
In this way, applying the Implicit Function Theorem, we have that for 𝜀 ≥ 0 small enough (𝑛, 𝜃0) has two and only two roots in [0, 𝜋) given

by

𝜃0 =
𝜋𝑚
2

+ (𝜀3), 𝑚 = 0, 1, (41)

regardless of the values of the parameter 𝐾 > 0 and 𝑛. It is clear from (40) that the roots 𝜃0 are simple, and so we have proved that there exist
exactly two 𝑛-EC orbits. On the other hand, the symmetry of these two 𝑛-EC orbits comes from the symmetry (13a) in the ( ,) variables.

This concludes the proof of Theorem 1.

ppendix B. Proof of the auxiliary lemmas

So far, we have provided a sketch of the proof of Theorem 1. In this Section, we give the results and the detailed proofs needed to prove the
heorem. Recall that the problem, after several changes of coordinates, is given by the system of equations (23).

The section is organized as follows: first, we detail the computation of the solution of the Kepler problem given by Eqs. (26), second we prove
he existence of solution for the perturbed problem written as a fixed point problem (36), and then we compute the time to reach the 𝑛th minimum
istance to the origin.
21
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B.1. Solution of the unperturbed system

We consider Eq. (26):

̇ 0 =  0( 0),

here  0 is given in (25).

emma 2. The ejection orbits  𝑒
0, solution of system (26) with initial conditions

 𝑒
0(0) = (0, 0, 𝑛 cos 𝜃0, 𝑛 sin 𝜃0), (42)

re given by
{

 𝑒
0 ( ) =

[

cos 𝜃0 cos (−𝑡∕2) − sin 𝜃0 sin (−𝑡∕2)
]

sin(𝑛 ),

𝑒
0 ( ) =

[

cos 𝜃0 sin (−𝑡∕2) + sin 𝜃0 cos (−𝑡∕2)
]

sin(𝑛 ),
(43)

where

𝑡 = 2
[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

𝜀3. (44)

Proof. We must solve the system
{

̈0 = −𝑛20 + 8( 2
0 + 2

0 )̇0𝜀
3 + 12( 2

0 + 2
0 )

20𝜀
6,

̈0 = −𝑛20 − 8( 2
0 + 2

0 )̇0𝜀
3 + 12( 2

0 + 2
0 )

20𝜀
6,

(45)

hich is the Kepler problem in rotating coordinates, plus a regularization and a rescaling of the variables and time.
First, we consider the Kepler problem in sidereal (non rotating), non-dimensional units, and we introduce Levi-Civita coordinates plus the change

f variables (22), (̄0, ̄0):

⎧

⎪

⎨

⎪

⎩

̈̄0 = −
[

𝑛2 − 4(̄0
̇̄0 − ̄0

̇̄0)𝜀3
]

̄0,

̈̄0 = −
[

𝑛2 − 4(̄0
̇̄0 − ̄0

̇̄0)𝜀3
]

̄0,
(46)

here ̇ = 𝑑
𝑑 and

𝑑𝑡
𝑑

= 4(̄ 2
0 + ̄2

0 )𝜀
3. (47)

Note that system (46) can be directly obtained from system (45) through the relation

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0( ) = ̄0( ) cos(−𝑡∕2) − ̄0( ) sin(−𝑡∕2),

0( ) = ̄0( ) sin(−𝑡∕2) + ̄0( ) cos(−𝑡∕2),

̇0( ) =
[

̇̄0 + 2(̄ 2
0 + ̄2

0 )̄0𝜀
3
]

cos(−𝑡∕2) −
[

̇̄0 − 2(̄ 2
0 + ̄2

0 )̄0𝜀
3
]

sin(−𝑡∕2),

̇0( ) =
[

̇̄0 + 2(̄ 2
0 + ̄2

0 )̄0𝜀
3
]

sin(−𝑡∕2) +
[

̇̄0 − 2(̄ 2
0 + ̄2

0 )̄0𝜀
3
]

cos(−𝑡∕2).

(48)

Since the rotation required to move from the sidereal coordinate system to the synodic system (or vice versa) is half that in non-regularized systems,
due to the duplication of the configuration space that occurs with the Levi-Civita regularization.

Then the solution of (46) with initial conditions (̄0,0, ̄0,0, ̇̄0,0, ̇̄0,0) at  = 0 is

⎧

⎪

⎪

⎨

⎪

⎪

⎩

̄0( ) = ̄0,0 cos(𝜔 ) +
̇̄0,0

𝜔
sin(𝜔 ),

̄0( ) = ̄0,0 cos(𝜔 ) +
̇̄0,0

𝜔
sin(𝜔 ),

(49)

where 𝜔 =
√

𝑛2 − 4(̄0,0
̇̄0,0 − ̄0,0

̇̄0,0)𝜀3. It is also well known that the angular momentum is constant
[

̄0
̇̄0 − ̄0

̇̄0

]

( ) = ̄0,0
̇̄0,0 − ̄0,0

̇̄0,0. (50)

Then, using (49) and (47) the value 𝑡( ) is given by

𝑡( ) = 2

[

(

̄ 2
0,0 + ̄2

0,0

)

(

 +
cos(𝜔 ) sin(𝜔 )

𝜔

)

+
2
(

̄0,0
̇̄0,0 + ̄0,0

̇̄0,0
)

𝜔2
sin2(𝜔 )

+
̇̄ 2
0,0 +

̇̄2
0,0

2

(

 −
cos(𝜔 ) sin(𝜔 )

)

]

𝜀3.

(51)
22
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The relation between the sidereal (non rotating) initial conditions and the synodical (rotating) ones can be obtained from (48) putting  = 0

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0,0 = ̄0,0,

0,0 = ̄0,0,

̇0,0 = ̇̄0,0 + 2(̄ 2
0,0 + ̄2

0,0)̄0,0𝜀
3,

̇0,0 = ̇̄0,0 − 2(̄ 2
0,0 + ̄2

0,0)̄0,0𝜀
3,

⎧

⎪

⎪

⎨

⎪

⎪

⎩

̄0,0 = 0,0,

̄0,0 = 0,0,
̇̄0,0 = ̇0,0 − 2( 2

0,0 + 2
0,0)0,0𝜀

3,
̇̄0,0 = ̇0,0 + 2( 2

0,0 + 2
0,0)0,0𝜀

3.

(52)

We are interested in the particular case of ejection orbits, which have as their initial condition

̄ 𝑒
0,0 =  𝑒

0,0 = (0, 0, 𝑛 cos 𝜃0, 𝑛 sin 𝜃0). (53)

So the ejection orbits in rotating coordinates, denoted by  𝑒
0 (𝜃0,  ),𝑒

0 (𝜃0,  ) are given by:
{

 𝑒
0 ( ) =

[

cos 𝜃0 cos (−𝑡∕2) − sin 𝜃0 sin (−𝑡∕2)
]

sin(𝑛 ),

𝑒
0 ( ) =

[

cos 𝜃0 sin (−𝑡∕2) + sin 𝜃0 cos (−𝑡∕2)
]

sin(𝑛 ),
(54)

with

𝑡 = 2
[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

𝜀3.

This finishes the proof of Lemma 2 □

From the above result, we can find an explicit expression for the fundamental matrix of system (38).

emma 3. The fundamental matrix 𝑋 for system (38)

̇ 1 = 𝐷 0(
𝑒
0) 1

where  𝑒
0 is the solution of (26) with initial conditions (0, 0, 𝑛 cos 𝜃0, 𝑛 sin 𝜃0) can be expressed as

𝑋( ) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

cos(𝑛 ) + (𝜀3) (𝜀3)
sin(𝑛 ) + (𝜀3)

𝑛
1
𝑛
(𝜀3)

(𝜀3) cos(𝑛 ) + (𝜀3)
1
𝑛
(𝜀3)

sin(𝑛 ) + (𝜀3)
𝑛

−𝑛 sin(𝑛 ) + 𝑛(𝜀3) 𝑛(𝜀3) cos(𝑛 ) + (𝜀3) (𝜀3)
𝑛(𝜀3) −𝑛 sin(𝑛 ) + 𝑛(𝜀3) (𝜀3) cos(𝑛 ) + (𝜀3)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

roof. Consider the general solution  0 of system (26) given by (48), we can express the fundamental matrix of the system

̇ 1 = 𝐷 0( 0) 1,

s 𝑋 = 𝐵𝐴, where

𝐵 =

⎛

⎜

⎜

⎜

⎜

⎝

cos(−𝑡∕2) − sin(−𝑡∕2) 0 0
sin(−𝑡∕2) cos(−𝑡∕2) 0 0

0 0 cos(−𝑡∕2) − sin(−𝑡∕2)
0 0 sin(−𝑡∕2) cos(−𝑡∕2)

⎞

⎟

⎟

⎟

⎟

⎠

, (55)

nd 𝐴 is the matrix with rows

𝑨1( ) =
[

𝜕̄0
𝜕 0(0)

+
̄0
2

𝜕𝑡
𝜕 0(0)

]

( ),

𝑨2( ) =
[

𝜕̄0
𝜕 0(0)

−
̄0
2

𝑑𝑡
𝜕 0(0)

]

( ),

𝑨3( ) =

[

𝜕 ̇̄0
𝜕 0(0)

+ 2
(

̄ 2
0 + 3̄2

0
)

𝜀3
𝜕̄0

𝜕 0(0)
+ 4̄0̄0𝜀

3 𝜕̄0
𝜕 0(0)

+
̇̄0 − 2(̄ 2

0 + ̄2
0 )̄0𝜀3

2
𝜕𝑡

𝜕 0(0)

]

( ),

𝑨4( ) =

[

𝜕 ̇̄0
𝜕 0(0)

− 2
(

3̄ 2
0 + ̄2

0
)

𝜀3
𝜕̄0

𝜕 0(0)
− 4̄0̄0𝜀

3 𝜕̄0
𝜕 0(0)

−
̇̄0 + 2(̄ 2

0 + ̄2
0 )̄0𝜀3

2
𝜕𝑡

𝜕 0(0)

]

( ),

(56)

where ̄ 0 is given by (49) and 𝑡 by (51).
We consider an ejection orbit  =  𝑒

0, that has initial conditions (0, 0, 𝑛 cos 𝜃0, 𝑛 sin 𝜃0). Then, the fundamental matrix 𝑋 can be expressed as
= 𝐵𝑒𝐴𝑒 with

𝐴𝑒 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

cos(𝑛 ) + (𝜀3) (𝜀3)
sin(𝑛 ) + (𝜀3)

𝑛
1
𝑛
(𝜀3)

(𝜀3) cos(𝑛 ) + (𝜀3)
1
𝑛
(𝜀3)

sin(𝑛 ) + (𝜀3)
𝑛

−𝑛 sin(𝑛 ) + 𝑛(𝜀3) 𝑛(𝜀3) cos(𝑛 ) + (𝜀3) (𝜀3)
3 3 3 3

⎞

⎟

⎟

⎟

⎟

⎟

⎟

,

23

⎝ 𝑛(𝜀 ) −𝑛 sin(𝑛 ) + 𝑛(𝜀 ) (𝜀 ) cos(𝑛 ) + (𝜀 )⎠
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w

B

T
(

G

S

𝑛

B

P

P

a

L

w

P

s

s

and

𝐵𝑒 = 𝐼𝑑 +

⎛

⎜

⎜

⎜

⎜

⎝

(𝜀6) (𝜀3) 0 0
(𝜀3) (𝜀6) 0 0
0 0 (𝜀6) (𝜀3)
0 0 (𝜀3) (𝜀6)

⎞

⎟

⎟

⎟

⎟

⎠

.

Note that the explicit elements of 𝐴𝑒 are provided in Appendix C, but, for our purpose, it is enough to consider this expression.
This concludes the proof. □

B.2. The perturbed problem

The objective is to prove the existence of a solution  𝑒
1 for Eq. (36)

 𝑒
1 = { 𝑒

1},

here  is defined in (37). The strategy is to apply a Fixed Point Theorem.

.2.1. Preliminaries
We consider the space 𝜒 = {𝒇 ∶ [0, 𝑇 ] ⟶ R4,𝒇 continuous}, for a given 𝑇 . For any function 𝒇 = (𝑓1,… , 𝑓4) ∈ 𝜒 we consider the norm:

‖𝒇‖ = sup
 ∈[0,𝑇 ]

(

𝑛1∕3|𝑓1( )| + 𝑛1∕3|𝑓2( )| +
|𝑓3( )|
𝑛2∕3

+
|𝑓4( )|
𝑛2∕3

)

. (57)

hen, 𝜒 with this norm is a Banach space. Recall that the time to reach the minimum distance to the origin for the unperturbed problem is 𝑇 ∗
0 = 𝜋,

33). Therefore, any fixed value of 𝑇 > 𝜋 might be taken, for example, we will fix 𝑇 = 2𝜋.
Given an 𝑅 > 0, we define the ball 𝐵𝑅(𝟎) ⊂ 𝜒 as the set of functions  ∈ 𝜒 such that ‖ ‖ ≤ 𝑅.
Given a matrix 𝐴 = (𝑎𝑖𝑗 )𝑖,𝑗=1,…,4, or a vector 𝒗 = (𝑣1,… , 𝑣4) we denote

|𝐴| = (|𝑎𝑖𝑗 |)𝑖,𝑗=1,…,4, |𝒗| = (|𝑣1|,… , |𝑣4|).

iven two vectors 𝒗 = (𝑣1,… , 𝑣4), 𝒘 = (𝑤1,… , 𝑤4), we will say that

𝒗 ≤ 𝒘 if 𝑣𝑖 ≤ 𝑤𝑖 ∀𝑖 = 1,… , 4.

imilarly with matrices 𝐴 ≤ 𝐵. With this notation we have:

|𝐴𝒗| ≤ |𝐴||𝒗|.

Along the following proofs we will use 𝑀𝑖, 𝑖 = 1, 2,…, to denote any constant which appears in the bounds which is independent of 𝜀 and
∈ N.

.2.2. Fixed point problem
In order to guarantee the existence of the solution  𝑒

1 of Eq. (36) in the space 𝜒 , we must show that the required hypotheses for the Fixed
oint Theorem are satisfied.

roposition 2. Consider  defined in (37). There exists a suitable value of 𝑅 such that the operator  applies 𝐵𝑅(𝟎) to itself, that is,

 ∶ 𝐵𝑅(𝟎) → 𝐵𝑅(𝟎)

nd it is a contraction. Therefore there exists a unique  𝑒
1 ∈ 𝐵𝑅(𝟎) which is solution of Eq. (36) in 𝜒 .

The proof of the proposition is a consequence of the following lemmas.

emma 4. There exist 𝜀0 > 0 and a constant 𝑀1 > 0 such that, for 𝜀 ∈ (0, 𝜀0) and 𝑛 ∈ N,

‖{𝟎}‖ ≤ 𝑀1𝐾𝜀4

here ‖ ⋅ ‖ is the norm defined in (57).

roof. From (35) and (37) we have

{𝟎}( ) = 𝑋( )∫



0
𝑋−1(𝜏)(𝟎) 𝑑𝜏 = 𝐾𝑋( )∫



0
𝑋−1(𝜏) 1(

𝑒
0(𝜏)) 𝑑𝜏, (58)

o we need to bound the components of  1(
𝑒
0) given by (25). From (31) we have that,

( 𝑒
0 (𝜃0, 𝜏))

2 + (𝑒
0 (𝜃0, 𝜏))

2 = sin2(𝑛𝜏) ≤ 1.

o for 𝜀 small enough:

| 1( 𝑒
0 ,

𝑒
0 )| = 8𝑛2∕3

⎛

⎜

⎜

⎜

⎜

0
0

| 𝑒
0 |

3𝜀4
𝑒 3 4

⎞

⎟

⎟

⎟

⎟

≤ 8𝑛2∕3𝜀4

⎛

⎜

⎜

⎜

⎜

0
0
1

⎞

⎟

⎟

⎟

⎟

. (59)
24

⎝

|0 | 𝜀
⎠ ⎝

1
⎠
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By Lemma 3 we can bound |𝑋| ≤  and |𝑋−1
| ≤  where

 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 + (𝜀3) (𝜀3)
1 + (𝜀3)

𝑛
1
𝑛
(𝜀3)

(𝜀3) 1 + (𝜀3)
1
𝑛
(𝜀3)

1 + (𝜀3)
𝑛

𝑛 + 𝑛(𝜀3) 𝑛(𝜀3) 1 + (𝜀3) (𝜀3)
𝑛(𝜀3) 𝑛 + 𝑛(𝜀3) (𝜀3) 1 + (𝜀3)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (60)

In this way, we have

|𝑋−1(𝜏) 1( 𝑒
0 (𝜏),

𝑒
0 (𝜏))| ≤ | 1( 𝑒

0 (𝜏),
𝑒
0 (𝜏))| ≤ 𝑀𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

1∕𝑛1∕3

1∕𝑛1∕3

𝑛2∕3

𝑛2∕3

⎞

⎟

⎟

⎟

⎟

⎠

, (61)

for a constant 𝑀 independent of 𝑛. Therefore, for any  ≤ 𝑇 = 2𝜋 we have that

|{𝟎}| ≤ 𝑀𝐾𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

1∕𝑛1∕3

1∕𝑛1∕3

𝑛2∕3

𝑛2∕3

⎞

⎟

⎟

⎟

⎟

⎠

, (62)

for a constant 𝑀 independent of 𝑛. Using the definition of the norm in (57) and renaming 𝑀1 = 𝑀 we conclude the proof. □

Next step is to bound ( ⊕) −( ⊖) for  ⊕,  ⊖ ∈ 𝐵𝑅(𝟎), for a certain ball. First we need a bound for ( ⊕) − ( ⊖) defined in (35). We
write

( 1) = 0( 1) + 1( 1), (63)

with
0( 1) =  0(

𝑒
0( ) + 1) −  0(

𝑒
0( )) −𝐷 0(

𝑒
0( )) 1,

1( 1) = 𝐾 1( 𝑒
0 ( ) +1,𝑒

0 ( ) + 1).
(64)

We obtain bounds for both operators separately in Lemmas 5 and 6.

Lemma 5. Consider  ⊕, ⊖ ∈ 𝐵𝑅(𝟎) with 𝑅 = 2𝑀1𝐾𝜀4 and 0 defined in (64). Then for 𝜀 > 0 small enough we have that

|0( ⊕) − 0( ⊖)| ≤ 𝑀𝐾𝑛1∕3𝜀7‖ ⊕ − ⊖‖

⎛

⎜

⎜

⎜

⎜

⎝

0
0
1
1

⎞

⎟

⎟

⎟

⎟

⎠

,

for a certain constant 𝑀 .

Proof. Notice that the first two components of 0( ) are null, that is 0( ) = (0, 0,30,
4
0)( ). We will do the computations for the component

30, the ones for 40 are similar. Applying the Mean Value Theorem we have that

30( ⊕) − 30( ⊖) = 3
0 ( 0 + ⊕) − 3

0 ( 0 + ⊖) −𝐷3
0 ( 0)( ⊕ − ⊖)

= ∫

1

0

[

𝐷3
0 ( 0 + 𝑠 ⊕ + (1 − 𝑠) ⊖)( ⊕ − ⊖)

]

𝑑𝑠 −𝐷3
0 ( 0)( ⊕ − ⊖)

=

{

∫

1

0

[

𝐷3
0 ( 0 + 𝑠 ⊕ + (1 − 𝑠) ⊖) −𝐷3

0 ( 0)
]

𝑑𝑠

}

( ⊕ − ⊖)

=

{

∫

1

0 ∫

1

0

(

𝑠 ⊕ + (1 − 𝑠) ⊖
)𝑡 𝐷23

0
(

 0 + 𝑧
[

𝑠 ⊕ + (1 − 𝑠) ⊖
])

𝑑𝑧 𝑑𝑠

}

( ⊕ − ⊖).

(65)

We have to bound the expression appearing in the previous double integral. Recall that 𝐷23
0 (see (25)) is given by:

𝐷23
0 =

⎛

⎜

⎜

⎜

⎜

⎝

16
[

̇ + 3(5 2 + 32) 𝜀3
]

𝜀3 48(3 2 + 2)𝜀6 0 16 𝜀3

48(3 2 + 2)𝜀6 16
[

̇ + 3( 2 + 32) 𝜀3
]

𝜀3 0 16𝜀3
0 0 0 0

16 𝜀3 16𝜀3 0 0

⎞

⎟

⎟

⎟

⎟

⎠

.

Using (31)

| 𝑒
0 | ≤ 1, |𝑒

0 | ≤ 1, |̇ 𝑒
0 | ≤ 𝑛, |̇𝑒

0 | ≤ 𝑛,

so for any ‖ ⊗‖ ≤ 2𝑀1𝐾𝜀4 we have that

|

|

|

𝐷23
0 (

𝑒
0 + ⊗)

|

|

|

≤ 𝑀𝜀3

⎛

⎜

⎜

⎜

⎜

𝑛 𝜀3 0 1
𝜀3 𝑛 0 1
0 0 0 0

⎞

⎟

⎟

⎟

⎟

. (66)
25

⎝

1 1 0 0
⎠
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Now, for any ‖ ⊙‖ ≤ 2𝑀1𝐾𝜀4:

| 𝑡
⊙𝐷

23
0 (

𝑒
0 + ⊗)| ≤ | 𝑡

⊙| |𝐷
23

0 (
𝑒
0 + ⊗)|

≤ 2𝑀1𝐾𝜀4
(

1∕𝑛1∕3, 1∕𝑛1∕3, 𝑛2∕3, 𝑛2∕3
)

𝑀𝜀3

⎛

⎜

⎜

⎜

⎜

⎝

𝑛 𝜀3 0 1
𝜀3 𝑛 0 1
0 0 0 0
1 1 0 0

⎞

⎟

⎟

⎟

⎟

⎠

≤ 2𝑀𝑀1𝐾𝜀7
(

𝑛2∕3, 𝑛2∕3, 0, 1∕𝑛1∕3
)

.

(67)

Taking into account the integral expression in (65) we obtain

|30( ⊕) − 30( ⊖)| ≤ 2𝑀𝑀1𝐾𝜀4
(

𝑛2∕3, 𝑛2∕3, 0, 1∕𝑛1∕3
)

| ⊕ − ⊖|

= 2𝑀𝑀1𝐾𝜀7
(

𝑛2∕3|⊕ −⊖| + 𝑛2∕3|⊕ − ⊖| +
|̇⊕ − ̇⊖|

𝑛1∕3

)

≤ 2𝑀𝑀1𝐾𝑛1∕3𝜀7‖ ⊕ − ⊖‖.

We get a similar bound for the fourth component. □

Lemma 6. Consider  ⊕, ⊖ ∈ 𝐵𝑅(𝟎), with 𝑅 = 2𝑀1𝐾𝜀4 and 1 defined in (64). Then for 𝜀 > 0 small enough we have that

|1( ⊕) − 1( ⊖)| ≤ 𝑀𝐾𝑛1∕3𝜀4‖ ⊕ − ⊖‖

⎛

⎜

⎜

⎜

⎜

⎝

0
0
1
1

⎞

⎟

⎟

⎟

⎟

⎠

,

for a certain constant 𝑀 .

Proof. Using again the Main Value Theorem we obtain:

1( ⊕) − 1( ⊖) = ∫

1

0
𝐷1(𝑠 ⊕ + (1 − 𝑠) ⊖) ( ⊕ − ⊖) 𝑑𝑠. (68)

So we only need to bound |𝐷1( ⊙)| where  ⊙ ∈ 𝐵𝑅(𝟎). Let us recall that

𝐷1( ⊙) = 𝐾𝐷 1( 𝑒
0 +⊙,𝑒

0 + ⊙),

and  1 is given in (25). Proceeding similarly as before, we differentiate it to obtain:

𝐷 1( ,) = −48𝑛2∕3𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

0 0 0 0
0 0 0 0
 0 0 0
0  0 0

⎞

⎟

⎟

⎟

⎟

⎠

.

So, using again (31) we have that: | 𝑒
0 | ≤ 1, |𝑒

0 | ≤ 1, and for any  ⊙ ∈ 𝐵𝑅(𝟎),

|𝐷 1( 𝑒
0 +⊙,𝑒

0 + ⊙)| ≤ 𝑀𝑛2∕3𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

⎞

⎟

⎟

⎟

⎟

⎠

,

and therefore

|𝐷1( ⊙)| ≤ 𝑀𝐾𝑛2∕3𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

⎞

⎟

⎟

⎟

⎟

⎠

.

Using the integral equation (68) and the fact that the first two rows of the previous matrix are zero we get:

|1( ⊕) − 1( ⊖)| ≤ 𝑀𝐾𝑛2∕3𝜀4

⎛

⎜

⎜

⎜

⎜

⎝

0
0

|⊕ −⊖|

|⊕ − ⊖|

⎞

⎟

⎟

⎟

⎟

⎠

≤ 𝑀𝐾𝑛1∕3𝜀4‖ ⊕ − ⊖‖

⎛

⎜

⎜

⎜

⎜

⎝

0
0
1
1

⎞

⎟

⎟

⎟

⎟

⎠

. □

Now we can prove that  is Lipschitz.

Lemma 7. Given 𝜀0 > 0 and 𝑀1 > 0 as in Lemma 4, there exist 𝜀1 ∈ (0, 𝜀0] and a constant 𝑀2 ≥ 𝑀1 such that, for 𝜀 ∈ (0, 𝜀1) and 𝑛 ∈ N, given  ⊕,
 ⊖ ∈ 𝐵𝑅(𝟎) with 𝑅 = 2𝑀1𝐾𝜀4 then

‖{ ⊕} −{ ⊖}‖ ≤ 𝑀2𝐾𝜀4‖ ⊕ − ⊖‖,

where ‖ ⋅ ‖ is the norm defined in (57).
26
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T

P

d

L

w

Proof. Recall that we have written

( 1) = 0( 1) + 1( 1),

with 0, 1 given in (64). From the results of Lemmas 5 and 6 we have:

|( ⊕) − ( ⊖)| ≤ 𝑀𝐾𝑛1∕3𝜀4‖ ⊕ − ⊖‖

⎛

⎜

⎜

⎜

⎜

⎝

0
0
1
1

⎞

⎟

⎟

⎟

⎟

⎠

.

Now, we proceed in the same way as in the proof of Lemma 4 to obtain

|{ ⊕} −{ ⊖}| ≤ 𝑀𝐾𝜀4‖ ⊕ − ⊖‖

⎛

⎜

⎜

⎜

⎜

⎝

1∕𝑛2∕3

1∕𝑛2∕3

𝑛1∕3

𝑛1∕3

⎞

⎟

⎟

⎟

⎟

⎠

,

and therefore:

‖{ ⊕} −{ ⊖}‖ ≤
𝑀2𝐾𝜀4

𝑛1∕3
‖ ⊕ − ⊖‖. (69)

his finishes the proof of Lemma 7. □

At this point we select 𝜀1 such that 𝑀2𝐾𝜀41 < 1∕2, and we can prove Proposition 2.

roof. If  ∈ 𝐵𝑅(𝟎), then:

‖{ }‖ = ‖{𝟎} +{ } −{𝟎}‖ ≤ ‖{𝟎}‖ + ‖{ } −{𝟎}‖ ≤ 𝑅
2
+ 𝑅

2
= 𝑅,

and we already know by Lemma 7 that  is Lipschitz, with Lipschitz constant 𝑀2𝐾𝜀4 < 1∕2.
By the Fixed Point Theorem there exists a unique  𝑒

1 ∈ 𝐵𝑅(𝟎) which is solution of Eq. (36). □

Observe that once we know the existence and bounds of the function  𝑒
1, its smoothness is a consequence of being solution of a smooth

ifferential equation.
Therefore, for  𝑒

1 the solution of the fixed point problem given in Proposition 2, we have that ‖ 𝑒
1‖ ≤ 𝑅 = 2𝑀1𝐾𝜀4 and

‖ 𝑒
1 −{𝟎}‖ = ‖{ 𝑒

1} −{𝟎}‖ ≤ 𝑀2𝐾𝜀4‖ 𝑒
1‖ ≤ 2𝑀1𝑀2𝐾

2𝜀8.

In particular, and using the definition of the norm (57), we can write

 𝑒
1 = {𝟎} +𝐾2

⎛

⎜

⎜

⎜

⎜

⎝

𝑛−1∕3

𝑛−1∕3

𝑛2∕3

𝑛2∕3

⎞

⎟

⎟

⎟

⎟

⎠

(𝜀8). (70)

emma 8. With the same hypotheses of Lemma 7, {𝟎}( ) = (1,2,3,4){𝟎}( ) where

1{𝟎}( ) = 4
1 ( )𝜀4 + 𝐾

𝑛1∕3
(𝜀7),

2{𝟎}( ) = 4
2 ( )𝜀4 + 𝐾

𝑛1∕3
(𝜀7),

3{𝟎}( ) = 4
3 ( )𝜀4 +𝐾𝑛2∕3(𝜀7),

4{𝟎}( ) = 4
4 ( )𝜀4 +𝐾𝑛2∕3(𝜀7),

(71)

with

4
1 ( ) = −

𝐾 cos3 𝜃0 cos(𝑛 )
[

cos(𝑛 ) sin(𝑛 ) − 3𝑛
]

𝑛4∕3
,

4
2 ( ) =

𝐾 sin3 𝜃0 cos(𝑛 )
[

cos(𝑛 ) sin(𝑛 ) − 3𝑛
]

𝑛4∕3
,

4
3 =

𝑑4
1

𝑑
and 4

4 =
𝑑4

2
𝑑

.

Proof. Recall that, from its definition (37),

{𝟎}( ) = 𝑋( )∫



0
𝑋−1(𝜏)(𝟎) 𝑑𝜏 = 𝐾𝑋( )∫



0
𝑋−1(𝜏) 1(

𝑒
0(𝜏)) 𝑑𝜏,

here  1 is given in (25). Using (31) we have

 1( 𝑒
0 (𝜏),

𝑒
0 (𝜏)) =

⎛

⎜

⎜

⎜

⎜

0
0

−8𝑛2∕3 cos3 𝜃0 sin
3(𝑛𝜏)𝜀4 + 𝑛2∕3(𝜀7)

2∕3 3 3 4 2∕3 7

⎞

⎟

⎟

⎟

⎟

.

27

⎝

8𝑛 sin 𝜃0 sin (𝑛𝜏)𝜀 + 𝑛 (𝜀 )
⎠
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I

Multiplying by 𝑋−1 (see Lemma 3) we obtain

𝑋−1(𝜏) 1( 𝑒
0 (𝜏),

𝑒
0 (𝜏)) =

⎛

⎜

⎜

⎜

⎜

⎝

8𝑛−1∕3 cos3 𝜃0 sin
4(𝑛𝜏)

−8𝑛−1∕3 sin3 𝜃0 sin
4(𝑛𝜏)

−8𝑛2∕3 cos3 𝜃0 cos(𝑛𝜏) sin
3(𝑛 )

8𝑛2∕3 sin3 𝜃0 cos(𝑛𝜏) sin
3(𝑛 )

⎞

⎟

⎟

⎟

⎟

⎠

𝜀4 +

⎛

⎜

⎜

⎜

⎜

⎝

𝑛−1∕3

𝑛−1∕3

𝑛2∕3

𝑛2∕3

⎞

⎟

⎟

⎟

⎟

⎠

(𝜀7).

Finally, integrating until time  and multiplying by 𝐾𝑋( ) we obtain {𝟎}( ). □

Combining (70) and Lemma 8, we have that  𝑒
1 =  4,𝑒

1 𝜀4 + (𝜀7), where the terms of order 4 are the same as the terms of order 4 of {𝟎}.
That is, we can write

 𝑒
1 ( ) =  4,𝑒

1 ( )𝜀4 + 𝐾
𝑛1∕3

(𝜀7),

𝑒
1 ( ) = 4,𝑒

1 ( )𝜀4 + 𝐾
𝑛1∕3

(𝜀7),

̇ 𝑒
1 ( ) = ̇ 4,𝑒

1 ( )𝜀4 +𝐾𝑛2∕3(𝜀7),

̇𝑒
1 ( ) = ̇4,𝑒

1 ( )𝜀4 +𝐾𝑛2∕3(𝜀7),

(72)

where  4,𝑒
1 = ( 𝑒

1 ,
4,𝑒
1 , ̇ 𝑒

1 , ̇
𝑒
1 ) = (4

1 ,
4
2 ,

4
3 ,

4
4 ) given in Lemma 8. In particular, for  =  ∗

0 = 𝜋:

 4,𝑒
1 ( ∗

0 ) =
3𝐾(−1)𝑛𝜋 cos3 𝜃0

𝑛1∕3
, 4,𝑒

1 ( ∗
0 ) = −

3𝐾(−1)𝑛𝜋 sin3 𝜃0
𝑛1∕3

,

̇ 4,𝑒
1 ( ∗

0 ) =
2𝐾(−1)𝑛 cos3 𝜃0

𝑛1∕3
, ̇4,𝑒

1 ( ∗
0 ) = −

2𝐾(−1)𝑛 sin3 𝜃0
𝑛1∕3

.
(73)

Therefore, the ejection solution  𝑒 =  𝑒
0 + 𝑒

1 of the problem (24) can be written as:

 𝑒( ) =  𝑒
0 ( ) + 4,𝑒

1 ( )𝜀4 +
𝐾

𝑛1∕3
(𝜀7),

𝑒( ) = 𝑒
0 ( ) + 4,𝑒

1 ( )𝜀4 +
𝐾

𝑛1∕3
(𝜀7),

̇ 𝑒( ) = ̇ 𝑒
0 ( ) + ̇ 4,𝑒

1 ( )𝜀4 +𝐾𝑛2∕3(𝜀7),

̇𝑒( ) = ̇𝑒
0 ( ) + ̇4,𝑒

1 ( )𝜀4 +𝐾𝑛2∕3(𝜀7).

(74)

Once we have the expression of the ejection solution, we can compute the time needed to reach the 𝑛th minimum of the distance to the origin.

Lemma 9. With the same hypotheses of Lemma 7, the time  ∗ needed for the ejection solution  𝑒 to reach the 𝑛th minimum in the distance to the origin
is given by  ∗ =  ∗

0 +  ∗
1 , where 

∗
0 = 𝜋 and:

 ∗
1 = −

3𝐾𝜋 cos(2𝜃0)
𝑛4∕3

𝜀4 + 𝐾
𝑛4∕3

(𝜀7). (75)

Proof. In order to compute the time  ∗ =  ∗
0 +  ∗

1 where the 𝑛 minimum in the distance to the origin takes place, we have to solve

0 =
(

 𝑒̇ 𝑒 + 𝑒̇𝑒) ( ∗)

=
(

[ 𝑒
0 + 𝑒

1 ][̇
𝑒
0 + ̇ 𝑒

1 ] + [𝑒
0 + 𝑒

1 ][̇
𝑒
0 + ̇𝑒

1 ]
)

( ∗)

=
(

 𝑒
0 ̇

𝑒
0 + 𝑒

0 ̇
𝑒
0
)

( ∗) + 𝜀4
(

 𝑒
0 ̇

4,𝑒
1 + 4,𝑒

1 ̇ 𝑒
0 + 𝑒

0 ̇
4,𝑒
1 + 4,𝑒

1 ̇𝑒
0

)

( ∗) +𝐾𝑛2∕3(𝜀7)

+ 𝜀8
(

 4,𝑒
1 ̇ 4,𝑒

1 + 4,𝑒
1 ̇4,𝑒

1

)

( ∗) +𝐾2𝑛1∕3(𝜀8)

=
(

 𝑒
0 ̇

𝑒
0 + 𝑒

0 ̇
𝑒
0
)

( ∗) + 𝜀4
(

 𝑒
0 ̇

4,𝑒
1 + 4,𝑒

1 ̇ 𝑒
0 + 𝑒

0 ̇
4,𝑒
1 + 4,𝑒

1 ̇𝑒
0

)

( ∗) +𝐾𝑛2∕3(𝜀7)

=
(

 𝑒
0 ̇

𝑒
0 + 𝑒

0 ̇
𝑒
0
)

( ∗
0 +  ∗

1 ) + 𝜀4
(

 𝑒
0 ̇

4,𝑒
1 + 4,𝑒

1 ̇ 𝑒
0 + 𝑒

0 ̇
4,𝑒
1 + 4,𝑒

1 ̇𝑒
0

)

( ∗
0 +  ∗

1 )

+𝐾𝑛2∕3(𝜀7)

=
(

 𝑒
0 ̇

𝑒
0 + 𝑒

0 ̇
𝑒
0
)

( ∗
0 ) +  ∗

1

(

 𝑒
0 ̈

𝑒
0 + ̇ 𝑒2

0 + 0̈0 + ̇𝑒2
0

)

( ∗
0 )

+ 𝜀4
(

 𝑒
0 ̇

4,𝑒
1 + 4,𝑒

1 ̇ 𝑒
0 + 𝑒

0 ̇
4,𝑒
1 + 4,𝑒

1 ̇𝑒
0

)

( ∗
0 ) +𝐾𝑛2∕3(𝜀7)

=  ∗
1 𝑛2 + 𝜀4

(

 4,𝑒
1 ̇ 𝑒

0 + 4,𝑒
1 ̇𝑒

0

)

( ∗
0 ) +𝐾𝑛2∕3(𝜀7),

nd therefore we have

 ∗
1 = −

(

 4,𝑒
1 ̇ 𝑒

0 + 4,𝑒
1 ̇𝑒

0

)

( ∗
0 )

𝑛2
𝜀4 + 𝐾

𝑛4∕3
(𝜀7) = −

3𝐾𝜋 cos(2𝜃0)
𝑛4∕3

𝜀4 + 𝐾
𝑛4∕3

(𝜀7). (76)

n this way,

 ∗
1 = 𝐾

𝑛4∕3
(𝜀4). (77)

This concludes the proof of Lemma 9 □

Finally we can compute the angular momentum at  ∗.
28
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Lemma 10. With the same hypotheses of Lemma 7, the angular momentum of the ejection solution  𝑒 at time  ∗ is given by:

(𝑛, 𝜃0) =
3𝐾𝜋𝑛2∕3 sin(2𝜃0)

2
𝜀4 +𝐾𝑛2∕3(𝜀7).

Proof. Taking into account the expression of  ∗, and those of  𝑒
0( ),  4,𝑒

1 ( ) and 4,𝑒
1 ( ), the angular momentum at  ∗ is given by

(𝑛, 𝜃0) =
(

 𝑒̇𝑒 − 𝑒̇ 𝑒) ( ∗)

=
(

 𝑒
0 ̇

𝑒
0 − 𝑒

0̇
𝑒
0
)

( ∗) + 𝜀4
(

 𝑒
0 ̇

4,𝑒
1 + 4,𝑒

1 ̇𝑒
0 − 𝑒

0̇
4,𝑒
1 − 4,𝑒

1 ̇ 𝑒
0

)

( ∗) +𝐾𝑛2∕3(𝜀7)

=
(

 𝑒
0 ̇

𝑒
0 − 𝑒

0̇
𝑒
0
)

( ∗
0 ) +  ∗

1
(

 𝑒
0 ̈

𝑒
0 − 𝑒

0̈
𝑒
0
)

( ∗
0 ) +𝐾2𝑛1∕3(𝜀8)

+ 𝜀4
(

 𝑒
0 ̇

4,𝑒
1 + 4,𝑒

1 ̇𝑒
0 − 𝑒

0̇
4,𝑒
1 − 4,𝑒

1 ̇ 𝑒
0

)

( ∗
0 ) +𝐾𝑛2∕3(𝜀7)

= 𝜀4
(

 4,𝑒
1 ̇𝑒

0 − 4,𝑒
1 ̇ 𝑒

0

)

( ∗
0 ) +𝐾𝑛2∕3(𝜀7)

=
3𝐾𝜋𝑛2∕3 sin(2𝜃0)

2
𝜀4 +𝐾𝑛2∕3(𝜀7).

This concludes the proof of Lemma 10 □

ppendix C. Values of the auxiliary matrix of Lemma 3

In what follows we give the values of the terms (𝐴𝑒
𝑖,𝑗 ) of the auxiliary matrix 𝐴𝑒 in Lemma 3.

𝐴𝑒
11 = cos(𝑛 ) − sin(2𝜃0)

[

 cos(𝑛 ) − sin(𝑛 )
1 + sin2(𝑛 )

𝑛

]

𝜀3

+
2 sin2 𝜃0

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀6,

𝐴𝑒
12 = 2

[

cos2 𝜃0 cos(𝑛 ) −
sin(𝑛 )

(

cos2 𝜃0 − sin2 𝜃0 sin
2(𝑛 )

)

𝑛

]

𝜀3

−
sin(2𝜃0)

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀6,

𝐴𝑒
13 =

sin(𝑛 )
𝑛

+
2 sin2 𝜃0

𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀3,

𝐴𝑒
14 =

sin(2𝜃0)
𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀3,

𝐴𝑒
21 = −2

[

sin2 𝜃0 cos(𝑛 ) +
sin(𝑛 )

(

sin2 𝜃0 − cos2 𝜃0 sin
2(𝑛 )

)

𝑛

]

𝜀3

−
sin(2𝜃0)

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀6,

𝐴𝑒
22 = cos(𝑛 ) + sin(2𝜃0)

[

 cos(𝑛 ) − sin(𝑛 )
1 + sin2(𝑛 )

𝑛

]

𝜀3

+
2 cos2 𝜃0

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀6,

𝐴𝑒
23 = −

2 cos2 𝜃0
𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀3,

𝐴𝑒
24 =

sin(𝑛 )
𝑛

−
sin(2𝜃0)

𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin(𝑛 )𝜀3,

𝐴𝑒
31 = −𝑛 sin(𝑛 ) + sin(2𝜃0) sin(𝑛 ) (𝑛 + 3 cos(𝑛 ) sin(𝑛 )) 𝜀3

+ 2
[

sin2 𝜃0
(

5 − 8 cos2(𝑛 )
)

cos(𝑛 )

−
sin(𝑛 ) (

cos2 𝜃0
(

8 − 13 cos2(𝑛 ) + 2 cos4(𝑛 )
)

+ 9 cos2(𝑛 ) − 6
)

]

𝜀6
29

𝑛
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−
2 sin(2𝜃0)

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀9,

𝐴𝑒
32 = −2

[

𝑛 cos2 𝜃0 −
(

1 + 3 sin2 𝜃0
)

cos(𝑛 ) sin(𝑛 )
]

sin(𝑛 )𝜀3

+ sin(2𝜃0)
[


(

5 − 8 cos2(𝑛 )
)

−
8 − 13 cos2(𝑛 ) + 2 cos4(𝑛 )

𝑛
sin(𝑛 )

]

𝜀6

+
4 cos2 𝜃0

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀9,

𝐴𝑒
33 = cos(𝑛 ) + sin(2𝜃0)

[

 cos(𝑛 ) +
2 − 3 cos2(𝑛 )

𝑛
sin(𝑛 )

]

𝜀3

−
4 cos2 𝜃0

𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀6,

𝐴𝑒
34 = 2

[

sin2 𝜃0

(

 −
cos(𝑛 ) sin(𝑛 )

𝑛

)

cos(𝑛 ) +
2 sin2 𝜃0 + 1

𝑛
sin3(𝑛 )

]

𝜀3

−
2 sin(2𝜃0)

𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀6,

𝐴𝑒
41 = 2

[

𝑛 sin2 𝜃0 − (1 + 3 cos2 𝜃0) cos(𝑛 ) sin(𝑛)
]

sin(𝑛 )𝜀3

+ sin(2𝜃0)
[


(

5 − 8 cos2(𝑛 )
)

−
8 − 13 cos2(𝑛 ) + 2 cos4(𝑛 )

𝑛
sin(𝑛 )

]

𝜀6

−
4 sin2 𝜃0

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀9,

𝐴𝑒
42 = −𝑛 sin(𝑛 ) − sin(2𝜃0) sin(𝑛 ) (𝑛 + 3 cos(𝑛 ) sin(𝑛 )) 𝜀3

+ 2
[

−cos2 𝜃0
(

5 − 8 cos2(𝑛 )
)

cos(𝑛 )

−
sin(𝑛 )

𝑛
(

sin2 𝜃0
(

8 − 13 cos2(𝑛 ) + 2 cos4(𝑛 )
)

+ 9 cos2(𝑛 ) − 6
)

]

𝜀6

+
2 sin(2𝜃0)

𝑛

[


(

1 + 2 cos2(𝑛 )
)

−
3 cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀9,

𝐴𝑒
43 = −2

[

cos2 𝜃0

(

 −
cos(𝑛 ) sin(𝑛 )

𝑛

)

cos(𝑛 ) +
2 cos2 𝜃0 + 1

𝑛
sin3(𝑛 )

]

𝜀3

−
2 sin(2𝜃0)

𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀6,

𝐴𝑒
44 = cos(𝑛 ) − sin(2𝜃0)

[

 cos(𝑛 ) +
2 − 3 cos2(𝑛 )

𝑛
sin(𝑛 )

]

𝜀3

−
4 sin2 𝜃0

𝑛

[

 −
cos(𝑛 ) sin(𝑛 )

𝑛

]

sin3(𝑛 )𝜀6.
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