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Summary 

Enzymes are biomolecules involved in a wide range of biological and chemical processes. 
Understanding enzyme function at molecular level is essential for deciphering the mechanisms 
of allosteric regulation, enzyme catalysis, and inhibition and harbors relevant information to 
design enzymes with specific functions. The ability of enzymes to develop their function - and 
to evolve towards new functions - in an accurate and specific way is conferred in part by their 
flexibility and dynamism. A detailed description of the structural and dynamic changes is key 
to provide a full picture of enzymatic mechanisms. However, the transient nature of allosteric 
processes or enzymatic reaction intermediates make them difficult to be captured with 
experimental techniques. Therefore, computational techniques can provide the required 
atomistic view to explain the molecular basis of biological processes.  

The general goal of this thesis is to explore the molecular basis of biochemical and biocatalytic 
processes by means of computational methods and examine its relationship with enzymatic 
properties such as allostery, cofactor specificity, and catalytic activity. These computational 
protocols combine different techniques including molecular dynamics simulations, enhanced 
sampling techniques, dynamical networks, and quantum mechanics. By gaining insight into the 
molecular basis of these enzymatic processes, we rationalized the novel enzymatic functions 
of laboratory-evolved enzymes and used this information to rationally design new enzyme 
variants.  

The results section is divided in three different chapters. In Chapter 4, we focus on 
understanding the molecular basis of allosteric regulation. In particular, we characterize the 
molecular details of the allosteric activation of imidazole glycerol phosphate synthase (IGPS) in 
the ternary complex and identified hidden states relevant for IGPS catalytic activity with a 
computational strategy tailored to explore millisecond timescale events. In Chapter 5, we 
design a computational protocol to unravel the molecular mechanism of the enantioselective 
N–H insertion in P411 variants. First, we explore the molecular basis of this enzymatic 
transformation and elucidate the role of key mutations in promoting asymmetric carbene N–H 
insertion. Second, we generate through a mechanistically-guided design strategy a biocatalytic 
platform for enantiodivergent C-N bond formation. In Chapter 6, we rationalize the molecular 
basis of cofactor specificity in engineered formate dehydrogenase variants that present three 
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properties: kinetic efficiency with the non-natural NADP+ cofactor, specificity toward the non-
natural NADP+ cofactor and affinity toward the substrate formate. 

Overall, these studies highlight the importance of understanding enzyme function at the 
molecular level to harness this information to design enzyme variants with specific functions. 
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Resum 

Els enzims són biomolècules implicades en una àmplia gamma de processos biològics i 
químics. Entendre la funció enzimàtica a nivell molecular és essencial per desxifrar els 
mecanismes de regulació al·lostèrica, catàlisi enzimàtica i inhibició i també aporta informació 
rellevant per dissenyar enzims amb funcions específiques. La capacitat dels enzims per 
desenvolupar la seva funció -i evolucionar-los cap a noves funcions- d'una manera precisa i 
específica ve donada en part per la seva flexibilitat i dinamisme. Una descripció detallada dels 
canvis estructurals i dinàmics és clau per proporcionar una imatge completa dels mecanismes 
enzimàtics. Tanmateix, la naturalesa transitòria dels processos al·lostèrics o dels intermedis de 
la reacció enzimàtica dificulta la seva captura amb tècniques experimentals. Per tant, les 
tècniques computacionals poden proporcionar la visió atomística necessària per explicar la 
base molecular dels processos biològics. 

L'objectiu general d'aquesta tesi és explorar la base molecular dels processos bioquímics i 
biocatalítics mitjançant mètodes computacionals i examinar la seva relació amb propietats 
enzimàtiques com l'al·losteria, l'especificitat del cofactor i l'activitat catalítica. Aquests 
protocols computacionals combinen diferents tècniques, com ara simulacions de dinàmica 
molecular, tècniques de mostreig millorat, xarxes dinàmiques i mecànica quàntica. En conèixer 
la base molecular d'aquests processos enzimàtics, hem racionalitzat les noves funcions 
enzimàtiques d’enzims desenvolupats al laboratori i utilitzat aquesta informació per dissenyar 
de manera racional noves variants enzimàtiques. 

La secció de resultats està dividida en tres capítols diferents. Al capítol 4, ens centrem a 
entendre les bases moleculars de la regulació al·lostèrica. En particular, caracteritzem els 
detalls moleculars de l'activació al·lostèrica de l'imidazol glicerol fosfat sintasa (IGPS) al 
complex ternari i identifiquem estats rellevants per a l'activitat catalítica de l'IGPS amb una 
estratègia computacional adaptada per explorar esdeveniments a escala temporal de 
mil·lisegons. Al capítol 5, dissenyem un protocol computacional per descriure el mecanisme 
molecular de la inserció enantioselectiva de N–H en variants de P411. En primer lloc, explorem 
les bases moleculars d'aquesta transformació enzimàtica i dilucidem el paper de les mutacions 
clau en la promoció de la inserció N-H asimètrica al carbè. En segon lloc, generem mitjançant 
una estratègia de disseny guiada a partir de coneixements mecanístics una plataforma 
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biocatalítica per a la formació d'enllaços C-N enantiodivergents. Al capítol 6, racionalitzem la 
base molecular de l'especificitat del cofactor en variants de format deshidrogenasa 
dissenyades que presenten tres propietats: eficiència cinètica amb el cofactor NADP+, 
especificitat cap al cofactor NADP+ no natural i afinitat cap al format del substrat. 

En general, aquests estudis destaquen la importància d'entendre la funció enzimàtica a nivell 
molecular per utilitzar aquesta informació per dissenyar variants enzimàtiques amb funcions 
específiques. 
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Resumen 

Las enzimas son biomoléculas involucradas en una amplia gama de procesos biológicos y 
químicos. Comprender la función enzimática a nivel molecular es esencial para descifrar los 
mecanismos de regulación alostérica, catálisis enzimática e inhibición y alberga información 
relevante para diseñar enzimas con funciones específicas. La capacidad de las enzimas para 
desarrollar su función - y evolucionar hacia nuevas funciones - de forma precisa y específica 
viene dada en parte su flexibilidad y dinamismo. Una descripción detallada de los cambios 
estructurales y dinámicos es clave para proporcionar una imagen completa de los mecanismos 
enzimáticos. Sin embargo, la naturaleza transitoria de los procesos alostéricos o los 
intermedios de reacción enzimática dificultan su descripción con técnicas experimentales. Por 
lo tanto, las técnicas computacionales pueden proporcionar la visión atomística requerida para 
explicar la base molecular de los procesos biológicos. 

El objetivo general de esta tesis es explorar las bases moleculares de los procesos bioquímicos 
y biocatalíticos mediante métodos computacionales y examinar su relación con propiedades 
enzimáticas tales como alosteria, especificidad de cofactor y actividad catalítica. Estos 
protocolos computacionales combinan diferentes técnicas que incluyen simulaciones de 
dinámica molecular, técnicas de muestreo mejoradas, redes dinámicas y mecánica cuántica. 
Al obtener información sobre la base molecular de estos procesos enzimáticos, racionalizamos 
las funciones enzimáticas novedosas de las enzimas desarrolladas en el laboratorio y 
utilizamos esta información para diseñar racionalmente nuevas variantes de enzimas. 

La sección de resultados se divide en tres capítulos diferentes. En el Capítulo 4, está enfocado 
en comprender la base molecular de la regulación alostérica. En particular, caracterizamos los 
detalles moleculares de la activación alostérica de la enzima imidazol glicerol fosfato sintasa 
(IGPS) en el complejo ternario e identificamos estados relevantes para la actividad catalítica de 
IGPS con una estrategia computacional diseñada para explorar eventos de escala de tiempo 
de milisegundos. En el Capítulo 5, diseñamos un protocolo computacional para desentrañar el 
mecanismo molecular de la inserción enantioselectiva de N-H en las variantes de P411. 
Primero, exploramos la base molecular de esta transformación enzimática y dilucidamos el 
papel de las mutaciones clave en la promoción de la inserción N-H asimétrica en carbeno. En 
segundo lugar, generamos a través de una estrategia de diseño guiada mecánicamente una 



 

 

   

 

9  

plataforma biocatalítica para la formación de enlaces C-N enantiodivergentes. En el Capítulo 
6, racionalizamos la base molecular de la especificidad del cofactor en variantes de formato 
deshidrogenasa diseñadas que presentan tres propiedades: eficiencia cinética con el cofactor 
NADP+, especificidad hacia el cofactor NADP+ no natural y afinidad hacia el sustrato de 
formato. 

En general, estos estudios destacan la importancia de comprender la función de la enzima a 
nivel molecular para utilizar esta información para diseñar variantes de enzimas con funciones 
específicas.
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1.1. Enzyme function and dynamics 

Enzymes are essential for living organisms. Most enzymes are proteins whose role is to catalyze 
chemical reactions relevant for different cellular processes including metabolism, synthesis of 
cell components, and signaling.1 Catalysts increase the rate of chemical reactions enabling 
them to proceed at milder conditions than uncatalyzed reactions. Enzymes evolved to be highly 
efficient, specific, and selective catalysts as a consequence of billions of years of optimization 
through evolution. They work by converting substrates into products in pre-organized active 
sites that provide the proper environment for accelerating chemical reactions. Besides the 
substrate, enzymes often require the interaction with other ions or molecules to become 
functional. Some enzymes incorporate organic or inorganic cofactors that directly participate 
in the chemical reaction.2 Moreover, enzyme function can be controlled by environmental 
changes such as ligand binding or post-translational modifications through allosteric regulation. 
Understanding these properties harbors essential information to unravel how enzymes work. 
This information can be used to rationally design enzymes with specific functions. 

In the following sections key basic concepts of enzyme function, structure, dynamics, and 
design will be introduced. 

 

1.1.1. Enzyme structure 

Enzymes present specific structural characteristics that enable them to catalyze the conversion 
of substrates to products. The catalytic activity of enzymes is encoded in the different degrees 
of protein structural organization (see Figure 1.1):1,3  

● Primary structure: refers to the linear sequence of amino acids that compose the 
enzyme polypeptide chain. This sequence is determined by the genetic code and is 
unique for each enzyme. The primary structure of an enzyme harbors important 
information about the enzyme's function and stability. 

● Secondary structure: refers to local structural arrangements of amino acids within the 
enzyme's polypeptide chain; the most common secondary structural elements are alpha 
helices, beta sheets and loops, which are then arranged to determine the enzyme's 
three-dimensional structure. 
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● Tertiary structure: refers to the three-dimensional (3D) structure of the enzyme's 
individual subunit itself, i.e., monomer. It typically folds into a specific shape that 
determines the enzyme activity. 

● Quaternary structure: Many enzymes are composed of multiple subunits that come 
together to form the functional enzyme. A wide number of enzymes exists as oligomers 
forming dimer, trimer, tetramer or more complex assemblies.  

 

Figure 1.1. Protein structural organization. From left to right, the protein structure is organized 
by: primary structure, determined by the linear sequence of amino acids; secondary structure, refers 
to the local structural arrangements of amino acids that form the three-dimensional structure of the 
enzyme; tertiary structure, is the 3D structure of the enzyme's individual subunit; finally, some 
enzymes are composed of multiple subunits, which come together to form the functional enzyme, 
and this is called the quaternary structure. 

 

These structural features work together to create an optimal environment for the chemical 
reaction to occur and are essential for the enzyme function. How amino acid residues are 
arranged in the 3D structure is key for the enzyme's activity, in particular, those that form the 
active site. However, residues beyond the active site such as the ones involved in substrate 
binding or residues that are found in distal positions from the catalytic site also play important 
roles in determining enzyme activity. The stability of an enzyme is also influenced by its 
structure, as well as its dynamics.1 Understanding the structural features of natural enzymes is 
critical to unravel enzyme function and can aid in the design of new enzymes and in the 
optimization of existing ones. 
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Some enzymes require the interaction with additional chemical compounds to be active, called 
cofactors. Cofactors play an important role in enzymes by assisting in the catalytic activity and 
can be inorganic ions (e.g., Zn2+, Mg2+, Cu+, Cu2+, Fe2+, Fe3+) or small organic molecules that 
bind to enzymes to help them perform their catalytic function, such as Nicotinamide Adenine 
Dinucleotide (NAD) or Flavin Adenine Dinucleotide (FAD) cofactors among many others.1,2 
Cofactors bind to specific sites on the enzyme and participate in enzymatic reactions by 
facilitating oxidation-reduction reactions and the transfer of electrons. Some enzymes require 
metal coordination complexes as cofactors, for example the heme cofactor (i.e., iron ion 
coordinated to a porphyrin), which significantly enhances the chemical toolkit of enzymes. The 
study of the role of these cofactors in complex with the enzymes is one of the focuses of this 
thesis (see Chapters 5 and 6).  

Generally, to refer to the complete active enzyme including the cofactor (also called coenzyme) 
and/or the metal ions, the term holo-enzyme is used, while to refer to the enzyme in the absence 
of cofactor or substrate, the term apo-enzyme is used. 

Experimental methods such as X-ray crystallography, cryo-electron microscopy, or nuclear 
magnetic resonance (NMR) are commonly used to retrieve the 3D structure of enzymes.2 
However, sometimes these techniques do not have enough resolution to provide structural 
information of some segments such as flexible loops or side chains. Moreover, there are 
enzymes for which it is difficult to obtain the 3D structure. Computational protein structure-
prediction techniques can be used to reconstruct the missing parts or suggest full 3D models 
using only the information of the primary structure.4 Recently, artificial intelligence-based 
protein structure prediction methods have transformed the field providing accurate structures 
for a wide range of proteins.5 

 

1.1.2. Enzyme catalysis 

Enzymes are able to catalyze chemical reactions in biological environments by speeding up its 
reaction rate. The basic idea is that enzymes, as catalysts, do not modify the equilibrium of the 
reaction (i.e. the thermodynamics) but favor the kinetics of the reaction. Therefore, enzymes 
allow the equilibrium to be attained more rapidly without changing the structure and energetics 
of the reactants and products.2 



Chapter 1. Introduction 

 

   

 

15  

To do so, enzymes form complexes with their substrates prior converting them into products. 
In simple terms, an enzyme-catalyzed reaction can be described in the following way:  

! + # → !#	&'()*+, → ! + - 

when the substrate (S) binds the enzyme (E), the ES complex is formed, making the reaction 
(formation of products (P)) more favorable. When the reaction is completed, the product 
dissociates from the enzyme, which is found again in its free form (E) being available to bind to 
another substrate molecule. Considering a single-step mechanism, the substrate is 
transformed to a transition state (TS) structure (transient form between substrate and product) 
and then converted into the product. Some enzymatic reactions are usually more complex, 
involving a series of TS and intermediates between substrates and products (see Figure 1.2). 

The mechanism through which the enzyme increases the reaction rate is system dependent. 
However, the general idea is that upon the formation of the substrate-enzyme complex, the 
reaction becomes favorable because the activation energy of the reaction is lowered (see 
Figures 1.2 and 1.3). 

 

Figure 1.2. Reaction coordinate diagram representing the energy profile of a non-catalyzed 

reaction (gray) and an enzymatic reaction (orange). The free energy is shown as a function of the 
course of the chemical reaction for adenosine phosphate transfer. In orange, it is depicted the effect 
of the enzyme Adenylate Kinase (AdK) on reducing the activation energy in comparison to the 
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uncatalyzed reaction, shown in grey. The diagram is based on the catalytic energy landscape 
measured enzyme kinetics extracted from Kerns et al.6 

 

Enzymes are proposed to lower the activation energy of a reaction by making the formation of 
the transition state energetically easier. This accelerates the rate at which the reaction occurs 
but does not alter the relative energy of the reactants and the products. To understand the role 
of the enzyme on the chemical reaction different strategies can be used including experimental 
and computational techniques (see Chapter 2. Computational Methods). 

 

1.1.2.1. Transition state stabilization 

At the molecular level, catalysis is performed on a specific region of enzyme 3D structure which 
usually is a pocket or cavity where substrate binds and the reaction takes place, called the 
active site. As mentioned before, enzymes act as a catalyst for the reaction of interest by 
decreasing the activation energy of such reactions (see Figure 1.3).1,2  

The kinetics of the chemical reaction is determined by the energy required to reach the 
transition state (TS). The transition state is the transient configuration that exists between the 
reactants and the products where chemical bonds are being formed or cleaved. In case of 
multi-step reactions, the focus is put on the rate-limiting step. 
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Figure 1.3. Transition state stabilization. The energy of the TS of the reactions represents the 
highest point of the blue profile. The sum of the favorable binding energy and the unfavorable 
activation energy leads to a lower activation energy for the reaction catalyzed by the enzyme. 

 

Enzymes specifically bind substrates on their active sites to form enzyme-substrate (ES) 
complexes. By binding substrates, enzymes stabilize the energy of the transition state, which 
in turn stimulates the breakage of existing bonds or the formation of new bonds. The 
fundamental question on how enzymes decrease the activation energy relies on the binding 
energy and the reaction mechanism of the process.  

One of the main characteristics of enzymes is their specificity. The specificity of enzymes refers 
to their ability to discriminate between different substrates and it arises mainly from two factors: 
the geometrical complementarity and the multiple non-covalent interactions established 
between the enzyme active site and its specific substrate.7,8 The network of non-covalent 
interactions formed between the enzyme active site and the substrate provide the main source 
of free energy used by enzymes to decrease the activation energy. 

To achieve the efficient decrease of the activation energy, it is proposed that the active site 
geometry and charge distribution is complementary to the transition state rather than the 
substrate.2 The substrate is able to bind to enzyme active sites forming the ES complex assisted 
by some non-covalent interactions, but the total complementarity of the non-covalent 
interactions will be formed when the transition state is reached. In this way, the enzyme active 
site efficiently balances the substrate and TS stabilization by stabilizing substrate regions or 
conformations that can resemble the TS configuration.  

It is important to note that if the enzyme active site is only complementary to the substrate, the 
ES complex would be highly stabilized, improving the binding of the substrate but increasing 
the energy barrier to reach the TS, which would have a negative impact on the rate of the 
chemical reaction. On the other hand, if both the substrate and TS configuration have been 
equally stabilized, the activation energy would remain the same as in the absence of the 
enzyme. 

Additionally, the binding energy can also induce enzyme structural rearrangements to enhance 
the catalytic properties. These structural rearrangements can properly orient functional groups 
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and provide additional non-covalent interactions to stabilize the TS. In Sections 1.2 and 1.3, 
the implications of conformational rearrangements for enzyme catalysis will be discussed. 

Current experimental protocols still cannot capture the evolution of the chemical reaction inside 
enzymes at the molecular level. Using time-resolved X-ray crystallography it was possible to 
identify intermediate states in enzymatic reactions, but TS and reactive intermediates are still 
hidden for experimental techniques. To reconstruct the full reaction mechanism including TS, 
computational methods such as Quantum Mechanics (QM) and hybrid Quantum 
Mechanics/Molecular Mechanics (QM/MM) are commonly used. For example, Casalino et al. 
employed QM/MM to unravel the reaction mechanism of DNA cleavage in the CRISPR-Cas9 
system.9 Force-field based representations of biochemical reactions are used as a promising 
alternative to QM/MM methods. One example of these methods is Empirical Valence Bond 
(EVB), which was employed to explore the connection between loop dynamics and the 
phosphoryl transfer reaction catalyzed by protein tyrosine phosphatases.10 With these 
techniques it is possible to calculate the energy profiles of enzymatic reactions and relate the 
findings with experimental information. More information on QM-based methods to model 
enzymatic reactions can be found in Chapter 2, Section 2.6. 

 

1.1.2.2. Enzyme kinetics 

Enzyme kinetics is the study of the factors that determine the speed of enzyme-catalyzed 
reactions. In experimental continuous enzyme assays, the rate of an enzyme-catalyzed reaction 
can be monitored by mixing the substrate with the enzyme and measuring the formation of the 
product over time.1,2 
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Figure 1.4 Formation of product in an enzyme-catalyzed reaction, plotted against time. 

 

After a certain amount of time, the reaction starts to slow down (see Figure 1.4). This decrease 
in the speed of the reaction can be caused by the substrate being consumed and, thus, 
becoming limiting. Another factors can be that the enzyme is becoming unstable along the 
experiment (denaturation), or that the pH of the mixture is changing over time (some reactions 
release or consume protons). To avoid these limitations, the reaction rate is measured right 
after the enzyme has been added. This initial rapid rate is known as the initial velocity (v0). 
Measuring the reaction rate in the initial stage of the reaction is straightforward, since the rate 
is effectively linear (see Figure 1.4). 

To characterize the kinetic properties of an enzyme, we can perform similar enzyme assays to 
evaluate how the initial velocity changes upon changes in substrate, enzyme concentration, 
temperature or pH. For example, a simple linear relationship is observed between the initial 
velocity and the amount of enzyme (more active sites available to catalyze the reaction).  

A more complex relationship emerges when the enzyme assays are performed using a fixed 
enzyme concentration and different substrate concentrations (see Figure 1.5). Initially, when 
the substrate concentration increases, the initial velocity increases significantly. Subsequently, 
as the substrate concentration keeps increasing, the effect on the initial velocity starts to 
decline, until a plateau is reached. At this point, increasing the substrate concentration does 
not affect the initial velocity.  
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Figure 1.5. Relationship between substrate concentration and the initial velocity of an 

enzyme-catalyzed reaction.  

 

In these conditions the enzyme is close to saturation with the substrate and operates at its 
maximal velocity (Vmax). As depicted in Figure 1.5, Vmax is a theoretical limit that, in practical 
terms, will not be achieved in any experiment.  

The relationship between substrate concentration and the initial velocity shown in Figure 1.5 is 
represented as a rectangular hyperbola. To define this relation, the Michaelis-Menten equation 
can be applied: 

./0102*	3+*'&014	(3!) = 8"#$ ×
%&'()*#)+	-./-+/)*#)0./

%&'()*#)+	-./-+/)*#)0./1	2!
	   (Eq 1. 1) 

where KM is the Michaelis constant, which is corresponds to the substrate concentration that 
provides half-maximal velocity (see below). 

In 1913, Leonor Michaelis and Maud Menten mathematically derived Equation 1.1 from first 
principles, using simple assumptions regarding how the enzyme reacts with a substrate to form 
a product. The first assumption is that the reaction takes place through the formation of the ES 
complex which, at this point, can either productively dissociate to release the product or 
dissociate in the reverse direction to retrieve again the substrate (no product formed). The 
enzymatic reaction can, thus, be represented in the following way: 

! + # ⇌ !# → ! + -                   

Where k1, k-1, and k2 are the rate constants of the above-mentioned reaction steps. 
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Two additional assumptions are required to derive the Michaelis-Menten equation: (i) the initial 
velocity (v0) of the reaction is obtained when the concentration of product is negligibly small 
(i.e., [S]>>[P]), in this way the option of any product converting to substrate can be ignored, and 
(ii) the substrate concentration exceeds the enzyme concentration (i.e., [S]>>[E]). 

Considering these assumptions, the derivation of the Michaelis-Menten equation starts 
expressing the initial velocity (the rate of formation of the product) as the rate at which the ES 
complex dissociates to form the product. This depends on the rate constant k2 and the ES 
complex concentration as: 

3! =
3[5]
3) = ;7	[!#]           (Eq. 1. 2) 

Because ES represents an intermediate state, its concentration is unknown. At his point, an 
important assumption is that the reaction takes place in a steady-state condition, which means 
that the concentration of the intermediate involved in the reaction remains constant. This 
implies that the rate of formation of ES is the same as the rate of dissociation of ES. Thus, the 
rate of formation and breakdown of the ES complex must balance: 

>21+	'?	!#	&'()*+,	?'@(210'/ = 	;8[!][#]          (Eq. 1. 3) 

and 

>21+	'?	!#	&'()*+,	A@+2;B'C/ = 	 (;98 + ;7)[!#]            (Eq. 1. 4) 

 Hence, considering the steady-state the following important relationship emerges: 

;8[!][#] = ;98 + ;7[!#]            (Eq. 1. 5) 

Which can be rearranged to give the concentrations of ES (i.e. [ES]) as follows: 

["#] = !:[#][%]
!;:&!<

          (Eq. 1. 6) 

From this equation, the Michaelis constant (KM) can be defined as: 

&' = !;:&	!<
!:

        (Eq. 1. 7) 

So, Equation 1.6 can be simplified as: 

["#] = [#][%]
)=

         (Eq. 1. 8) 
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Since it is assumed that the substrate concentration exceeds the enzyme concentration (i.e., 
[S]>>[E]), the concentration of free substrate [S] is almost equivalent to the total substrate 
concentration. On the other hand, the concentration of free enzyme [E] is equal to the total 
enzyme concentration [E]T minus the enzyme combined with substrate [ES], i.e. [E]= [E]T - [ES]. 
Introducing these terms to Equation 1.8, rearranging for [ES], we obtain the following relation: 

["#] = [#]>[%]
[%]&)=

         (Eq. 1. 9) 

Then, it can then be introduced in Equation 1.2 to give: 

'* = (+["], [%]
[%]&)=

        (Eq. 1. 10) 

Where k2[E]T corresponds to the maximal velocity, Vmax. Using all this information, Michaelis and 
Menten were able to derive the final equation as follows: 

'* = -?@A[%]
[%]&)=

     (Eq. 1. 11) 

The Michaelis constant (KM) have been experimentally determined for several enzymes and its 
values are generally in the lower millimolar range. The KM depends on the enzyme, for example, 
enzymes from different organisms that catalyze the same reaction can present different KM 
values. Moreover, an enzyme that accepts multiple substrates will probably have different KM 
values for each substrate. 

The value of KM can tell several important things about a particular enzyme: low KM values 
indicate that the enzyme requires only a small amount of substrate to become saturated. This 
implies that the maximum velocity is reached at relatively low substrate concentrations. On the 
other hand, high KM values indicate that high substrate concentrations are required to achieve 
maximum velocity. Thus, KM is typically used as a measure of the affinity of the enzyme for its 
substrate. The higher KM the lower will be the affinity and vice versa. 

The constant described as k2 is also known as kcat, the turnover number of the enzyme. In 
general terms, kcat is a first-order rate constant that represents the maximum number of 
substrate molecules that are transformed into product molecules by a single active site in a 
given period of time, or the number of times that the enzyme “turns over” per unit time. To refer 
to enzyme specificity and catalytic efficiency, the relationship between kcat/KM is used.  



Chapter 1. Introduction 

 

   

 

23  

In this thesis, kcat, KM, and kcat/KM values are used to discuss the catalytic performance of 
enzymes imidazole glycerol phosphate synthase and formate dehydrogenase with respect to 
computational simulation predictions performed in this thesis.  

 

1.1.3. Enzyme dynamics 

Enzymes are biomolecules involved in a wide range of biological and chemical processes. 
Besides its structural features, the ability of enzymes to develop their function - and to evolve 

towards new functions - in an accurate and specific way is conferred by their flexibility and 
dynamism.11 Far from the traditional view of enzymes as a single, rigid, and static structure, 
they have to be considered as an ensemble of multiple thermally accessible conformations.12 
With conformation we refer to the specific shape or arrangement of the enzyme, similar 
conformations are grouped into a conformational state. The inherent dynamic properties of 
enzymes allow the interconversion between different conformational states, which are 
important for enzyme function. The conformational space that an enzyme can explore can be 
described in terms of a free energy landscape (FEL), see Figure 1.6. For a theoretical 
description of how the free energy landscape is reconstructed see Section 2.4.2. 

 

Figure 1.6. Enzyme conformations represented as a free energy landscape (FEL). Enzymes can 
sample an ensemble of multiple thermally accessible conformations that can be represented in a 
free energy landscape, where each axis corresponds to a different reaction coordinate. The minima 
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of the landscape correspond to stable conformational states and the color map represents the 
population of visited conformations, being blue the most populated and red the least populated. 

 

1.1.3.1. Fundamentals of free energy landscapes 

In the FEL representation of an enzyme conformational space, the different conformations 
sampled are populated based on their energies (thermodynamics) and the rates of 
interconversion (kinetics) between conformations depend on the height of the energy barriers 
that separate the different states (the higher the energy barrier, the longer will be the time 
required to reach one state from the other).12 Despite the FEL is multidimensional, usually it is 
represented as a function of one or two representative dimensions (see Sections 2.4.1 and 
2.4.2 for a more detailed and technical description of theses aspects). 

The distribution and populations of conformational states in a FEL are not static and can be 
modulated.13 A particular free energy landscape representation captures the distribution of a 
certain system in a particular set of conditions (e.g., in a certain temperature, pressure or 
solvent conditions).12,13 Therefore, environmental changes (e.g., covalent or non-covalent 
binding), chemical modifications (e.g., post-translational modifications), introduction of point 
mutations, molecule-molecule interactions or variations in the above-mentioned set of 
conditions can change the relative populations of the states (relative energy of each state) and 
the kinetics of interconversion between them (energy barriers), altering the FEL distribution.13,14 
The concept of population shift is key to understanding the intrinsic flexibility and dynamism 
of proteins and enzymes. In most cases, when a change or perturbation is introduced in the 
system, the relative stabilities of conformations change, redistributing the FEL populations.  
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Figure 1.7. Representation of population shift in terms of a free energy landscape. The 

distribution of populations can change when perturbations (e.g., environmental changes, 
mutations, chemical modifications, or allosteric events, among others) are introduced in the system. 

As depicted in Figure1.7, perturbations and changes on the system conditions can promote 
population shifts. It can be illustrated with a particular example of a ligand binding event to an 
enzyme. An unbound conformation (apo state) might be unstable, however, the binding of the 
ligand (ligand-bound state) can stabilize it, resulting in an equilibrium shifting from the apo state 
(unbound protein) to the ligand-bound state, that may display different conformational 
features.13,14 Therefore, when the ligand binds, the FEL of the enzymes changes, affecting the 
thermodynamic properties (relative populations of the conformational states) and also the 
dynamic properties, including the rates of conformational transitions and the amplitude of 
motions (different timescales).15 Characterizing the thermodynamic, kinetic, and 
conformational features of biomolecules is one of the main challenges of experimental and 
computational approaches.13  

 

1.1.3.2. Experimental and computational approaches to explore 

enzyme conformational dynamics  

Recent advances in experimental and computational techniques have allowed more detailed 
descriptions of the role of conformational dynamics in enzyme function. To provide a full 
picture of enzymatic mechanisms, these advances require a tight coupling between 
experiments and computational work. The integration of both types of techniques can further 
improve our understanding, with experiments being used to refine simulations and simulations 
being used to interpret experimental data or vice versa.4 In this section, a brief description of 
experimental and computational approaches for characterizing the role of conformational 
dynamics in enzymes and proteins is given.  

Crystallographic methods have been crucial to establish the structural view of enzymes. X-ray 
crystallography can be used to determine the high-resolution structure of enzymes.12 The same 
enzyme can be crystallized in different conformations, confirming the possibility of enzymes to 
adopt different shapes. With X-ray methods, one can measure the atomic vibrations within a 
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crystal structure, known as B-factors. B-factors can provide information about the flexibility 
and mobility of a biomolecule. However, B-factors are not a direct measure of molecular 
dynamism, thus, X-ray crystallographic methods still cannot describe the rates of 
conformational transitions. Nuclear Magnetic Resonance (NMR) techniques are one of the 
most valuable experimental methods to characterize dynamical and structural changes in 
biomolecules. The main advantage of NMR relaxation experiments is that timescale transitions 
can be obtained together with atomistic level resolution. In NMR experiments, the dynamical 
information is extracted from the relaxation time of nuclei after excitation. Different NMR 
experiments can provide information of different timescales by assessing different types of 
nuclei (1H, 2H, 13C and 15N).12,16 Other experimental methods such as fluorescence 
spectroscopy, cryo-electron microscopy, or mass spectrometry can also be used to study 
protein dynamics, but are out of the scope of this thesis. It is important to note that multiple 
techniques are often used in combination to provide a more complete understanding of protein 
dynamics. Nonetheless, with these experimental techniques, we can still not obtain both 
detailed structural description and dynamical changes at the same time.17  

In the last decades, several computational methods have emerged to model the structure and 
dynamism of biomolecules. Molecular Dynamics (MD) based methods can be used as a tool 
for obtaining valuable information of structural changes that occur in solution and for 
determining the timescales of the transitions between the different conformational substates. 
MD simulations are a powerful tool to characterize protein conformational dynamics at atomic-
level resolution on timescales from picoseconds to microseconds.18 All-atom molecular 
dynamics simulation is the standard method used nowadays to study complex dynamics 
processes that occur in biological systems. In MD simulations, the positions and velocities of 
every atom in the system evolve according to the laws of classical physics. The forces that act 
on the atoms are calculated with a physical model, known as force-field (see Chapter 2. 
Computational Methods, Section 2.2).4,18,19  

This all atom-based description of the system which evolves as a result of the forces acting on 
the atoms, generates a trajectory describing its evolution over the course of the simulation as 
a function of time. Thus, all-atom molecular dynamics simulations can capture conformational 
dynamism in different timescales and are highly complementary to the above-mentioned 
experimental techniques.20,21  

Despite molecular dynamics simulations being an important tool to describe protein dynamics 
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they currently present two challenges: the so-called “sampling problem” and the “force-field 
problem”.4 The sampling problem refers to the ability of MD simulations to sample all relevant 
states and events that occur on a biomolecular system enough times to be statistically 
significant and allow the comparison to experimental observables (i.e. the Ergodic 
hypothesis).4,18 The force-field problem refers to the required improvement of physical models 
to provide an accurate description of molecular interactions (see Chapter 2, Section 2.2). 

 

Figure 1.8. Representation of the timescale range for the different motions that enzymes can 

present.  

 

Providing an accurate description of the system, MD simulations a priori offer the possibility of 
exploring a wide number of biological phenomena, as depicted in Figure 1.8.  

Next, we summarize some of the representative motions that enzyme can display with their 
respective timescales. Bond vibration and side chain rotations can occur in timescales that 
range from femtoseconds (fs) to picoseconds (ps) and ps to microseconds (μs) respectively. 
Thus, these events take place on short timescales. On the other hand, loop motions and 
secondary structure formation can take place in timescales that range from nanoseconds (ns) 
to milliseconds (ms). Other protein motions such as protein folding or allosteric transitions 
occur in long timescales that range from microseconds (μs) to seconds (s).18,21 The study of 
biomolecular events of interest – that usually take place in the scale of μs to milliseconds – 
require enough sampling of these events in order to be compared with experimental 
observables. Hence, to connect MD with experimental data, enough representative 
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conformations should be computationally sampled to satisfy the ergodic hypothesis, 
confirming that the system has eventually passed through all possible states.18,22 To achieve 
the sampling of all relevant events that occur in long timescales, an extensive amount of 
computational resources would be needed.  

When relevant conformational changes occur in millisecond to second timescales, current 
conventional Molecular Dynamics (cMD) techniques do not properly reproduce with statistical 
significance the experimental data.17,19 As introduced above, this is known as the sampling 
problem. More accurate descriptions of complex systems rely, thus, in alternative approaches 
to access long timescale events. Different strategies based on hardware and software 
advances have been developed to access long timescales events and sample rare events. 
These strategies are generally called enhanced sampling techniques and can be classified in 
unbiased and biased approaches.18,19 In some cases, the definition of a reaction or a progress 
coordinate is required to drive or monitor the evolution of the system toward the conformational 
state of interest. 

During the last decades, strategies based on using unbiased MD simulations to overcome the 
sampling problem have been proposed:  

● Multiple processor parallelization using CPUs. The calculations of the forces that act on 
the atoms in MD simulations are split in multiple processors. This requires good 
communication between the processors to recover the force calculations in order to 
obtain the total energy of the system in each step.23 This approach appeared when 
Duan and Kollman developed a parallelization algorithm in 1998 and the first μs 
biomolecule simulation in explicit solvent was performed with the AMBER software.24,25  

● Anton supercomputers, developed by D. E. Shaw and coworkers.23 Anton was 
designed to perform fast and accurate all-atom MD simulations of biological systems. 
This was achieved by designing special purpose parallel architectures in combination 
with specific parallelization algorithms. More recently, the third revision of Anton was 
released (Anton 3), which was optimized to perform long MD simulations (100 μs per 
day) of large biological systems, such as virus or ribosomes (systems with more than 1 
million atoms and up to 50 million).4  

● Graphics processing units (GPU). GPUs have the ability to perform a large number of 
calculations in parallel on a single GPU.23 In the last decade, MD simulations of 
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medium-sized proteins (300-600 residues) are commonly performed in GPUs obtaining 
a total of 100-200 ns/day. This allows to routinely run microsecond MD simulations.  

● Distributed computing and Markov-State models (MSM). In 2000, Shirts and Pande 
started the project folding@home. With this approach, people around the world were 
able to run short MD simulations in their personal desktop machines. The idea of this 
project was to achieve massive parallelization of short MD simulations using multiple 
GPUs.26 Analyzing all the data collected from hundreds of thousands of independent 
unbiased MD simulations became a challenge. An approach to analyze large MD data 
sets is to use a dimensionality reduction protocol (e.g., Principal Component Analysis 
(PCA) or time-lagged Independent Component Analysis (tICA), see Section 2.4.1 of 
Chapter 2) in combination with the construction of a Markov State Model (MSM). MSM 
is a statistical mechanical algorithm to describe the conformational dynamics of the 
system. Several examples of works where large time scale processes have been 
studied using these unbiased methods have been recently reported. In 2015, Ingram 
and coworkers reported the activation mechanism of calcium-dependent protein 
kinases (CDPKs).27 The experimental work carried out in this study in combination with 
extensive unbiased molecular dynamics (MD) simulations, showed the mechanism of 
inhibition and activation of protein kinases in response to changes in calcium 
concentrations. 

● Path sampling approaches. Path sampling approaches, such as milestoning and 
weighted ensemble (WE), enhance the sampling of rare events by focusing on the 
transition between states.28 The idea behind these methods is that since the transitions 
are infrequent but occur rather fast, they can be explored using ensembles of unbiased 
simulations along a progress coordinate. From the statistical treatment of these 
simulations, it is possible to obtain kinetic properties and ensembles of unbiased 
pathways connecting different states. For example, Sztain et al. used WE to 
characterize how a glycan gate controls the opening of the SARS-CoV-2 spike protein 
or Sohraby et al. reviewed its application to characterize ligand binding kinetics.29,30 

On the other hand, biased enhanced sampling approaches are also used to overcome the 
sampling problem. These techniques are based on changing simulation parameters (e.g., the 
introduction of artificial biased potentials) and can be classified as constrained and 
unconstrained methods. The constrained methods are based on the definition of a reaction 
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coordinate or collective variable (CV) of the simulated biomolecule.4,20,31 These methods include 
Umbrella Sampling and Metadynamics among others (see Figures 1.9 and 1.10). A basic 
requisite of both methods is that structural information of the system is required. When 
constrained methods are applied to study transitions that involve conformational changes (i.e., 
going from an initial state A to a final state B), the method chosen will depend on the structural 
information available about the system. If there is structural information about the two states, 
A and B, but we do not have structural information of the intermediate states, metadynamics 
can be used to explore all possible transitions between the two states along a predefined 
collective variable (CV) that connect both states (see Sections 2.4.1 and 2.5.1 for a more 
detailed description). On the other hand, when detailed structural information is available (i.e., 
both conformational states A and B are known in addition with intermediate states), Umbrella 
sampling allows the exploration of all desired conformational states defined in the transition 
path.  

● Umbrella sampling (US). Umbrella sampling is based on performing MD simulations 
along a predefined transition path or reaction coordinate (see Figure 1.10). Using this 
method, each point of the transition is equally sampled, allowing to recover the 
probability distributions and the free energy along the transition path, thus, providing 
an estimation of the FEL along the selected coordinates. Detailed structural information 
of the initial, final, and intermediate conformational states of the desired transition path 
is required.18,32 

● Metadynamics. Metadynamics is a method that is able to enhance sampling and 
reconstruct the FEL.4,31 This method is based on the addition of time-dependent small 
Gaussian potentials to a selected set of CVs.31,33 The addition of repulsive potentials 
discourages the system from visiting previous conformational states, forcing it to 
explore transitions along the predefined CV (see Figure 1.9 and Figure 1.10).18,31,33 The 
selected collective variables should describe the process of interest in order to 
distinguish between initial, intermediate and final states at the same time that relevant 
events of the process of interest are sampled. For this reason, having some structural 
information (i.e., two different conformational states) of the system is required to apply 
this methodology (see further description of this method in Section 2.5.1.1).  
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Figure 1.9. Schematic representation of metadynamics strategy used to reconstruct the 
conformational free energy landscape. In metadynamics simulations Gaussian potential 
functions are added to force the transitions between different states. 

Choosing a set of reaction coordinates or CVs to define the system is preferred when structural 
information is available. Otherwise, if only one conformational state of the system is at hand or 
little information of the system is known, unconstrained biased methods can be used to 
explore biomolecular conformations without initial structural knowledge. Unconstrained biased 
techniques include methods such as Replica Exchange (RE) or Parallel Tempering (PT), 
accelerated Molecular Dynamics (aMD), and Gaussian accelerated Molecular Dynamics 
(GaMD).  

● Replica exchange (RE) or parallel tempering (PT). This method is based on running 
parallel replicas (i.e., copies) of MD simulations at different temperatures. At certain 
time intervals, temperature of different replicas is exchanged to enhance sampling.17,18 
In this method, the modified simulation parameter is the temperature at which the 
system is simulated instead of a chosen CV. The main advantage of this approach is 
that the increasing of the temperature also increases the kinetic energy, lowering the 
transition barriers and allowing more sampling events.4 However, the main limitation is 
that the number of simulations required to ensure temperature exchange is proportional 
to the number of atoms, thus, requiring expensive computational resources.17,18  

● Accelerated Molecular Dynamics (aMD) and Gaussian aMD. In aMD and GaMD, a non-
negative boost potential is added when the system potential is lower than a reference 
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energy (see Figure 1.10). By applying this boost potential, the magnitude of the energy 
barriers between states is decreased, accelerating the transition between 
conformational states.25,34,35 aMD and GaMD are efficient approaches to enhance 
conformational space sampling without previous structural information of the studied 
system (see further description of these methods in Section 2.5.2.)  

Different approaches to study long timescale events can be combined to provide a more 
reliable description of biomolecular processes. A good example of combining MD based 
methods was recently reported by Sultan and coworkers, where an initial exploration of the 
conformational landscape of a protein kinase is performed using aMD. Then, the 
conformational sampling achieved by aMD is used to run multiple conventional MD simulations 
to build a Markov State Model.36 

 
Figure 1.10. Representation of constrained and unconstrained approaches to reconstruct the 

conformational free energy landscape.  

 

For a more detailed description of computational methods used in this thesis to characterize 
the dynamic properties and conformational free energy landscape of proteins including 
conventional MD, aMD, and Metadynamics, see Section 2.5. 

 

1.1.4. Allostery 

Allostery is an intrinsic property of proteins. This biological process refers to the mechanism 
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or set of mechanisms that regulate protein function, activity, and conformational ensemble by 
distal positions within a protein.37,38 To define the term allostery is not straight-forward. In 
general, it is described as the process by which the effect of binding at one site is transmitted 
to another, often distal, functional site, allowing for activity or function regulation.38,39 However, 
the concept of allostery is broader and not limited to binding events. Allosteric regulation can 
be induced by the binding of a molecule (e.g., small molecules, ions, nucleic acids, proteins), 
chemical modifications (e.g., covalent post-translational modifications), or changes in external 
conditions (e.g., light absorption).15,39–41 Exploring the mechanisms of allosteric regulation is 
important not only to comprehend protein function at molecular level, but also to understand 
crucial biological processes such as enzyme activity, cell signaling or molecular basis of 
disease. For this reason, most of the studies on allosteric processes rely on unravelling the 
allosteric mechanisms in complex biological systems such as G-protein coupled receptors 
(GPCRs), protein kinases, ion channels or enzymes.39,42  

As described in Section 1.1.4.4, recent advances in experimental and computational 
techniques have allowed more detailed descriptions of the role of dynamics in protein function 
and allostery, providing experimental and computational evidence to further understand 
allosteric mechanisms.13 The purpose of the following section is to give an overview about the 
historical perspective of allostery, the allosteric concept, and its implications and role in 
enzyme design and catalysis.  

 

1.1.4.1. Allostery: a historical perspective of the proposed models  

Over the past century, the concept of allostery has evolved. Many models have been proposed 
to explain allosteric mechanisms and regulation. In this section, an overview of studies, 
concepts, and models to characterize allosteric regulation is given, through the lens of history.  

In 1904, Christian Bohr described the biological relationship for protein haemoglobin where 
the presence of one molecule, carbon dioxide, directly affects the binding affinity of another 
molecule, oxygen.43 The cooperative behavior driven by the binding of small molecules to 
distinct protein sites, was named the “Bohr effect”.43 Another pioneer description of the 
cooperative effect, before the term allostery was coined, was done by Pauling in 1935, when 
he proposed a model for the intramolecular control in haemoglobin to explain the cooperativity 
effect in oxygen binding.44  
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Nowadays, the “Bohr effect” is known as the “allosteric effect”. The term allostery – whose 
etymology accounts for the Greek terms “allo-” (other) and “-steric” (three-dimensional or 
arrangement of atoms in the space)3 – was introduced for the first time by Jacques Monod and 
François Jacob in 1961, to describe the regulatory mechanism by which the enzyme function 
was inhibited by a non-steric analogue of the substrate.45 

In 1960, Perutz reported the first X-ray structure of haemoglobin.46 The elucidation of the X-ray 
structure revealed that oxygen was bound to spatially separated, distinct sites of 
haemoglobin.47 With the aim to rationalize the experimental evidence, two different models 
were proposed to provide a description of allostery in haemoglobin: the symmetric or 
concerted model of Monod, Wyman and Changeux (MWC model) and the sequential model of 
Koshland, Némethy and Filmer (KNF model).48  

In 1965, Monod, Wyman and Changeux proposed a “plausible model” to describe allosteric 
transitions.47 Inspired by haemoglobin structure and the two major conformational states 
reported by Perutz, MWC model stated that:  

I) Structural assumption: allosteric proteins are symmetric oligomers with identical 
proteomers, creating a cooperative assembly of subunits.49 

II) Conformational transition assumption: at least two structural states (T for tense and 
R for relaxed in the case of haemoglobin) exist for each proteomer with different affinities for 
the ligand.49 The basic assumption of the model is that interconversion between the two states 
(T to R) occurs in a concerted manner, leaving no option for the existence of a stable 
intermediate state (e.g., TR state). In this model, the allosteric mechanism is thermodynamically 
driven, the binding of the ligand (oxygen) shifts the equilibrium between the R state (major 
conformation before the allosteric event) towards the T state (major conformation after the 
allosteric event).44  

A year later, Koshland, Némethy and Filmer, recovered the Pauling model (1935) and 
challenged the MWC model by proposing the sequential KNF model.44 This model stated that 
the interconversion between the two states T to R occurs at the same time for each subunit.48 
This assumption allows the conception of an existing stable intermediate (TR). In this model, 
the binding of a ligand follows an induced-fit pattern (induced-fit model was proposed by 
Koshland in 1959),50 where the binding of the ligand (oxygen) drives the protein toward a new 
conformation (from R to T) that is more complementary to its ligand.  
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The remarkable observations of the models proposed were not only important for further 
advances in allostery, some of the statements also contributed to the field of molecular 
recognition, laying the foundations of induced-fit (Koshland, 1959) and conformational 
selection models that are still used and debated.47,51 Both MWC and KNF models were focused 
on the importance of conformational change between two well-defined structural states of 
haemoglobin: T and R states. Although these models were able to successfully describe 
allostery, the mechanism of allosteric transition between conformational states was lacking.39,40 
In the last decades, the concept of allostery has evolved to provide a more accurate description 
that overcomes the two main limitations of the initially proposed models (MWC and KNF 
models):  

1) Considering static structures. Proteins are an ensemble of different conformations; 
thus, they should be described statistically and not statically.  

2) Considering only thermodynamic properties. Kinetic properties are relevant to describe 
transition pathways between the different conformational states.15  

This definition of allostery is purely structural, the allosteric effector (i.e., the molecule that 
binds in a distal position from the functional site) induces a population-shift that involves long-
range conformational changes that affect the activity or function in a distal region of the protein 
(e.g., conformational change from an inactive to an active conformation in the active site 
pocket). This allosteric event redistributes the conformational ensemble, affecting the pre-
existing relative stabilities between active and inactive states and their rate of interconversion, 
meaning that the allosteric event selectively stabilizes a given conformational state over the 
others (see Figure 1.11). To refer to this event, the term conformational-based allostery is used 
and has been used to describe several protein and enzymatic processes such as protein 
kinases activation.27 In 1984, Cooper and Dryden introduced the concept of dynamic-based 
allostery.52 In contrast with conformational-based allostery, this concept relies on the changes 
of fluctuations in the protein conformational space that is limited to the basin of the free energy 
landscape (i.e., absence of population shifts associated with long-range conformational 
changes). The nature of dynamic allostery relies on entropic effects in distant regions of the 
protein. The conformational entropy contributions of the allosteric event can alter motions that 
can range from the micro- to millisecond time scale (e.g., slow backbone motions) to the sub-
nanosecond time scale (e.g., fast backbone or side chain motions).  
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Figure 1.11. Representation of a population shift induced by an allosteric event. a) Scheme of 

an allosterically regulated enzyme, where allosteric signal is transmitted between distal sites. b) 
Population shift of an allosteric event. Allosteric events can redistribute the free energy landscape, 
favoring the sampling of active conformations.  

 

In a recent study, Taylor and co-workers compared the allosteric dynamic-based propagation 
with the vibration produced when a violin is played (the “violin” model).53 The comparison relies 
on the redistribution of the vibration pattern on the string and the violin body induced by playing 
a particular note, like when an allosteric effector induces a redistribution of the dynamic 
fluctuations through the protein. Additionally, it is possible for both proposed allosteric 
mechanisms (conformational-based and dynamical-based) to act simultaneously. 

 

1.1.4.2. The role of allostery in biological receptors and drug 

discovery  

In the last decades, allostery has emerged as a critical feature to understand important 
biological processes. Allosteric regulation in biomolecules is a fundamental requirement for 
cell function, thus, for cell life. Nowadays, understanding allosteric mechanisms is key to fully 
describe biological systems function.  

One of the most exploited applications of allostery is in the field of drug discovery. Identifying 
molecules that control biomolecular function through allosteric regulation can contribute to 
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developing new drugs.43 Allosteric drugs are more selective and less toxic than traditional 
therapeutics. For this reason, methods developed for rational discovery of allosteric drugs have 
been applied to complex receptors such as GPCRs and ion channels that are common drug 
targets.54 Other studies of allosteric regulation are focused on the role of allostery in enzyme 
catalysis, which will be further explained as it is of relevance for this thesis. 

 

1.1.4.3. Allostery in enzyme catalysis  

Allostery in enzyme catalysis can be described as the mechanism by which chemical 
information is transferred between different sites of the enzyme.16,55 With chemical information 
we refer to changes in the networks of molecular interactions that connect the distal sites. 

For the sake of clarity, there are shared features in allosteric enzymes that allow to provide a 
simpler definition of the term:56  

● The allosteric effector is chemically distinct to the main ligand or substrate.  

● The effector causes a change in a functional property of the enzyme.  

● The effector binds to a distinct, distal site from the functional site of the enzyme (no 
overlapping occurs).  

Following this definition, the binding of an effector can induce an allosteric event that can play 
an important role in enzyme mechanisms facilitating, for example, the formation of enzyme-
substrate complexes or the catalytic activity.55 

In enzymology, allostery can regulate activation or deactivation of enzymatic function, 
therefore, modulating the catalytic activity by modifying the catalytic constants of the reaction 
(KM, kcat or both). Depending on the regulatory feature of the allosteric mechanism, allosteric 
enzymes are described as K-type or V-type enzymes.47,56  

● K-type enzymes: the binding of an allosteric effector alters the affinity for the substrate, 
thus altering the KM constant.  

● V-type enzymes: those where the maximum activity, kcat, is altered. V-type enzymes are 
usually inactive, and their activity and catalytic rate is critically dependent on ligand 
binding activation (both the allosteric effector and the substrate).  
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To understand how allosteric regulation can affect catalytic activity, the kinetic parameters of 
the enzyme should be determined. Kinetic parameters in combination with experimental and 
computational techniques such as X-ray, NMR, or MD simulations can provide new molecular 
insights to characterize the allosteric pathways.55 One of the best examples of how allosteric 
regulation affects enzyme catalysis is the case of the enzyme Imidazole Glycerol Phosphate 
Synthase (IGPS). Chapter 4 is focused on studying the molecular basis of the allosteric 
mechanism of IGPS and its effect on catalytic activity. 

The aim to enhance catalytic activities of enzymes and to perform chemical reactions of 
industrially relevant interest, relies on designing new enzyme variants. Exploring the 
characteristics of allosterically regulated enzymes can be a powerful tool to improve their 
catalytic activity.  

 

1.1.4.4. Experimental and computational approaches to explore 

allosteric events 

There are several techniques that can be used to explore allosteric events, as reviewed in 
Section 1.1.3 X-ray crystallography and NMR can be used to study the dynamics of enzymes 
and can provide information about the conformational changes that occur during allosteric 
regulation. In addition, for studying allosteric processes another important experimental 
technique commonly used is Isothermal Titration Calorimetry (ITC).57 ITC allows quantifying the 
free energy of the binding process providing enthalpic and entropic components as global 
parameters, thus, can be used to study the thermodynamics of allosteric interactions between 
enzymes and their ligands. 

Computational MD-based methods have been used to provide a mechanistic understanding 
about important allosteric processes that occur in long-timescales. An interesting study of 
allostery of protein kinases using distributed computing techniques was reported by 
Malmstrom and coworkers, where long timescale all-atom MD simulations carried out on GPUs 
were used to build a Markov State Model (MSM).53 The thermodynamics and kinetics 
properties obtained from MSM analyses provided the elucidation of allosteric mechanisms of 
protein kinases A (PKA). Allosteric transition studies can be also performed using constrained 
biased approaches. Formoso and coworkers recently reported a nice example of studying 
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large conformation motions that regulate Adenylate Kinase (AK) function by means of 
metadynamics simulations.58 With the simulation protocol applied in this work, the authors 
identified the most relevant enzyme states and the thermodynamics and structural properties 
of AK function transition.  

To facilitate the analysis of the vast data generated by MD methods and identify relevant 
residues for allosteric communication, a valuable option is to convert the complex 
conformational dynamics into a simple network that represents protein graph motions.54 In a 
network representation of proteins, each protein amino acid is treated as a node (e.g., the Cα 
or residue center of mass) and pairs of nodes are connected by edges. To convert MD-based 
simulation information into this graph representation, the relation between residues has to be 
measured along the MD trajectories. Different types of methods to analyze these data are 
based on residue-pair correlation. When correlation methods are used to construct the 
graphical network representation, edge distance between nodes is inversely proportional to 
the degree of correlation between two nodes (i.e., large correlation, shorter edge distances).54,59 
Once the graphical network representation has been constructed, different network-analysis 
techniques can be applied to identify the most important communication pathways of residues 
between distal sites that may contribute to allostery:  

● Dynamical Network analysis: The correlation of individual residue-residue contacts 
along the protein is evaluated through MD based simulation data. To identify the 
shortest optimal path that connects residues involved in the communication between 
two allosteric paths, different algorithms can be used (e.g., Floyd Warshall algorithm, 
Dijkstra’s algorithm, etc). Relevant examples of correlation methods developed to 
describe protein dynamics and to correlate protein dynamics with allosteric pathways 
have been recently reported. In 2014, VanWart and coworkers developed the Weighted 
Implementation of Suboptimal Path (WISP) program.60 With this program, not only the 
shortest optimal path is computed, but also the suboptimal paths are identified to 
assess the effect of allosteric signaling through multiple near-optimal pathways besides 
the shortest one. In 2017, La Sala and coworkers developed an interesting tool that 
monitors pocket cross-talk to detect potential allosteric mechanisms.61 This technique 
is able to detect allosteric pockets and to evaluate the allosteric communication 
between them, conferring a good approach to discover and characterize unknown 
allosteric networks in proteins. In 2017, Romero-Rivera and coworkers reported the 
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Shortest Path Map (SPM) tool.59 Interestingly, this tool based on correlation methods, 
initially used to investigate allosteric regulation, was successfully applied to evaluate 
the effect of distal and active site mutations in a computationally designed retro-
aldolase family of enzymes. SPM tool was able to predict the important residues for the 
enhanced retro-aldolase activity in the laboratory evolved variants and has been 
applied to other systems that present allosteric regulation such as tryptophan 
synthase.62 Therefore, these results indicated that correlation tools are promising 
methods to improve the computational protocols for design of enzymes.  

● Community analysis: Further analysis of individual residue contacts can be done by 
considering the correlation between communities of residues. Communities are defined 
with highly interconnected residue nodes. Analysis of the communication between 
these substructures provides an additional insight into the optimal shortest path 
analysis. The nodes that belong to the same community are more correlated between 
them and have weaker connections between nodes that are found in other 
communities.54,63  

A great example that combines both correlation methods was reported in 2009, by 
Sethi and coworkers where both dynamical and community network analysis were used 
to study the allosteric mechanisms of tRNA protein complexes.63  

 

The computational methods shown in Sections 1.3 and 1.4 can be combined to achieve reliable 
computational descriptions of protein and enzyme dynamism and allostery. Recently, Vu and 
coworkers have reported the allosteric mechanism of enzymatic catalysis in human 
cyclophilin.64 In this study, microsecond molecular dynamics simulations were used to 
construct a dynamical network analysis of three different variants of human cyclophilin 
isoforms, identifying two different allosteric pathways that were consistent with NMR 
experimental data.  
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1.2. Enzyme engineering and design 

Over the last decades, the use of biocatalysts applied to industrial processes has expanded 
significantly. Enzymes as biocatalysts have been employed in pharmaceutical, food and biofuel 
industrial processes. These biocatalysts have emerged as a potential alternative with respect 
to traditional catalysts for many reasons. Enzymes can catalyze specific chemical reactions 
with great catalytic power and high specificity and stereoselectivity, being able to perform 
chemical reactions discriminating among different substrates with similar chemical structures 
and, when acting on pro-chiral substrates, precisely yielding a single pure stereoisomer.65,66 
Additionally, enzymes can be used to replace or reduce the use of harmful chemicals or 
solvents in industrial processes, making them more sustainable and environmentally friendly, 
as enzymes work in aqueous solutions and mild conditions of temperature, pressure, and pH. 
This can lead to increased efficiency, reduced costs, and a decrease in the use of harsh 
chemicals. Enzymes can also be used to create new products or improve existing ones.67  

One of the main drawbacks of using enzymes for industrial purposes is that there are no natural 
enzymes that either efficiently accelerate the targeted reactions or that the substrate scope of 
the reaction does not meet the industrial requirements. Also, enzymes usually exhibit stability 
problems and low adaptability to non-aqueous solvents. 

 

1.2.1. Experimental enzyme engineering approaches 

Enzyme engineering can be used to address the limitations of enzymes in industrial 
applications.67 This approach involves various strategies to improve the properties of enzymes, 
such as activity, stability, and specificity. Some of the earliest strategies involved modifying the 
reaction conditions (i.e., temperature or pH) together with kinetic studies to optimize wild type 
enzymes for the production of natural compounds. More recent approaches use rational 
methods that involve mutagenesis techniques to make specific changes to the DNA sequence 
that encodes a particular of enzyme. A common mutagenesis technique is site-directed 
mutagenesis (SDM). This is a rational technique that involves making specific changes to the 
DNA sequence encoding an enzyme in order to alter its activity or stability by changing the 
amino acids of certain positions.67 This is done by introducing mutations at specific positions 
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in the enzyme's gene and the amino acid substitution is based on prior structural or functional 
knowledge. 

More recently, Directed Evolution (DE) techniques, pioneered by Frances Arnold, Pim Stemmer, 
and Manfred Reetz among others, have greatly accelerated the optimization of biocatalysts, 
although at a high economic cost. DE is a protocol that introduces Darwin's theory of natural 
selection to improve the properties of enzymes. This approach mimics the process of natural 
evolution by generating a large number of variants of an enzyme, and then selecting the variants 
that improve the desired properties. To select the variants with improved properties, a 
screening of a large number of enzyme variants needs to be performed. The best hits (selected 
improved variants) are then subjected to a new DE round and the process is repeated multiple 
times until an enzyme with the desired property is achieved. Mutations are randomly distributed 
along the entire protein chain, including active site and distal positions. This random 
mutagenesis approach has led to the development of more efficient enzymes for industrial and 
biotechnological applications. 

Other successful strategies are semi-rational versions of DE, that combine random methods 
(e.g., DE) with elements of rational design (e.g., previous or structural knowledge).68 Two 
examples of semi-rational approaches are site-saturated mutagenesis (SSM) and iterative 
saturation mutagenesis (ISM). Site-saturation mutagenesis is a technique where all possible 
amino acid substitutions are systematically introduced at a specific position of the enzyme's 
protein sequence. This approach allows the evaluation of the effect of each possible amino 
acid change at a given position on the enzyme properties. On the other hand, ISM, developed 
by Manfred Reetz and coworkers, is a variation of SSM, in which multiple rounds of 
mutagenesis are performed at different sites within an enzyme's protein sequence.69,70 This 
approach allows for the systematic exploration of multiple sites within an enzyme to identify the 
specific amino acid changes that are responsible for improving the enzyme's properties. ISM 
allows for a more comprehensive exploration of the enzyme's sequence and can lead to the 
identification of multiple key residues that control for the enzyme's properties. This information 
can be then used to design improved enzymes with specific properties using rational design 
approaches. 

These laboratory engineering strategies have been used to successfully improve the properties 
of enzymes, such as increasing their stability, activity, or specificity, which has led to the 
development of more efficient enzymes for industrial and biotechnological applications.71 
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1.2.1.1. Important aspects for engineering stereoselectivity: the 

case of P450s 

Enzymes possess a remarkable ability to selectively produce a single stereoisomer from pro-
chiral substrates, a complex feat in biochemistry.72 The significance of this process, known as 
stereoselectivity, lies in the fact that while one stereoisomer may possess biological activity, 
the other may be nor active or toxic. Through the process of evolution, natural enzymes have 
developed a high degree of stereoselectivity. Achieving high stereoselective enzymes towards 
one stereoisomer or reversing the stereoselectivity of the reaction is of great importance for 
chemical synthesis, biosynthesis and biocatalysis. Reversing the stereoselectivity of a natural 
reaction or introducing stereoselectivity from scratch targeting non-natural substrates requires 
introducing mutations in the enzyme's sequence to reshape the active site pocket and alter the 
conformational ensemble, thus promoting the formation of the desired stereoisomer.73 

Heme-containing P450 oxygenases are versatile biocatalysts for a broad range of 
transformations (e.g., hydroxylation, dealkylation or C-C bond cleavage). These processes rely 
on the formation of a high-valent iron(IV)-oxo cation radical species (i.e., Compound I).74 These 
enzymes are able to accommodate highly reactive intermediates in active sites that induce 
reactants to adopt desired conformations while avoiding enzymatic destruction or 
inactivation.73 P450 enzymes present significant catalytic promiscuity that can be harnessed to 
evolve these proteins to catalyze new-to-nature reactions.  

A great example of new-to-nature enzymatic transformations for constructing complex 
molecules are hemoprotein-catalyzed carbene and nitrene transformations. These laboratory-
repurposed enzymes reported by Arnold and coworkers exploit the ability of proteins to achieve 
high activity and stereoselectivity.73 Metal-carbene and metal-nitrene intermediates are of 
highly interest in catalysis due to their versatility for building complex molecules via carbene 
insertion reactions.75 Synthetic methods used for building these complexes usually require 
noble metal catalysts and harsh reaction conditions. In addition, limited control over reactive 
carbene and nitrene species leads to low selectivity in these processes. Biocatalysts that can 
perform these transformations can be a good alternative, however, no enzymes able to perform 
these transformations were known in Nature. In 2013, carbene and nitrene transferase activities 



Chapter 1. Introduction 

 

   

 

44  

were reported as side reactions of hemoproteins due to their high promiscuity. Biocatalysts 
with low activity were identified from an existing library of enzymes. These ‘hits’ were later 
improved by DE.76–78 

 

1.2.2. Computational enzyme design 

Rational approaches for enzyme optimization based on computational methods like structural 
modelling and thermodynamic calculations to predict and evaluate mutations have also 
emerged as a powerful strategy and several examples and applications will be reviewed in this 
thesis. 

Initial computational approaches for enzyme engineering towards non-natural reactions were 
focused on redesigning the active site of existing natural protein scaffolds (e.g., using Rosetta79 
or ORBIT80 software). The strategy consisted in selecting a set of active site residues for 
mutagenesis, while treating the rest of the protein as a rigid body.80 Despite the initial success, 
low catalytic activities were achieved with the computationally designed enzymes, needing 
experimental techniques (e.g., DE) to further achieve the desired enzymatic properties (e.g., 
improved catalytic activities). Low catalytic activities obtained with computational designs have 
been attributed to a restricted definition of active site residues, difficulties in properly mimicking 
the active site arrangement for optimal TS stabilization and focusing mainly on chemical steps 
without considering crucial dynamic conformational changes for substrate binding and product 
release.81 

A more ambitious approach is the de novo computational enzyme design, where the active site 
of an enzyme is generated from scratch within a protein scaffold that does not have any inherent 
enzymatic activity for the reaction of interest. More recently, also de novo protein scaffolds 
generated using artificial intelligence have been employed to install catalytic active sites.82 The 
idea of de novo enzyme design provides the opportunity to generate any desired reaction of 
interest, however, is a more challenging task than redesigning an enzyme with initial low 
activities. One of the most successful approaches in de novo enzyme design is the inside-out 
protocol, that combines computational design software (e.g., Rosetta software) with the 
theozyme concept.83 In this protocol, it is first performed an initial geometry optimization of the 
transition state, including truncated enzyme functional groups (i.e., residues involved in binding 
and catalytic steps) to mimic the minimal active site. This model is then optimized by QM 
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calculations that provide the idealized three-dimensional model, called theozyme, i.e. 
theoretical enzyme. This TS geometry is then placed into a protein scaffold. Further 
computational refinement can be performed (e.g., using RosettaDesign software)84 to optimize 
the packing between the TS, the functional side chains and the nearby residues.85 The resulting 
designed enzymes can be experimentally tested and further improved by means of 
computational or experimental tools. 

These protocols have been used to design de novo enzymes based on different natural 
scaffolds, achieving initial activities for non-natural reactions such as the Kemp elimination,86,87 
retro-aldol,88 Diels-Alder89 or ester hydrolysis90 among others. However, the catalytic activities 
obtained by de novo enzyme design are still orders of magnitude lower than those of natural 
enzymes,65,91 thus often requiring the employment of DE techniques to improve the catalytic 
activities by several orders of magnitude.  

Advances on computational techniques have contributed to a deeper understanding on the 
importance of conformational dynamics and its role on enzymatic function. An interesting 
example of the importance of conformational dynamics and the concept of population shift in 
enzyme design for engineering new function was reported for retro-aldolase (RA) enzymes.88 
First, the inside-out protocol was applied to obtain initial RA enzymes that catalyze the cleavage 
of methodol substrate by a multistep reaction that involves the formation of a Schiff base 
intermediate involving the catalytic lysine and the substrate. Then, Hilvert and coworkers 
applied DE on the computationally designed enzymes to improve their catalytic activity towards 
methodol cleavage.92 In the second round of DE, the mutations introduced completely 
remodeled the active site, which provided a better positioning of the Schiff base intermediate 
for catalysis. After multiple rounds of DE, a highly active RA variant was obtained, showing the 
power of DE in converting the original computational design into highly proficient enzymes that 
can reach similar activities than natural enzymes.93 Interestingly, along the retro-aldolase DE 
evolved lineage of enzymes, the rate limiting step of the reaction shifted, as observed 
experimentally94 and characterized by QM/MM calculations.95 

In order to elucidate the conformational dynamics of the different RAs variants generated along 
the evolutionary pathway, Romero-Rivera, Garcia-Borràs and Osuna performed a 
computational analysis by means of microsecond timescale MD simulation.59 The analysis of 
the conformational landscape of the different variants showed that the conformational 
heterogeneity of the first computational design and the least evolved variants was progressively 
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tuned to stabilize the catalytically active conformational substates due to mutations, which 
become the major populated states in the most evolved variants. Therefore, characterizing the 
role of conformational dynamics it is possible to use this information to enhance the catalytic 
activity of enzymes. Maria-Solano et al., combined the information of conformational dynamics 
of tryptophan synthase with ancestral sequence reconstruction and SPM to enhance the stand-
alone catalytic activity of the wild-type enzyme.62 

 

1.2.2.1. Combining different strategies to speed up enzyme design 

Nowadays various technologies are available to facilitate the generation of libraries of modified 
protein catalysts, which can be screened for enhanced activities through DE campaigns. The 
key for developing an enzyme for a new transformation lies in finding a protein with some level 
of desired promiscuous activity that can then be optimized. However, screening collections of 
proteins for often-low levels of activity can be time-consuming and labor-intensive, and 
designing enzymes for new activities is still highly challenging.73 

Combining computational and experimental techniques (semi-rational enzyme design 
approach) has shown to be a great strategy in enzyme design for many challenging 
transformations. In Chapter 5, we report a biocatalytic platform for creating new carbon-
nitrogen bonds in an enantiodivergent and efficient way, generated through DE of a P411 
enzyme (P450 with the axial cysteine ligand coordinated to iron is replaced by serine).96 In this 
study, extensive molecular dynamics (MD) simulations and density functional theory (DFT) 
calculations in selected P411 variants were performed to gain insight into the mechanism of 
this enzymatic transformation. Then, the computational modelling generated was employed to 
guide engineering efforts to generate an enzyme with the reversed enantioselectivity, but 
maintaining the high catalytic activity previously obtained. By combining MD simulations and 
protein engineering, a reversed P411 enzyme variant was obtained in a single round of semi-
rational DE.  

Another strategy to reduce the time and cost of enzyme engineering consists of expanding the 
biocatalytic toolbox with metabolic engineering allowing to create specific cells that facilitate 
the screening process in DE campaigns, see Chapter 6. 
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Chapter 2. Computational Methods for 

Studying Enzyme Function 
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For understanding enzyme function at molecular level, it is essential to decipher the 
mechanisms of allosteric regulation, catalysis, and inhibition. To properly describe these 
processes, an atomistic view of the system is required.17 In the field of structural biology, current 
methods to study protein structure and dynamics at atomic resolution are diverse. Experimental 
techniques such as X-ray crystallography mostly provide frozen pictures of enzymes. NMR 
spectroscopy provides information on protein dynamics on different time scales, however the 
transformation of gathered data to a 3D structure is not trivial. Therefore, experimental methods 
can provide information on rearrangement of atoms in stable structures, kinetic parameters of 
the chemical reaction, and binding affinities, but cannot offer a complete description of enzyme 
conformational dynamics and reaction mechanisms. The transient nature of allosteric 
processes or enzymatic intermediates make them difficult to be captured in the required 
atomistic detail, and this remains as one of the main challenges for structural biology. Therefore, 
computational techniques that provide an atomistic description have been used to explain the 
molecular basis of biological processes.  

 

2.1. Computational Microscope for Enzyme Function 

Enzymes are complex biomolecules consisting of thousands of atoms that display a variety of 
motions in a wide range of timescales (from fs to s). Chemical reactions catalyzed at the enzyme 
active site involve bond-breaking and bond-forming events driven by the electrostatic 
environment of the enzyme.12 The interaction between an enzyme and its substrate or a 
conformational change of the enzyme can imply rearrangements of atomic charges and 
changes in protonation states. These enzymatic processes involve changes at the electronic 
structure level. However, modeling the static and dynamic properties of the whole enzyme in 
its environment (e.g., solvent, ions, other molecules) with accurate quantum mechanics 
methods is currently unattainable.17 Therefore, computational strategies with different levels of 
resolution are used to study the different aspects of enzyme function. For example, to describe 
the dynamic behavior of enzymes, Molecular Dynamics (MD) simulations based on a molecular 
mechanics description of the system can provide relevant information about the conformational 
dynamics at atomic resolution. To study reaction mechanisms of enzymatic reactions, quantum 
mechanical calculations based on Density Functional Theory (DFT) are commonly used to 
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reconstruct the energy profile. Understanding the advantages and limitations of the different 
computational techniques is key for their correct applicability.97 

 
Figure 2.1. Computational Microscope. Representation of different layers of accuracy to study 
enzyme reactivity and conformational dynamics by means of computational techniques. 

 

When Quantum Mechanics (QM) is used, electrons are explicitly represented in the model and 
the energy of the system is calculated by describing the electronic structure of molecules in the 
system with no (or few) empirical parameters. Therefore, with QM methods it is possible to 
describe bond rearrangements and describe the mechanism of enzymatic reactions. However, 
QM calculations are currently limited to a few hundreds of atoms due to computational 
requirements. This implies that only a portion of the enzyme region of interest can be described 
at the QM level. In addition, due to the high computational cost associated with each energy 
calculation, using QM to study global enzyme dynamics is still limited. Thus, exploring enzyme 
dynamics relies on reducing the level of resolution of QM methods from the electronic to the 
atomic structure.17,97 

A strategy to reduce the computational cost of QM calculations is to use a molecular mechanics 
(MM) description of the system. In MM, molecules are composed of particles representing 
atoms (atomistic models) or groups of atoms (coarse-grained models), where each atom (or 
group of atoms) has assigned a fixed partial charge. This simplification allows us to define 
simple potential energy functions (force fields) based on classical physical models with a large 
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number of empirical parameters (fitted to experimental, QM or other data) that can be used to 
calculate the energy of the system. This continuous energy function approximates the quantum 
mechanical description and allows one to perform tens of thousands of calculations in the time 
required for a single quantum mechanical evaluation of structure and energy. Therefore, MM 
methods reduce resolution and computational cost with respect to QM. However, in MM, bond-
breaking and forming is generally not allowed (except for reactive force fields), so the topology 
or chemistry of the system remains constant as a function of time. This implies several 
approximations with respect to real conditions, like using fixed charges (unless polarizable 
force-fields are used) and protonation states for all components of the system. Therefore, MM 
methods allow us to study equilibrium geometries and relative energies between conformers of 
the same molecule. Using MM it is also possible to describe how different molecules interact 
through non-covalent interactions, which is of interest to understand for example the interaction 
between enzymes and substrates.97,98  

Molecular mechanics force fields can be coupled with molecular dynamics (MD) algorithms to 
describe the time-dependent conformational dynamics of biomolecules. By coupling simple 
potential energy functions with Newton’s laws of motion it is possible to simulate molecular 
evolution over time. MD simulations are widely used to study the time evolution of complex 
biological systems in its environment. However, to obtain accurate results, MD simulations 
should advance using short time steps. This limits the time scales of conventional MD 
simulations to a few microseconds, which sometimes are not enough to capture the motions 
of interest and to obtain meaningful results. To overcome such limitations, enhanced sampling 
techniques that provide the means to accelerate MD simulations can be used. Moreover, a 
huge amount of data is generated in each MD trajectory that needs to be carefully analyzed to 
extract the relevant information.98  

These methods can be combined to elucidate the different aspects of enzyme function in detail. 
The computational multiscale view of enzymatic catalysis and function allows understanding 
the molecular basis of both conformational dynamics and mechanistic features, which can help 
in the process of rational enzyme design.  

In the next sections, the theoretical basis and practical guidelines of the methods used in this 
thesis to study enzyme function of different systems will be briefly described. 
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2.2. Molecular Mechanics: Classical Physics Force Fields 

Force fields (FF) based on molecular mechanics use simple potential energy functions to 
estimate the energy of a system (e.g., enzyme surrounded by solvent) as a function of its 

conformation (coordinates, rN, where N is the number of particles) at low computational cost.97,98 
Physics-based FFs approximate the interactions between particles with simple classical 
physics expressions that all together account for the energy and forces of the system. In all-
atom FFs the complexity of the systems is further reduced by considering each atom as a 
sphere with a fixed atomic charge linked to neighboring atoms through bonds describes as 
springs. Most common biomolecular force fields used in MD simulations are all-atom physics-
based force fields with fixed atomic charges. Knowledge-based force fields and coarse-grained 
force fields are also widely used to model biological systems, however, these force fields are 
out of the scope of the present thesis and will not be discussed. 

Physics-based force fields used for characterizing molecular systems are constructed by 
adding different components to describe the intra- and intermolecular forces within the 
simulated system. Different classes of FF exist depending on the level of complexity of the 
functional form. Here, we are going to describe the general terms of Class I FF, which are the 
ones used in the present thesis. Class I FF present simple functional forms that typically include 
harmonic potentials to model stretching and bending and the Coulomb term and Lennard-
Jones potential to model electrostatic and van der Waals interactions. The potential energy 
(V(rN)) of a Class I force field is given by the following general potential energy function: 

8(DB) = 	8'./3+3 + 8/./9'./3+3        (Eq. 2.1) 

Which can be further split into the following components: 

8(DB) = 8()* + 8'+/3 + 8).*(0./ + 8+C + 8D3E      (Eq. 2.2) 

The first general term of the force field (Vbonded in Equation 2.1) is used to model intramolecular 
interactions between bonded atoms (Equation 2.2). This includes bond stretching (Vstr), angle 
bending (Vbend), and torsional (Vtorsion) potentials of connected atoms. The second general term 
is used to describe non-bonded interactions between any pair of atoms (both intra- and 
intermolecular). This includes the electrostatic interaction between charged atoms and the van 
der Waals (vdW) interaction between pairs of atoms. Although more refined FFs contain 
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additional terms, these components are generally maintained in most biomolecular force fields 
(see Figure 2.2).98 

 

Figure 2.2. Force Field terms. Mathematical and graphical representation of force-field terms 
described in Section 2.2.1. 

 

To calculate the energy of a molecular configuration using equation. 2.2, a set of parameters 
are required. Force field parameters for all types of atoms of the system are required a priori. 
These parameters are generally derived from experiments or QM data and differ among force 
fields. To select the required parameters for a potential energy calculation it is necessary to first 
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assign an atom type to each atom of the system. The atom type contains information about the 
hybridization and connectivity of each atom. For example, sp3 carbon atoms adopt tetrahedral 
geometry, while sp2 carbon atoms are trigonal and sp carbons, linear. Additionally, bonds 
between different types of carbons will present different equilibrium distances. Using a limited 
number of atom types (for example using one atom type for all carbon atoms) can lead to 
inaccurate results. On the other hand, the larger the number of atom types defined, the larger 
is the number of parameters required. A compromise between the number of atom types, 
parameters, the simplicity of the functional form and accuracy should be found to define a force 
field. Therefore, it is the combination of the potential energy function with the set of atom types 
and parameters that compose a force field.97 

 

2.2.1. Force Field Terms 

Hereafter, the different force field terms are described in more detail. 

● Bond stretching: The bond stretching term models the interaction between all pairs of 
bonded atoms (A-B). In biomolecular force fields, the functional form of the bonding 
energy is generally defined by a simple harmonic potential (Hooke’s law) where the 
energy increases as the bond length deviates from a reference value (rAB,eq). The degree 
of increase of energy along distance depends on the value of the force constant (kAB) 
assigned to the bond.  

Each force field has defined parameters for reference bond lengths and force constants for 
selected bonds (bonds expected to be stronger have larger force constants, for example there 
is a contrast between C-C, C=C, or C≡C). To avoid confusion with the term “equilibrium”, we 
consider that the reference bond length is the value that the bond adopts when all other terms 
in the force field are set to zero, while the equilibrium bond length is the value that is adopted 
in a minimum energy structure where all the other terms of the force field also contribute. 
Therefore, in a molecular system a particular bond may deviate slightly to the reference value 
to compensate for other contributions to the energy. Since harmonic potentials are used in 
Class I FF, bonds cannot be formed nor broken. However, other expressions such as Morse 
potentials can be used to properly model the dissociation of two atoms within a MM framework.  
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● Angle Bending: The angle bending term is defined as the summation over all valence 
angles in the molecule using a harmonic potential as in the bond stretching (see Figure 
2.2). A valence angle is the angle formed between three atoms, A-B-C, in which both A 
and C are bonded to B. As in bond stretching, the contribution of each angle to the 
potential energy is characterized by a force constant (kABC) and the deviation from a 
reference angle value (θABC,eq). 

In both bond stretching and angle bending, substantial energies are required to cause 
significant deformations from the reference value. At room temperature, most of the variation 
in biomolecular structure and relative energies of the conformational landscape is due to 
torsional and non-bonded contributions. 

● Torsional terms: The torsional term models energy variations associated with bond 
rotations. Most force fields use explicit torsional potentials with a contribution from all 
the dihedral angles formed between each bonded quartet of atoms A-B-C-D in the 
system. Properly describing rotational barriers of chemical bonds is fundamental to 
understand the structural properties of molecules and its conformational analysis. In 
particular, the torsion parameters of amino acid residues play a key role for the success 
of biomolecular FFs. Torsional potentials are generally expressed as cosine series 
expansions that depend on barrier height associated with the rotation (Vn) and a phase 
factor (γ) that indicates where the dihedral angle passes through its minimum energy 
value.  

Additionally, improper torsion terms and out-of-plane bending motions can be also 
incorporated to force fields to properly reproduce certain geometrical aspects that are difficult 
to describe with just torsional terms.  

Non-bonded interactions: The nonbonded term is calculated between all pairs of atoms that 
are separated by at least three bonds (intramolecular) and between all pairs of atoms of different 
molecules (intermolecular, including solvent molecules). Molecules interact through non-
bonded forces that play an important role in determining the structure of individual molecular 
species. Thus, non-bonded parameters are usually adjusted to have a good balance between 
solute-solvent and solvent-solvent interactions. Considering that the non-bonded interactions 
vanish with distance, a distance cutoff is usually applied to prevent the calculation of all 
possible non-bonding interactions, which significantly reduces its computational cost. The non-
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bonded terms in physics-based force fields are usually considered in two groups, the 
electrostatic interactions, and the van der Waals interactions. 

● Electrostatic term: Corresponds to the energy associated with the electrostatic 
interaction between point charges which is commonly modeled with a Coulomb 
potential (see Figure 2.2). To calculate the electrostatic contribution of a given pair of 
atoms the partial atomic charge (qA and qB) of each atom and the interatomic distance 
(rAB) are required. Biomolecular force fields contain libraries with all the atomic charges 
for the standard amino acids and nucleobases, however, for non-standard molecules 
(i.e., substrate or cofactor) the user should provide the atomic charges prior carrying 
out the calculation (see Section 2.2.3.1). The interatomic distance is obtained from the 
molecular structure. As mentioned before, these charges remain fixed during MD 
simulations, which is one of the main limitations of Class I force fields.  

● Van der Waals (vdW) term: the interaction energy between atoms varies with distance 
irrespective of whether they are charged or not. The tendency is to have a balance 
between attractive (long range) and repulsive forces (short distances). Attractive forces 
are due to dispersion forces (instantaneous dipoles that arise during fluctuations in the 
electron clouds: an instantaneous dipole in a molecule can induce dipole in neighboring 
atoms). Repulsive forces, often referred as exchange forces or overlap forces, are due 
to interactions between electrons with the same spin (short range repulsive forces). The 
effect of exchange is to reduce the electrostatic repulsion between pairs of electrons 
that cannot occupy the same region of space. Dispersive and exchange-repulsive 
interactions can be modeled together using a simple empirical expression that can be 
rapidly calculated (as a consequence of the large number of vdW interactions that must 
be determined). The common vdW potential function used in biomolecular force fields 
is the Lennard-Jones 12-6 function controlled by two adjustable parameters, the 
distance at which attractive and repulsive forces balance (σAB) and the well-depth (εAB). 
In biomolecular FF, the σAB and εAB terms are generally obtained from the arithmetic and 
geometric mean of individual atom type parameters respectively. 

General considerations: A key aspect for the efficiency of classical force fields is to select 
expressions for the different terms that are easy to calculate with a computer, as the ones 
shown in Figure 2.2. When performing an energy minimization or a MD simulation it is required 
to compute the first and second derivatives of the energy with respect to the atomic 
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coordinates. Therefore, it is important to select FF expressions that can be easily differentiable 
at a computational level. As described in the introduction, when coupled to MD simulations, 
classical force fields are adequate for representing biomolecular systems at room temperature. 

 

Biomolecular Force Fields: Several biomolecular force fields exist that can be applied to model 
proteins, DNA, and RNA. Among them, CHARMM99, AMBER100, and GROMOS101 FFs are found 
among the most widely used to simulate biomolecules. The FF choice depends on the system 
studied (e.g., protein in solution, protein embedded in a membrane). It is always recommended 
to perform preliminary simulations and analyze the stability of the structural elements of the 
protein. In this thesis, we have used AMBER ff14SB102 to perform all simulations. 

 

2.2.2. Water models 

Biological and most chemical reactions take place in the presence of solvent. To appropriately 
describe biochemical processes, MD simulations are commonly carried out in the presence of 
explicit solvent molecules (e.g., water). Thus, it is important to have a balanced description in 
terms of accuracy and computational efficiency of solute-solvent and solvent-solvent 
interactions in force field calculations98. Several water models have been suggested that 
account for different levels of complexity. 

A common strategy to simulate explicit water in biomolecular simulations is using simple rigid 
water models such as TIP3P.103 This is a three-point charge model that has been developed to 
reduce the degrees of freedom while accounting for water contribution to the system's energy 
(and to describe liquid phase properties). Therefore, TIP3P is a simple interaction-site model 
where each water molecule is maintained in a rigid geometry. The TIP3P model uses three sites 
for the electrostatic interactions where the partial positive charges on the hydrogen atoms are 
balanced by a negative charge located on the oxygen atom (see Figure 2.3). The van der Waals 
interactions between two water molecules are computed using a Lenard-Jones potential only 
applied to the oxygen atom, thus, no van der Waals interactions involving the hydrogen atoms 
are calculated. This reduces the computational cost when working with systems solvated with 
a large number of water molecules. 
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Figure 2.3. TIP3P water model parameters. The TIP3P water model assumes that each water 
molecule is composed of three-point charges: a negative charge on the oxygen atom and two 
positive charges on the hydrogen atoms. 

Other models have been developed to better describe the solvent effects. For example, flexible 
models have been developed to permit internal changes in the molecule conformation and 
polarizable water models can explicitly include polarization and many-body effects, allowing 
for a more accurate representation of water behavior.98 To significantly reduce the 
computational cost, implicit models of water can also be used, however, within this framework 
the role of explicit water molecules in the active site of enzymes cannot be described. In the 
present thesis we have used the TIP3P model, which provided accurate results for the studied 
systems. 

 

2.2.3. Parametrization of molecules not included in biomolecular force 

fields 

To study biochemical processes such as enzymatic catalysis, we require the simulation of 
biomolecules interacting with small molecules or ligands (e.g., cofactors, substrates, 
inhibitors…). Biomolecular force fields are generally limited to only describe standard residues 
in proteins, DNA and RNA, and solvent. To include non-standard molecules in the simulation, 
additional parameters of the molecule of interest (reference bond, angles, dihedrals, and non-
bonded (including atomic charges)) should be provided.  
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2.2.3.1. Ligand parameterization 

To obtain the parameters for small organic molecules or ligands, generic force fields as the 
Generalized AMBER Force Field (GAFF) have been developed.104 GAFF contains a set of 
parameters for most common atom types found in organic molecules. In contrast to 
biomolecular force fields, the atomic charges are not present in GAFF and need to be provided 
by the user. Therefore, to obtain the GAFF parameters for the ligand of interest the molecular 
structure and the atomic charges of the molecule are required. The general protocol used in 
this thesis to parametrize small organic molecules consists of the following steps. First, a QM 
optimization of the ligand is carried out. In general, we perform a DFT optimization using B3LYP 
with a small basis set (6-31G*). Second, a single point energy calculation of the previously 
optimized geometry is carried out to estimate the atom charges with the restrained electrostatic 
potential (RESP)105 method, which generates atom-centered point charges based on a charge 
fitting procedure to an electrostatic potential generated at the HF/6-31G* level of theory. Since 
the atomic charges of aminoacidic residues in the AMBER biomolecular force fields were 
generated at the HF/6-31G* level, this level of theory is commonly maintained for consistency. 
Finally, the generated RESP charges and the atom connectivity retrieved from the optimized 
molecular structure are used to assign atom types available in the GAFF force field. In this 
thesis, we have used GAFF to parametrize all the substrates and organic cofactors used in MD 
simulations. It is recommended to manually check the assignment of atomic charges, atom 
types, and connectivity generated by automatized protocols. 

However, GAFF or other generic FFs applicable to biological systems do not include 
parameters to describe transition metal centers or metal-based cofactors present in 
metalloenzymes. 

 

2.2.3.2. Metal Ion and Metal Complexes Parametrization Strategies 

Metal ions are commonly found in biological systems either forming part of the enzyme 
structure, i.e., metalloenzymes, or as part of the water solution, e.g., sodium or chloride ions. 
Modeling metal ions with molecular mechanics presents several challenges due to the variety 
of oxidation and spin states, complex chemical bonding, and multiple coordination numbers.106 
There are basically three strategies to account for metals in classical molecular dynamics 
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simulations depending on their structural environment and coordination mode: 1) the non-
bonded model, 2) the cationic dummy model, and 3) the bonded model. Each of them requires 
defining appropriate atom types and force field parameters. 

Within the framework of the non-bonded model, each metal ion is commonly described as a 
ball with a fixed integer charge, which generally corresponds to the oxidation state (e.g., +1 for 
Na+), and the corresponding van der Waals parameters (e.g., F and G in Figure 2.2). The latter 
are parameterized to reproduce certain properties such as metal-ligand distances or hydration 
free-energies. In some cases, non-bonded models fail to properly reproduce the coordination 
sphere of transition metals along the MD simulations. To improve their performance 
modifications that incorporate additional terms in the Lennard Jones potential have been 
suggested.107 In this thesis, the non-bonded model is used to model sodium cations and 
chloride anions required to neutralize the system for MD simulations. 

In the cationic dummy model, a number of dummy atoms are distributed around the metal 
center to reproduce the metal coordination sphere.108 Commonly an octahedral distribution of 
dummy atoms is used for most alkaline-earth and transition metals, although tetrahedral or 
other rearrangements have been employed to reproduce specific coordinations. Each dummy 
atom accumulates a certain partial positive charge and non-bonded vdW parameters are 
assigned to both central and dummy atoms. This model allows certain flexibility in terms of the 
coordination number, which can change along the MD simulation to adapt to the surrounding 
residues. As demonstrated by Duarte et al., the use of the dummy model can be useful to 
describe the behavior of bound metal ions in metalloenzymes.109  

In the bonded model, the metal ion is considered to be covalently bound to the surrounding 
ligands, which can be amino acids, water molecules, substrates, or organic ligands as part of 
a metal complex cofactor. This implies that both the bonded and non-bonded force field 
parameters between the metal and the directly linked residues have to be obtained. To facilitate 
the parametrization process, Li and Merz developed the Metal Center Parameter Builder 
program (MCPB.py) that allows for the parametrization of metal ions within the bonded model 
framework.106 The general process consists of several steps that are summarized as follows. 
First, the bonded force field parameters are obtained from quantum mechanical calculations, 
usually at the DFT level. In particular, equilibrium bonds and angles are obtained from a 
geometry optimization while force constants are retrieved using the Seminario method from the 
cartesian Hessian matrix calculated at the QM level of theory. These calculations are performed 
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on a simplified truncated model that contains the metal ion and the surrounding atoms. Second, 
partial atomic charges of the metal center and surrounding residues are calculated using 
quantum mechanical calculations (commonly DFT calculations). In general, RESP atomic 
charges are computed. Finally, the atom types and non-bonded parameters of the region of 
interest are assigned based on the geometric (molecular structure) and electrostatic (atomic 
charges) criteria. In this thesis, we have used the bonded model to perform MD simulations of 
a number of laboratory evolution haem-iron carbene transfer enzymes (see Chapter 5). 

 

2.3. Molecular Dynamics Simulations 

Molecular dynamics simulations are based on generating successive configurations (rN) of the 
molecular system that evolve along time by integrating Newton’s equations of motion. The 
result is a trajectory of the biomolecule that specifies how the positions and velocities of the 
atoms in the system vary with respect to time.97,98 

The trajectory is obtained by solving the differential equations described by Newton’s second 
law: 

H0 = (20      (Eq. 2.3)   

(
F*"#
F)# =

FG(*$)
F*"

        (Eq. 2.4) 

 

These equations describe the motion of a particle of mass m along a coordinate (i) with Fi, being 
the force exerted on the particle in that direction. The force is the derivative of the potential 
energy with respect to the position of the atoms. 

In MD simulations particles follow Newton laws of motion: (i) a particle will continue to move at 
its current speed and direction unless a force acts upon it and (ii) the force equals the rate of 
change of momentum (i.e., acceleration). In a molecular assembly, formed by many particles, 
the force that acts on each particle depends on its position with respect to the other particles, 
thus, a many-body problem that cannot be solved analytically, arises. 

The total force that acts on a particle at a given time is the sum of its interactions with other 
particles. The forces are obtained from continuous potential models (force fields, Section 2.2), 
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that are assumed to be pairwise additive. To solve the many-body problem, the equations of 
motion have to be integrated using numerical finite difference methods. The essential idea is 
breaking the integration of Equation 2.4 into many small steps, each separated by a fixed time 
(dt), assuming that the speed and acceleration are constant over these time step intervals. 

Next, the parameters important for MD simulations will be described: 

• Time Step: Selecting the time step is a key parameter for MD simulations. If the time 
step is too large it might result in instability due to high energy overlap between particles. 
If the time step is too small, it might lead to trajectories covering a limited phase space 
while increasing the computational cost of the MD simulation.  
Usually, the time step set for MD simulation is determined by the fastest frequency of 
motion. The highest-frequency vibrations are due to bond stretches, especially the O-H 
vibration (ca. 10 fs). Thus, accurately treating water molecules using a classical 
description would require solving the equations of motion using a small timestep (1 fs), 
which would dramatically increase the computational cost of MD simulations. To 
overcome this, bonds involving hydrogen atoms (including water molecules) are often 
treated as a rigid body (imposing a minimal set of fixed bond lengths and angles) to 
allow the use of a larger timestep (often double the length, 2 fs). This is done by using 
different methods like SHAKE or LINCS algorithms. 
 

• Initial velocities: Before starting the MD simulation, initial positions and velocities of each 
atom have to be assigned. The selected initial positions (initial conformation or 
configuration) ideally come from experimental data (X-ray or NMR) and the initial 
velocities can be randomly generated by applying a Maxwell-Boltzmann distribution at 
a certain temperature. 
The Maxwell-Boltzmann equation provides the probability of having an initial velocity of 
vix in the x direction at a given temperature T of an atom i with mass mi. With this, a 
Gaussian distribution with random velocity values is obtained. Given this distribution, 
multiple separate independent MD simulations starting from the same conformation 
(i.e., replicas) will start with different initial velocities. Therefore, running multiple replicas 
starting from the same initial configuration is a commonly used sampling strategy: 
starting from different initial velocities allows a different conformational exploration over 
time for each MD replica, speeding up the conformational sampling and collecting better 
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statistics. However, the sampling strategies used will depend on the characteristics of 
the system (i.e., number of atoms) and the process under study (i.e., time scale of the 
given process). 
 

• Periodic boundary conditions: Macroscopic, lab-scale or bulk systems consist of 
multiple moles of atoms or molecules, thus, from a simulation perspective can be 
considered infinite systems. In computational biochemistry, we attempt to simulate 
biomolecules by simulating finite small systems (i.e., biomolecules in a solvent 
environment). An approximation used to overcome the finite size effects in simulations 
is to set periodic boundary conditions (PBC).  
PBC allow that the simulated system in a periodic box interacts with periodic images of 
the same system, mitigating the finite size effect. This can be a good approximation to 
the behavior of a small subsystem in a larger bulk phase. However, it is not desirable 
that a single particle interacts with the same particle multiple times. To prevent this, a 
cutoff distance is applied to the non-bonded interactions between all pairs of atoms 
(i.e., non-bonded interactions are set to 0 when atoms are further apart than the defined 
cutoff distance). Thus, the employment of the cutoff decreases the computational cost 
of the simulation.  
The cutoff is usually set to be less than half the length of the simulation box in any 
dimension. In biomolecular systems, a cutoff between 8 and 12 Å is generally 
recommended.97  

2.3.1. Setting up and Molecular Dynamics simulation production run 

Setting up the system to properly run MD simulations includes certain steps. In this thesis, to 
prepare the different systems we followed the next steps: (i) System preparation; (ii) 
Minimization; (iii) Heating; (iv) Equilibration and (v) Production run. 

System preparation is one of the most important steps to set up the system of interest. Since 
in MD simulations, bond-breaking and forming is generally not allowed, the topology or 
chemical description of the system will remain constant as a function of time. This implies that 
important features of the system like the selected initial configuration, the protonation states of 
the protein constituent, the addition of solvent and counter ions and the proper selection of the 
FF used will be critical to describe the molecular system.97 Once the system has been carefully 
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prepared, the energy minimization step proceeds. In this step, the purpose is to find a local 
minimum in the potential energy surface to identify a relatively stable structure that will avoid 
instabilities when running the MD simulation. After minimizing the system, it is found in a state 
where the numerical integration of the equations of motion can begin without major 
displacements of the atoms. However, to begin a simulation, not only the position of the atoms 
is required, but also the assignment of initial velocities of each particle of the system (see 
previous Section 2.3. for more details on the assignment of initial velocities of atoms). To attain 
the desired temperature of the system, a heating process is performed, where the temperature 
is gently increased in temperature spans of 50 K. Then, a short MD run is performed to 
equilibrate the system. The aim of the equilibration step is to bring the system to the target 
state point and to ensure that the simulation will be run in a particular thermodynamic ensemble 
(e.g., microcanonical ensemble, defined by a fixed total energy, volume, and number of 
particles, NVE, or canonical ensemble, defined by a fixed temperature, volume, and number of 
particles, NVT) to collect data for analysis in the appropriate conditions. Generally, the 
equilibration step is performed in a constant NPT ensemble (i.e., isothermal-isobaric ensemble), 
which is characterized by a fixed number of atoms (N), pressure (P) and temperature (T). In our 
case, to evaluate the proper equilibration of the system, we monitor the density of the solvent 
and the evolution of the solvation box volume over time. If at the end of the equilibration these 
two parameters remain constant, it can be considered that the system is properly equilibrated. 

Once the equilibration is complete, the production run can start. In this thesis, in contrast to 
the equilibration step, the production run has been performed in a constant NVT ensemble 
(characterized by a fixed number of atoms (N), volume (V) and temperature (T)). From the output 
of the production run, data for the subsequent analysis will be collected.  

The MD simulations are usually carried out with a thermostat that adds or removes heat from 
the system to maintain a target temperature of the system. In our case, the Langevin thermostat 
algorithm, which also includes frictional force, is used. Many other thermostat algorithms have 
been developed,97 but are out of the scope of this thesis.  
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2.4. Analysis of MD simulations 

2.4.1. Dimensionality reduction and identification of relevant states 

MD simulations of an enzyme in explicit solvent describe the complex motions of a high number 
of atoms over time. With the increase in computational power, nowadays it is possible to run 
MD simulations beyond microsecond time scales and perform multiple replicas at the same 
time. This causes the system to explore regions of the conformational space that are far from 
the starting point accumulating a significant amount of data to be interpreted. As a 
consequence of the large data generated in MD simulation trajectories, it is challenging to 
identify the essential details that may be relevant to understand enzyme function and connect 
the observations with experimental data. A potential solution to this problem is to reduce the 
number of dimensions associated with the atomic coordinates of our system to a few degrees 
of freedom making the interpretation of MD simulation more simple.18,97 The general procedure 
consists of selecting molecular observables, s, that describe the process of interest and then, 

performing a structural analysis (probability distribution P(s) or mean) or dynamical analysis 
(time evolution). Considering that the starting point is a high-dimensional set of input 

coordinates rN = (r1, r2, …, rN), the goal is to construct a low-dimensional observable s = (s1, s2, 
…, sd), where d is the number of dimensions, that describes and captures the essential 
dynamics of the system. Each si represents a degree of freedom or a collective variable (CV) 
that we then used to project our MD trajectories. CVs are also used by some enhanced 
sampling methods to bias the MD simulation (see Section 2.5.1). 

Choosing appropriate degrees of freedom/collective variables. Choosing the appropriate 
degrees of freedom or CVs to represent our data is crucial because otherwise relevant 
information can be omitted. This is particularly important to reconstruct the free-energy 
landscape of the process of interest (see Section 2.4.2 and 2.5.1). For example, it is possible 
that the selected degrees of freedom to reconstruct the FEL clearly differentiate between 
relevant stable states but do not capture the presence of intermediate states that are key for 
understanding the kinetics of the process.18 Hereafter, a summary of the different strategies 
available to select the CVs is provided.  

• Collective variables based on (bio)chemical knowledge. The simplest strategy to select 
relevant CVs is to visually inspect MD simulations and select key geometrical 
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parameters that we consider relevant for the problem of interest, which can be based 
or not on previous information of the system. These parameters can be internal 
coordinates such as distances, angles, or dihedral angles calculated between any 
atoms in our system. A common practice is to first remove overall translation and 
rotation of the protein prior the analysis, which can be achieved via common analysis 
and visualization MD packages. For example, in this thesis, we have monitored the 
substrate binding into the active site of enzymes using only the distance between one 
atom of the substrate and one atom of a key residue in the active site. This one-
dimensional description is a good option to evaluate the number of binding events and 
to characterize the molecular basis of the process but may be limited to reconstruct the 
thermodynamics and kinetics of the binding process because relevant intermediate 
states controlled by the enzyme conformational dynamics may be found at similar 
distance values. 

• Linear dimensionality reduction techniques. Additional strategies to automatically 
reduce the dimensionality of the MD simulations also exists. Principal Component 
Analysis (PCA) can be used to reduce the dimensionality of MD simulations (either 
cartesian coordinates or selected distances, dihedrals, etc.) by maximizing the variance 
of a data set as much as possible.110 The principal components (PC) resulting from the 
low dimensional PCA space will contain the correlated conformational motions of higher 
amplitude in our system. In this thesis, we have used PCA to study the global dynamic 
changes of an allosterically regulated enzyme. A different strategy consists of 
maximizing the time scales of the components instead of the variance such as in PCA. 
This can be achieved by means of the time-lagged Independent Component Analysis 
(tICA), which is commonly used to build Markov State Models.111,112 However, 
biomolecular processes may be determined by small structural changes (difficult to be 
described by PCA) or depend on coupled processes that occur on various time scales 
(difficult to be described by tICA). Therefore, analyzing the outcome of these methods 
is always recommended to understand in detail the CVs generated. A description of 
advantages and limitations of these techniques is provided by Sittel and Stock113 and is 
out of the scope of the present thesis. 

Identification of metastable states. Another strategy to interpret complex MD data is to 
clusterize MD trajectories based on a certain metric. Geometrical clustering methods allow 
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grouping conformational states based on structural information. Clustering can be performed 
considering all atoms or a subset (i.e., active site residues or protein backbone atoms) of the 
atoms of the system.113 In practice, the outcome of the clustering process will be the separation 
of MD frames into clusters providing the total population of each cluster. Then, representative 
structures of each cluster can be structured and compared with others to identify differences 
between metastable states. A typical geometric clustering technique is k-means, which 
partitions the MD data into k subsets (clusters) that minimize the sum of square distances 
between the objects and the corresponding clustering centroid. In this thesis, we have used k-
means clustering to clusterize two-dimensional conformational landscapes. Additionally, 
hierarchical agglomerative clustering as implemented in cpptraj has been used to directly 
clusterize MD trajectories and extract the most relevant conformations. In this type of 
clustering, MD frames start as single clusters and are hierarchically merged up until a certain 
criterion (number of clusters) is met. In this thesis, we have focused on the conformational 
analysis of clusters, therefore, both k-means and hierarchical provide a relevant separation 
between conformational states. However, if clusters are used to retrieve thermodynamic and 
kinetic data, then, more appropriate algorithms such as density-based clustering algorithms 
should be used. 

 

2.4.2. Free Energy Landscape reconstruction 

In this Section, we will describe how we can use statistical mechanics concepts to retrieve the 
conformational free-energy landscape of an enzyme (see Section 1.3 for a general description). 

 The energy landscape of a molecule visually represents the shape of the potential energy 
function, V(rN), as a function of the molecule configurations (each configuration (microstate) 

represents a set of atomic coordinates rN) at a certain temperature, T. The high-dimensional 

energy landscape can be simplified if we represent it in a single dimension s (see Section 
2.4.1.).22 Through the Boltzmann factor it is possible to connect energy with relative probabilities 
and obtain the probability of a certain configuration of the energy landscape. The probability 
density of a configuration can be retrieved from the normalized Boltzmann factor as:114 

I(J) =
JKL	[9G(M)/O%P]

∫ JKL	[9G(M)/O%P]&
     (Eq. 2.5) 
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Where kB is the Boltzmann constant, T the absolute temperature, and V is the total number of 
configurations. Therefore, the relative probability is lower for high energy configurations. 
Moreover, the relative probabilities become more equal when temperature increases.  

Configurations that belong to the same energy basin can be grouped into a state. However, in 
practical terms, the word state is also used to group similar energy basins. Irrespective of the 
state definition, since it contains multiple configurations, it is not possible to speak about the 
potential energy of state A, but it will be possible to speak about the average potential energy 
of state A. Using the Boltzmann factor, we can calculate the probability of a certain state A by 
integrating over the volume of state A.  

IR(J) =
∫ JKL	[9G(M)/O%P]&'
∫ JKL	[9G(M)/O%P]&

     (Eq. 2.6) 

where VA is the region that contains all configurations assigned to state A. 

From the probabilities of each state, it is possible to calculate the free energy FA(s) of a particular 
state following the expression: 

HR(K) = 	;SL*/()R(K))     (Eq. 2.7) 

These equations of statistical mechanics can be used to describe the conformational free 
energy landscape of biomolecules. Enzymes are described as an ensemble of conformational 
states populating an energy landscape. Transitions between conformational states are related 
to enzyme function. Conformational states are collections of configurations that belong to the 
same energy basin in the selected dimensions. Considering the typical example of protein 
folding, a particular enzyme can be represented using a two-state description: the folded and 
unfolded states. By grouping the configurations that form each state and using the equations 
described above, we can then retrieve the relative free energies of the different (un)folded states 
of the protein. This can be applied to other processes such as ligand binding or conformational 
transitions between inactive and active conformational states of an enzyme. 

In this thesis, we have used enhanced sampling techniques to reconstruct the FEL of an 
allosterically regulated enzyme and identify its functionally relevant states (see Chapter 4). 
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2.4.3. Network representation of proteins 

Another strategy to facilitate the analysis of the vast data generated by MD simulations is to 
convert the complex conformational dynamics of proteins into a simple network that represents 
protein motions. In a network representation of proteins, each protein constituent (e.g., amino 
acid residue) is treated as a node (i.e., using the Cα or residue center of mass) and pairs of 
nodes are connected by edges. In this thesis we have used two different network representation 
tools: the Shortest Path Map (SPM) and Community Network Analysis (CNA).  

 

2.4.3.1. Shortest Path Map 

The Shortest Path Map (SPM) is a dynamical network analysis tool that has been used in this 
thesis to evaluate the allosteric communication.59 The first step of the Shortest Path Map (SPM) 
calculation relies on the construction of a graph based on the computed mean distances and 
residue-pair correlation values observed along the MD simulations (see Figure 2.4). For each 
residue pair of the protein a node is created and centered on the Cα atom of each residue if 
both residues display a mean distance of less than 6 Å in 3D space along the simulation time. 
The length of the line connecting both residues is drawn according to their correlation value 
(dij=-log |Cij|, where Cij is the correlation matrix). Larger correlation values (closer to 1 or -1) will 
have shorter edge distances, whereas less correlated residue pairs (values closer to 0) will have 
edges with long distances. At this point, we make use of the Dijkstra algorithm to identify the 
shortest path lengths and generate the SPM graph (see Figure 2.4). The algorithm goes through 
all nodes of the graph and identifies which is the shortest path to go from the first until the last 
protein residue. The method therefore identifies which are the edges of the graph that are 
shorter, i.e., more correlated, and that are more frequently used for going through all residues 
of the protein, i.e., they are more central for the communication pathway. These edges have a 
higher contribution (i.e., represented with thicker lines in the final SPM graph). More details 
about applications of the SPM tool can be found in recent publications.59,62,115  
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Figure 2.4. Schematic view of different network representations of proteins. Scheme of 
Shortest Path Map (SPM) and Community Network Analysis (CNA) construction from the MD 
simulation dataset. In both cases, the spheres represent the graph nodes while the lines that 
connect them, the edges. 

 

2.4.3.2. Community Network Analysis 

A similar analysis can be performed to evaluate the community networks from a graph 
constructed from MD simulations data. The communities are identified from the original graph 
generated based on the mean distances and correlation values from the MD simulations using 
the Girvan-Newman algorithm using a similar protocol as the one described by Sethi et al.63 

 

2.5 Enhanced Sampling Methods 

The study of biomolecular events of interest, that usually take place in the scale of 
microseconds to milliseconds, requires obtaining enough sampling of these processes to allow 
the comparison with experimental observables. Hence, to connect MD with experimental data, 
enough representative conformations should be computationally sampled to satisfy the ergodic 
hypothesis, confirming that the system has eventually passed through all possible states.22 To 
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achieve the sampling of all relevant events that occur in long timescales, an extensive amount 
of computational resources would be needed.12 When relevant conformational changes occur 
in millisecond to second timescales, conventional MD simulations usually remain stuck around 
one energy minimum and, thus, do not properly reproduce the experimental data with statistical 
significance. More accurate descriptions of complex systems rely, thus, in alternative 
approaches to access long timescale events. 

In recent years, a lot of efforts have been put into developing simulation techniques that speed 
up and improve the efficiency of conformational sampling while keeping the atomistic 
description of the system. Ideally, the aim of these methods is to provide strategies for visiting 
all relevant metastable states for the problem of interest in an affordable simulation time. In this 
line, enhanced sampling techniques represent an attractive alternative strategy to long 
unbiased simulations. Enhanced sampling methods can be divided into different groups 
whether they are based on biased and unbiased MD simulations or if they depend on the 
definition of a reaction coordinate (see Section 1.1.3.2).18. In this thesis, we used two different 
types of enhanced sampling methods: the ones that bias a set of collective variables (CVs) and 
biased unconstrained methods.  

2.5.1. Collective variables-based methods 

The CV-based methods, such as umbrella sampling and metadynamics, require an a priori 
definition of a reaction coordinate: either a transition pathway between known initial and final 
states or a set of CVs that need to be defined to drive the course of the simulation (see further 
description in Section 1.1.3.2.).31,32 These methods significantly improve convergence of free-
energy calculations. Therefore, the free energy landscape of the process of interest can be 
retrieved given a set of CVs.  

Relevant aspects for defining proper collective variables for biased MD simulations. As 
mentioned in 2.4.1, CVs (s) are expressed as a function of the coordinates of the system and 
offer a low-dimensional representation of the molecular system.33 When used for biasing an MD 
simulation, the selected CVs should: 1) clearly differentiate the relevant metastable states and 
transition states of the process of interest; 2) include all the slow modes of the system; and 3) 
be limited in number. CVs are commonly defined based on chemical/biological information or 
intuition. Typical CVs include distances, angles, or dihedral angles. However, more complex 
CVs can be defined such as paths of collective variables. Recently, automated selection of CVs 
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based on machine-learning algorithms has also been used.116 Once the CVs are selected, the 
probability distribution (P(rN)) can be represented as a function of the CV as P(s). Therefore, the 
free energy can be written as a function of the probability distribution associated with the 
selected CV, F(s)=-Tln(P(s)) as described in 2.4.2. If the CV is properly defined, the F(s) will 
retain the essential metastable states of the process of interest. 

 

2.5.1.1. Metadynamics Simulations 

Metadynamics is a constrained biased approach based on introducing an artificial bias 
potential to a set of CVs.31,33 This allows for enhancing conformational sampling and 
reconstructing the FEL as a function of the selected set of CVs. This method is based on 
applying small repulsive Gaussian potentials at regular time intervals (see Figure 1.9). Repulsive 
potentials discourage the system from visiting previous points. For a metadynamics simulation 
using classical energy potentials to calculate the energy of the system we have: 

8)
∗(@B) = 8UU(@B) + 8)

V(J)          (Eq. 2.8) 

where Vt*(rN) is the total energy of the system in the modified potential (at a certain time t) and 

VFF(rN) is the force field energy of the system. Vt
G(s) is a history-dependent bias potential which 

is a function of the CVs added during metadynamics simulation. Generally, the Vt
G(s) at certain 

time t is expressed as a sum of Gaussian functions deposited in previous times (t’) centered at 
the corresponding values of s, as: 

8)
V(J) = C∑ +,))(W) N

((9()()
#

7X# O          (Eq. 2.9) 

where st’ determines where the Gaussian is centered in each time t’, w is an energy rate 
(w=W/τG, where W is the Gaussian height and τG the deposition stride), and σ is the width of 
the Gaussian. Both w and σ should be specified by the user prior to the simulation. After enough 
simulation time, the bias potential added during metadynamics (Vt

G(s)) provides an estimate of 
the underlying free energy: 

H(J) = −8)
V(J)          (Eq. 2.10) 

Therefore, metadynamics can be used to both escape from free energy minima and to 
reconstruct the FEL in a CV space. Ideally, the metadynamics should be stopped when all the 
relevant minima are filled with Gaussian and when the motion of CVs becomes diffusive. 
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However, using Equation 2.9. the potential Vt
G(s) does not converge to the free energy, 

oscillating around its value. Therefore, it is not trivial to decide when to stop the simulation. 
Well-tempered metadynamics solves this problem by decreasing the Guassian height based 
on the time spent at a given point using a parameter that controls how quickly the height of the 
Gaussian decreases. In this thesis, we have used well-tempered metadynamics to reconstruct 
the FEL of the allosteric activation of an allosterically regulated enzyme (see Chapter 4). 

General limitations of CV-based enhanced sampling methods: The definition of CVs sometimes 
represents a challenge and can be non-trivial. In particular, when the final state of the complex 
is unknown (e.g., active state of a protein or location of binding site). The inappropriate definition 
of CVs can affect the number of metastable states visited in the simulation and the barriers that 
separate them. This will have direct consequences on the estimations of binding energies and 
rates. The more complex the process is, the more difficult it is to define the proper CVs. 

 

2.5.2. Unconstrained Enhanced Sampling Techniques 

An interesting strategy to overcome the above-mentioned limitations is the use of 
Unconstrained Enhanced Sampling Techniques (UEST). These methods do not rely on the a 
priori definition of a set of CVs and provide unconstrained conformational sampling to freely 
explore the biomolecular conformational space and transition pathways (e.g., conformational 
changes of biomolecules and protein folding). These methods are used to identify possible 
unknown intermediate and metastable states of biomolecules. The list of UEST includes 
methods such as replica-exchange MD and accelerated molecular dynamics (aMD) among 
many others (see Section 1.1.3.2.). Therefore, the simulation will take place without the need of 
defining a reaction coordinate, making the exploration of the full conformational space less 
complex and more efficient.  

 

2.5.2.1. Accelerated molecular dynamics simulations  

Accelerated molecular dynamics (aMD) is a versatile enhanced sampling technique that speeds 
up molecular dynamics and does not rely on the a priori definition of reaction coordinates.25 In 
the last years, aMD has been used to provide a dynamic atomistic view of relevant biomedical 
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challenges. According to Miao et al. “hundreds of nanoseconds aMD simulations are able to 
capture millisecond-timescale events in both globular and membrane proteins”.117 

The theoretical foundations of aMD are the following: aMD enhances sampling through 
modification of the system’s Hamiltonian in a relatively simple way (only two parameters are 
required). In addition, it does not rely on the definition of a reaction coordinate or a set of CVs 
and it conserves the essential details of the FEL. aMD typically modifies the underlying potential 
energy surface by applying a boost potential at each point of the MD trajectory according to 
Equations 2.11 and 2.12. The value depends on the difference between a reference, ‘threshold’, 
or ‘boost’ energy, E, and the actual potential energy V(rN).  

8∗(@) = 8(@),  8∗(@) ≥ ! 

8∗(@) = 8(@) +	∆8(@),       8∗(@) < !    (Eq. 2.11) 

 

where V(rN) is the original potential energy, E is the reference energy, and V*(rN) is the modified 

potential. If the potential energy V(rN) has a lower value than the reference energy E, the 

potential energy is modified V*(rN) by adding a non-negative boost potential to the original 

energy (Equations 2.11 and 2.12 and Figure 2.5). In aMD, the boost potential (∆V(rN)) is defined 
by: 

∆8(@) =
(Y9G(*))#

Z1Y9G(*)      (Eq. 2.12) 

The α parameter regulates the level of acceleration, and their optimal values are system specific 
(depend on the number of residues and total number of atoms in the simulation). The larger the 
difference between V and E, the greater the modification of the potential energy surface 
becomes, pushing up low-energy valleys and decreasing the magnitude of energy barriers, 
facilitating the transition between low-energy states. Therefore, aMD works remarkably well to 
efficiently explore the conformational changes of biomolecules (e.g., open-closed transitions in 
proteins).  

aMD and GaMD (see below) are particularly designed to study slow conformational changes 
within a folded protein. These transitions are primarily induced by torsional changes on protein 
backbone and side chains. Therefore, in standard aMD, the acceleration (boost potential) is 
mainly applied to the dihedral term of the force field (‘dihedral-boost’). Originally, it was found 
the ‘dihedral-boost’ alone was insufficient for conformational sampling of many biomolecules. 
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Thus, another boost can be added to the system total potential energy (‘total-boost’, that 
include all force field terms), which accelerates diffusion of the solvent molecules and provides 
further enhanced sampling of biomolecules. This led to the development of ‘dual-boost’ aMD, 
which is the version of aMD implemented in most common simulation packages. Usually, a 
higher acceleration, in relative terms, is applied to the dihedral term (‘dihedral-boost’) than to 
the total energy term (‘total-boost’), see below for an example. 

The acceleration parameters for the total and dihedral boost are usually calculated using the 
following expressions: 

!30[+3 = 830[+3	#D\ + 28T*+(     (Eq. 2.13) 

230[+3 = 27
B*+,
]       (Eq. 2.14) 

!).)#C = 8).)#C	#D\ + A8T#)."(     (Eq. 2.15) 

2).)#C = A7T#)."(     (Eq. 2.16) 

where Nres is the number of protein residues, Natoms is the total number of atoms, and Vdihed_avg 
and Vtotal_avg are the average dihedral and total potential energies calculated from 100 ns cMD 
simulations, respectively. In this thesis, two different levels of acceleration have been used. The 
parameters used for aMD simulations are high acceleration (a1=3.5, a2=3.5; b1=0.175, b2=0.175) 
and moderate acceleration (a1=2, a2=3.5; b1=0.16, b2=0.16). 

 

Figure 2.5. Accelerated Molecular Dynamics (aMD). Representation of the conformational 
landscape as a function of the reference energy (E) and the parameter 2. 
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General limitations of Accelerated Molecular Dynamics: However, a long-standing problem of 
aMD is the accurate reweighting of aMD simulations and the recovery of the original free energy 
landscapes, especially for large biomolecules. Therefore, aMD works remarkably well to 
efficiently explore the conformational space of biomolecules but suffers to estimate the free 
energy barriers for transitions between different conformational states.  

 

2.5.2.2. Gaussian Accelerated Molecular Dynamics 

Recently, Miao et al. proposed an elegant way to recover the FEL with a method called 
Gaussian Accelerated Molecular Dynamics (GaMD).35 This method allows for both accurate 
unconstrained enhanced sampling and accurate energetic reweighting. GaMD is an 
unconstrained enhanced sampling technique that offers accurate reweighting of the free energy 
surface in comparison to aMD simulations. GaMD enhances conformational sampling by 
applying a harmonic boost potential to flatten the energy landscape. As in aMD simulations, 
the harmonic boost potential is only added to the system when the system potential is lower 
than a reference energy: 

∆8(@) = 	
8
7 ;(! − 8(@))

7,  8(@) < !    (Eq. 2.17) 

∆8(@)	0,  8(@) ≥ !    (Eq. 2.18) 

where ΔV(rN) is the harmonic boost potential, E is the reference energy, and k is the harmonic 
force constant. E and k are determined following the criteria: 

8"#$ ≤ ! ≤ 8"0/ +
8
^             (Eq. 2.19) 

where Vmin and Vmax correspond to the minimum and maximum potential energies, respectively. 
In our GaMD simulations the threshold energy E was set to the upper bound E = Vmin + 1/k. By 
using harmonic boost potential it is possible to obtain a Gaussian distribution of boost 
potentials that yields a more accurate reweighting of the FEL.118 
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2.6. Quantum Chemical Calculations of Enzyme 

Mechanisms 

Quantum mechanics (QM) based methods are widely used to model the reaction mechanism 
of (metallo)enzymes.17 These methods are based on solving the Schrödinger Equation to obtain 
the energy and molecular properties of a molecular system. Because it does not exist an exact 
way of solving the Schrödinger equation for polyatomic systems, different approximations have 
been proposed. Among the different QM methods, DFT is still the preferred choice for modeling 
enzymatic reactions because of the compromise between accuracy and computational 
efficiency. DFT is based on using the electron density to describe molecular properties. A wide 
variety of DFT functionals exists and their choice depends on the features of the studied system 
and the properties we aim to predict. A detailed description of the theoretical foundations of 
DFT and DFT functionals to study chemical problems can be found for example in Cohen et 
al.,119 and will not be discussed here.  

From the practical point of view, DFT calculations in general allow for the accurate prediction 
of equilibrium and transition state geometries along a reaction mechanism. A proper choice of 
the DFT functional and basis set is critical to accurately predict reaction energies and energy 
barriers. The hybrid B3LYP is one of the most popular functionals for describing the 
thermodynamic and kinetic properties of mechanisms of organic reactions and also reactions 
involving transition metal complexes (as the ones found in metalloenzymes). In particular, 
B3LYP has been widely used and validated to study reaction mechanisms involving haem-iron 
cofactors as the ones studied in the present thesis. Since the high computational cost 
associated with including transition metals in DFT calculations (they have a large number of 
electrons), an efficient strategy to calculate energy profiles of chemical reactions is to: 1) Carry 
out the geometry optimizations and frequency calculations with DFT using a lower level of 
theory with small basis set; 2) use the optimized geometry to carry out single point calculations 
with a larger basis set to refine the energetics and reconstruct the energy profile (see for 
example Chapter 5). One of the issues with most DFT functionals is the lack of a description of 
long-range dispersion interactions (such van der Waals), which may play an important role in 
enzymatic catalysis. This can be partially solved by the inclusion of dispersion corrections as 
an empirically determined additional term, that is added to the total energy estimated from DFT 
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calculations. In the DFT calculations performed in this thesis, D3-BJ dispersion correction has 
been only applied to the single point calculations with large basis sets.  

A limitation of DFT methods is that only a limited number of atoms of the enzyme system can 
be treated at this level of theory because the computational cost increases exponentially with 
the size of the system (as described in Section 2.1).17 This requires deciding which atoms will 
be included in the QM calculation while still considering (part) of the enzyme environment. Next, 
different strategies to model enzymatic reactions with DFT will be briefly described.  

The first strategy is to carry out a DFT calculation with a truncated model of the enzyme active 
site. A limited number of atoms should be selected using the knowledge of the reaction 
mechanism or by closeness to the substrate. Two protocols are commonly used to understand 
enzymatic mechanisms using truncated models: the theozyme and the cluster model.  

● Theozyme: Within the theozyme (short for theoretical enzyme) approach, a truncated 
portion of the enzyme is selected to include the essential elements to describe the 
transition-state of the reaction of interest i.e., catalytically relevant active site residues, 
cofactors, and substrate.83 This provides the ideal arrangement of the active site 
residues to stabilize the optimal TS of the targeted reaction. In Chapter 5, the reaction 
mechanism of haem-iron carbene transfer reaction is studied with the theozyme model 
that includes the porphyrin pyrrole core, the iron center, a methoxy group to mimic 
serine as iron-axial ligand, the lactone-carbene bound to the iron center, and the 
substrate.96 In Chapter 6, a truncated model with a portion of the NADH/NADPH 
cofactor with formate (substrate) was used to calculate the TS optimal angle and 
distance for hydride transfer reaction.120 

Since only a portion of the enzyme active site is considered, theozyme calculations are usually 
performed in implicit solvent with a dielectric constant that aims to mimic the polarization of 
the enzyme active site. For example, a dielectric constant ε = 4 has been proved to be a good 
and general model to account for electronic polarization and small backbone fluctuations in 
buried enzyme active sites.  

The optimal geometrical parameters obtained from the theozyme calculations are often used 
as a reference to analyze the preorganization of enzyme active sites in MD simulations in the 
presence or absence of the substrate (see Chapters 5 and 6). Since the theozyme DFT 
calculations are commonly performed without using positional restraints, the characterized 
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ideal orientation of residues around the substrate may change with respect to the one found in 
the enzyme active site (i.e., X-ray structure). This provides key information on how the enzyme 
controls the reaction in comparison to the truncated model. Afterwards, MD simulations can be 
used to understand the molecular basis of the enzymatic control in key reaction intermediates 
that determine the enantioselectivity of the product formed (see Chapter 5).  

● Cluster Model: In general, cluster model approaches include a higher number of atoms 
than truncated theozyme models.17 Within the cluster model not only the residues that 
play a key role in the enzymatic mechanism but also the residues that determine the 
shape of the active site are commonly included in the truncated enzyme model. 
Therefore, the cluster model also captures the steric effects imposed by the enzyme 
active site. Current cluster models can include more than 250 atoms in the calculation 
and positional restraints are commonly applied to selected atoms to keep the protein 
backbone conformation.121 

Using a truncated enzyme model means that a larger part of the enzyme environment (protein 
scaffold and solvent) is not considered in the calculation, which may have implications on the 
accuracy of the calculations. In some cases, it is required to explicitly consider the effects of 
the enzyme environment (sterics and polarization) and solvent molecules and their influence on 
the calculation of the reaction profile. A strategy to include a more representative portion of the 
enzyme environment consists in combining QM with MM approaches. 

● Hybrid Quantum Mechanics/Molecular Mechanics (QM/MM). In QM/MM calculations a 
small portion of the chemical system, usually the enzyme active site, is treated using 
QM, and the rest of the system is described using a computationally more efficient level 
of theory, such as MM (force fields).17 A key aspect for the computational accuracy and 
efficiency of QM/MM calculations is how the coupling term that controls the interactions 
between the QM and MM parts is treated, i.e., electrostatic or polarizable environment. 
More information about QM/MM methods and their applications to enzymatic catalysis 
can be found in the review by Sousa et al.122 

The criteria to select the best strategy to calculate an enzyme reaction profile depends on the 
system, reaction of interest and the information one is looking for. All methods have their pros 
and cons and, thus, checking the available bibliography is always recommended to identify 
previous studies in similar systems. 
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In the present thesis, the reaction profiles will be calculated using a truncated theozyme model 
of the enzyme active site (see Chapters 5 and 6). The cluster model and QM/MM approaches 
are not used. More information on how QM calculations are technically performed can be found 
in the computational details of Chapter 5. 
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Chapter 3. Objectives
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The general objective of this thesis is to explore the molecular basis of biochemical and 
biocatalytic processes by means of computational methods and examine its relationship with 
enzymatic properties such as allostery, cofactor specificity, and catalytic activity. The goal is to 
gain insights into the molecular basis of enzymatic processes and rationalize the novel 
enzymatic functions of laboratory-evolved enzymes through the application of computational 
protocols that combine different techniques: from molecular dynamics simulations to quantum 
mechanics. This information will then be used to rationally design new enzyme variants. The 
objectives of this thesis are divided into three main categories, each with specific goals related 
to the systems under study: 

I. Time Evolution of the Millisecond Allosteric Activation of Imidazole Glycerol 

Phosphate Synthase (Chapter 4): 

The main goal of this project is to characterize the molecular details of the allosteric activation 
of IGPS in the ternary complex and identify hidden states relevant for IGPS catalytic activity 
with a computational strategy tailored to explore millisecond timescale events. To accomplish 
this goal, the specific objectives for this project are the following: 

● To characterize the allosterically active state and relevant intermediate states for the 
allosteric regulation process of IGPS. 

● To reconstruct the process of substrate binding and allosteric activation mechanism 
regulating IGPS activity and the sequence of events toward the formation of the active 
ternary complex. 

● To design a general computational strategy to characterize allosteric transitions in the 
millisecond timescale and to decipher the molecular basis of allosteric mechanisms in 
related enzymes. 
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II.  Molecular basis of efficient and enantioselective biocatalytic C-N bond formation: 

from understanding to design (Chapter 5) 

The main goal of this project is to design a computational protocol tailored to unravel the 
molecular mechanism of the enantioselective carbene N–H insertion catalyzed by P411 enzyme 
variants. To accomplish this, two main specific objectives are described as follows: 

● To understand the molecular basis of this enzymatic transformation and to elucidate the 
role of key mutations in promoting asymmetric carbene N–H insertion. 

 

● To generate a mechanistically-guided design protocol for engineering a biocatalytic 
platform for enantiodivergent C-N bond formation based on the previous knowledge 
acquired from the analysis of enantioselective P411 variants. 
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III. Molecular basis for the Selection of Formate Dehydrogenases with High Efficiency 

and Specificity toward NADP+ (Chapter 6) 

The main goal of this project is to rationalize the molecular basis of NADP+ specific engineered 
Formate Dehydrogenase (FDH) variants that present three properties: kinetic efficiency with the 
non-natural NADP+ cofactor, specificity toward the non-natural NADP+ cofactor and affinity 
toward the substrate formate. The specific objectives of the computational modelling of FDH 
enzymes can be summarized as follows: 

● To rationalize the molecular basis of cofactor specificity in the WT PseFDH enzyme. 

● To identify key residues involved in cofactor specificity. 

● To unravel the molecular basis of the superior kinetics of NADP+-dependent engineered 
FDH variants.
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Chapter 4. Time Evolution of the Millisecond 

Allosteric Activation of Imidazole Glycerol 

Phosphate Synthase 
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The following Chapter describes the computational work to reconstruct the molecular details 
of the millisecond allosteric activation of imidazole glycerol phosphate synthase. The results 
described in this Chapter were reported in J. Am. Chem. Soc. 2022, 144, 7146-159. We (Carla 
Calvó-Tusell, Miguel Angel Maria-Solano, Sílvia Osuna and Ferran Feixas) performed the 
complete computational study. Reprinted with permission from J. Am. Chem. Soc. 2022, 144, 
7146-159 (https://pubs.acs.org/doi/10.1021/jacs.1c12629). Copyright 2022 American 
Chemical Society. Further permissions to the material shown should be directed to the ACS. 

4.1. State of the art 

Proteins can modulate their function and dynamism in response to environmental changes 
(binding, point mutations, post-translational modifications) through allosteric regulation.123 
Allostery is defined as the process in which two (often distal) sites of a protein or protein 
complex are coupled in functional terms.124 The prominent role of allostery in enzyme catalysis, 
signal transduction, and disease triggered many studies to unravel the underlying molecular 
mechanisms of allosteric communication and to harness its power for developing new 
therapeutics and engineering novel enzyme functions. Deciphering the molecular basis of 
allosteric mechanisms is challenging because it is system specific and involves a delicate 
balance between energy, structure, dynamics, and function tailored through networks of inter- 
and intramolecular interactions of binding partners.125 

In allosterically regulated enzymes, the effect of binding at one site (effector site) is transmitted 
to a distal functional site (catalytic active site).55 In particular, effector binding can modify the 
thermodynamic and/or kinetic parameters of the enzymatic reaction.47,52 In K-type allosteric 
enzymes, the binding of the effector alters the affinity for the substrate (KM) while in V-type the 
change is located in the kcat, while keeping the affinity for the substrate unaffected. The chemical 
information transferred between the two coupled sites is regulated by structural and dynamical 
changes that activate the enzyme by pre-organizing the active site for the reaction.126,127 To 
reach the enzyme catalytically active state, the binding of an allosteric effector finely tunes the 
conformational ensemble of the enzyme. This can alter both the population of the different 
conformational states and/or the dynamic properties, which include the rates of conformational 
transitions between states and the inner flexibility of the enzyme.15 In the context of allostery, 
the population shift concept is often referred as the conformational-based allostery, while the 
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changes in fluctuations (i.e., activation/suppression of protein motions) are referred as 
dynamic-based allostery.15 

The allosteric communication process initiated by effector binding is controlled by the interplay 
between enthalpic and entropically driven motions encoded in the protein ensemble that 
facilitates the population of the active state.15 The communication between distal sites is of 
bidirectional nature and takes place when the ternary complex is formed. In the ternary 
complex, both the effector and the substrate are bound at their respective enzyme sites. The 
transfer of information between sites propagates through networks of interactions between 
amino acid residues. Therefore, to describe the time evolution of the allosteric activation 
process of an enzyme in their ternary complex involves characterizing the interplay of fast and 
slow conformational dynamics coupled to effector and substrate binding.128,129 However, the 
transient nature of the allosteric transition in enzymes undergoing turnover complicates the 
molecular characterization of allosteric mechanisms and the identification of functionally 
relevant states.51,130–134 Thus, the allosterically active state and relevant intermediate states for 
the allosteric regulation process remain often uncharacterized for most enzymes. 

An archetypical model enzyme to study allosteric regulation is Thermotoga maritima Imidazole 
Glycerol Phosphate Synthase (IGPS). Allostery in IGPS has been extensively explored from 
both experimental and computational perspectives.135–146 IGPS is a heterodimeric enzyme that 
belongs to class I glutamine amidotransferases (GATase) formed by two subunits HisH and 
HisF that are catalytically coupled (see Figure 4.1). The HisH monomer catalyzes the hydrolysis 
of glutamine to produce glutamate and ammonia. Then, ammonia migrates through an internal 
tunnel reaching the HisF active site. The HisF subunit presents cyclase activity and is 
responsible of coupling the HisF substrate N’-[(5’-phosphoribulosyl)formimino]-5-
aminoimidazole-4- carboxamide ribonucleotide (PRFAR) with ammonia to produce imidazole 
glycerol phosphate (IGP) and 5-aminoimidazole-4-carboxamide ribotide (AICAR), (see Figure 
4.1). PRFAR is the substrate of HisF but also is the allosteric effector for the glutaminase 
hydrolysis reaction in the HisH subunit. The HisH and HisF active sites are ca. 30 Å far away, 
indicating that a long-range allosteric communication is required. Based on experimental 
kinetic studies it was shown that the binding of PRFAR enhances 4500-fold the basal 
glutaminase activity of HisH in IGPS (from 4.6x10-1 to 2.08x103 M-1s-1), while the substrate 
affinity is only moderately altered. This points out the existence of strong allosteric coupling 
between the two subunits. However, the mechanism through which IGPS is allosterically 
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activated by PRFAR is still unknown. The most significant advances on the understanding of 
IGPS allosteric regulation from structural and dynamical perspective are summarized. 

The initial hypothesis based on mechanistically similar enzymes is that the binding of PRFAR 
in the HisF subunit activates IGPS, thus, triggering the formation of an oxyanion hole at the 
HisH active site that is key for triggering glutamine hydrolysis. The oxyanion hole is suggested 
to be formed by the amide HN backbone of residue hV51 (throughout the text the h and f labels 
are used to indicate HisH or HisF residues, respectively). Thus, the formation of hV51 oxyanion 
hole is believed to be responsible of pre-organizing the HisH active site for hydrolysing 
glutamine in an efficient manner.147,148 hV51 is a HisH residue situated in the oxyanion strand 
(h49-PGVG), which is located near the IGPS catalytic triad consisting of hC84, hH178, and 
hE180 (Figure 4.1b). Taking into consideration mechanistic observations of similar GATases, 
the glutaminase reaction requires the formation of a transient tetrahedral intermediate with a 
negative charge. The formation of an oxyanion hole is a requisite to stabilize the negative charge 
formed during glutamine hydrolysis (Figure 4.1c). However, any of the available X-ray crystal 
structures corresponding to wild-type IGPS (wtIGPS) show the amide HN backbone of hV51 
oriented toward the HisH active site, indicating that the pre-organized HisH active site is not a 
major state in the conformational ensemble of wtIGPS.149 Alternatively, it was proposed that the 
tetrahedral intermediate is stabilized by HN of contiguous oxyanion strand residue hG52 (which 
is already pointing toward the active site in available X-ray structures) and that the effect PRFAR 
binding is to induce the productive closure of the HisF:HisH interface enhancing the 
glutaminase activity (see Figure 4.1c).150 However, the rapid glutamine turnover observed upon 
wtIGPS allosteric activation hampered the structural characterization of the enzyme with the 
hV51 oxyanion hole formed or with the HisF:HisH interface closed. Thus, the available X-ray 
structures of wtIGPS present the oxyanion hole unformed and an open HisF:HisH interface, 
which based on all structural knowledge corresponds to the inactive enzyme. 

IGPS has also been deeply studied from a dynamic perspective. Using NMR experiments it 
was suggested that the binding of PRFAR binding activates millisecond motions that trigger 
allosteric communications between HisF and HisH subunits resulting in increased IGPS 
conformational flexibility. Additionally, NMR measurements indicate that PRFAR-free, PRFAR-
bound, and the ternary complex present different patterns of millisecond motions.145 The 
formation of the ternary complex activates correlated millisecond motions of an allosteric 
network of IGPS residues that connect the HisF and HisH binding sites. Wurm and coworkers 
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recently characterized the dynamics of hC84S mutant under turnover conditions with NMR 
showing that the inactive and active states of IGPS are in dynamic equilibrium.151 This mutant 
presents significantly reduced glutaminase activity and allows the detection of active and 
inactive states. In the case of wtIGPS under turnover conditions, the active state was not 
detected because it was found below the detection limit of NMR experiments. Based on these 
results it was established that in the hC84S mutant conformational ensemble the active state 
is stabilized.  

 

Figure 4.1. Overview of IGPS structure and global mechanism. a) IGPS is a heterodimeric 

enzyme formed by two subunits (PDB: 1GPW): HisH (shown in white) and HisF (shown in cyan). b) 
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HisH active site (PDB: 3ZR4) with substrate glutamine (L-Gln, gray) bound in inactive h49-PGVG 
oxyanion strand (purple) is depicted. The catalytic and Ω-loop residues are highlighted in orange 

and green, respectively. The NH backbone of hV51 is shown in spheres. c) Scheme of the 

hypothesis of hV51 oxyanion hole formation and kinetic parameters for glutamine hydrolysis in 
PRFAR-free and PRFAR-bound IGPS, extracted from Rivalta, et al.152  

 

IGPS has also been the focus of extensive computational studies based on Molecular Dynamics 
(MD) simulations. MD simulations in the nanosecond time scale pointed out that the effect of 
PRFAR binding influences the dynamics of floop1 (HisF subunit) and propagates through a 
network of salt bridges that interconnect HisF and HisH subunits. Rivalta and coworkers 
rationalized that these rearrangements alter the conformational dynamics of the HisF:HisH 
interface making the hydrogen bond between hP10 (located at the Ω-loop) and the amide HN 
backbone of hV51 weaker (Figure 4.1b).147 Dynamical network models were used to study the 
allosteric communication in IGPS. These works revealed that PRFAR improves HisF:HisH 
interdomain communication.38,60,147,153–159 Since it is challenging to reach millisecond time-scale 
events with MD simulations, the rotation of the oxyanion strand to form the hV51 oxyanion hole 
characteristic of the allosteric active ternary complex was not explored. Despite all these 
relevant studies, the allosteric mechanism regulating IGPS activity and the sequence of events 
toward the formation of the active ternary complex of IGPS was still uncharacterized. However, 
unraveling the time-evolution of the millisecond allosteric activation of IGPS will provide 
relevant information for the understanding of enzyme function and engineering. 

In this Chapter, we design a computational strategy to explore millisecond timescale events 
that is applied to describe the allosteric activation of wtIGPS at the molecular level and reveal 
hidden states key for IGPS functional activity (Figure 4.2 and A4.1). Our goal is to reconstruct 
the complete allosteric activation mechanism without using a priori information of the active 
state. This protocol consists of combining extensive conventional MD simulations, enhanced 
sampling techniques, and dynamical networks to unravel how the conformational ensemble 
evolves toward reaching the allosterically active state of IGPS. Our simulations reveal the 
formation of a pre-organized HisH active site that presents the hV51 oxyanion hole oriented to 
stabilize the glutamine substrate (L-Gln). Spontaneous substrate L-Gln binding MD simulations 
and the analysis of dynamical networks show that substrate binding activates correlated 
motions that control the allosteric activation of IGPS in the ternary complex. In addition, we 
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identified that the productive closure of the HisF:HisH interface is required to attain the pre-
organized HisH active site. 

 

Figure 4.2. Scheme of the computational strategy used to characterize the molecular basis of 

the millisecond allosteric activation of wtIGPS. Initial conventional molecular dynamics (cMD) 

and accelerated molecular dynamics (aMD) simulations were performed starting from the X-ray 
structure of IGPS found in the inactive state (PDB:1GPW (chains A/B)). This was followed by aMD 
simulations to study the spontaneous L-Gln binding to the HisH active site, and to capture wtIGPS 
in the active state. Well-tempered metadynamics simulations were performed to estimate the free 
energy surface of the activation process, and, finally, dynamic network tools (SPM) were applied to 
identify the most relevant residues involved in the allosteric communication between subunits. 

 

During the elaboration of this project, Wurm et al., crystallized the allosterically activated 
conformation of hC84A IGPS mutant bound to L-Gln substrate and an allosteric effector which 
is a precursor of PRFAR.151 The hC84A mutation catalytically inactivates IGPS. As also indicated 
by our simulations (see section 4.3.4), the X-ray hC84A IGPS structure shows a closed 
HisF:HisH interface with the HisH active site with the hV51 oxyanion hole formed. These 
experiments provide evidence to the allosteric activation that we computationally characterized 
independently and described in this Chapter. As we show in the last section 4.4, this 
computational protocol can be harnessed to unravel the impact of mutations on allosteric 
regulation, which harbors essential information for enzyme design and drug discovery. 
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4.2. Computational Details and Protocols 

The complete details of the computational methods, system set up, and analysis tools used in 
this Chapter can be found in Appendix A. However, a summary of the most relevant information 
is provided in this section. 

MD simulations of IGPS in the absence of glutamine were performed in two different states: 
without PRFAR (apo IGPS) and in the presence of the allosteric effector PRFAR (PRFAR-IGPS). 
Spontaneous substrate (glutamine) binding simulations were performed in both the absence 
(PRFAR-free, L-Gln bound) and presence of PRFAR (IGPS ternary complex). All simulations 
started from the inactive IGPS conformation corresponding to chains A and B of PDB 1GPW. 
In this PDB, the h49-PGVG oxyanion strand presents an inactive conformation where the hV51 
oxyanion hole is not formed in the HisH active site and the HisF:HisH interface adopts a partially 
open state with an interface angle of ca. 25°. 

From this starting structure, we used the following computational protocol to capture the 
allosteric activation of IGPS. First, we studied how the binding of PRFAR alters the oxyanion 
strand conformational dynamics using microsecond time scale conventional MD (cMD) 
simulations. These MD simulations were used to characterize microsecond time scale motions 
of IGPS in the apo and PRFAR-bound states providing the conformational ensemble of the 
oxyanion strand. In parallel, we performed accelerated molecular dynamics (aMD) simulations 
to explore local and global millisecond motions of IGPS in the absence of the substrate. Then, 
we clusterized cMD simulations to extract representative structures corresponding to the most 
relevant conformational states of the h49-PGVG oxyanion strand. These different 
conformations were employed as a starting point for spontaneous glutamine substrate (L-Gln) 
binding aMD simulations in both PRFAR-free and PRFAR-bound states. Our goal with these 
aMD simulations is to characterize the spontaneous formation of the active ternary complex 
which comprises the substrate-binding process and is followed by the complete millisecond 
allosteric activation that results in the pre-organized HisH active state. Subsequently, the most 
relevant structures sampled during these aMD simulations in the PRFAR-free and PRFAR-
bound states were used as starting points for well-tempered metadynamics (WT-MetaD) 
simulations to recover the free-energy landscape of the oxyanion strand rotation associated 
with the allosteric activation. In total, we selected 10 representative conformations that present 
characteristic global and local features of allosterically inactive and active IGPS states for WT-
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MetaD. Finally, to explore the role of correlated motions during the allosteric activation, we used 
the shortest path map (SPM) tool to analyze the changes of dynamical networks along the 
allosteric activation process. We dissected the aMD trajectory that captures the completed 
allosteric activation to calculate the SPM in time spans of 600 ns considering all Cα of the 
protein to build the dynamical network. The structures of most relevant functional states and 
MD trajectories were uploaded at https://github.com/ccalvotusell/igps. 

 

4.3. Results 

4.3.1. How PRFAR Binding Effects IGPS Conformational Dynamics: 

Structural Characterization of Transient hV51 Oxyanion Hole Formation 

in HisH 

The hypothesis based on NMR experiments is that the binding of the effector PRFAR in HisF 
subunit alters the conformational dynamics of HisH h49-PGVG oxyanion strand motif, which 
eventually makes accessible the catalytically competent HisH active site with the characteristic 
hV51 oxyanion hole formed. To unravel the effect of PRFAR binding, we carried out 
microsecond conventional molecular dynamics (cMD) simulations of IGPS without the presence 
of the substrate in the apo state (PRFAR effector and L-Gln not present) and PRFAR-bound (L-
Gln not present). All simulations were started from the inactive IGPS conformation (see 
Appendix A1 for further details). Since we aimed to understand how PRFAR (HisF) impacts the 
HisH active site, we use the following terminology throughout this Chapter: L-Gln will be 
considered as the substrate and PRFAR as the allosteric effector. Conventional MD simulations 
indicate that PRFAR significantly alters both the orientation and dynamism of the HisH h49-
PGVG oxyanion strand, even when the substrate is not present (see sections 4.3.3-4.3.5). 

We reconstructed the conformational landscape of the oxyanion strand conformational 
dynamics using ten replicas of 1.5 μs each of cMD simulations for both apo and PRFAR-IGPS. 
To illustrate the relevant h49-PGVG conformations, we used the ϕ dihedral angles of hV51 and 
hG50 oxyanion strand residues (Figures 4.3a, A2, and A3). In contrast to the rigidity observed 
in available X-ray structures of wild-type IGPS, cMD simulations indicate that the oxyanion 



Chapter 4. Allosteric activation IGPS  

 

   

 

94  

strand is significantly flexible and can sample different orientations: three major conformations 
are observed when PRFAR is bound (inactive, active, and unblocked) while only two in the apo 
state (inactive and unblocked). In both cases, the most populated conformation corresponds 
to the inactive-OxH state (indicating that the HisH active site is not pre-organized), which is the 
X-ray like conformation. In the inactive-OxH state, the oxyanion hole is not formed because the 
amide HN backbone of hV51 is pointing toward hP10 located at the Ω-loop. A stable hydrogen-
bond is established between the carbonyl of hP10 and the amide HN of hV51 that prevents the 
rotation of the hV51 backbone to form the oxyanion hole. Beside the Inactive-OxH state, both 
apo and PRFAR-bound states show another conformation not observed in any X-ray that 
presents the oxyanion strand unblocked (Figure 4.3b). In the unblocked-OxH state, ϕ-hG50 
partially rotates providing some flexibility to the ϕ-hV51 dihedral. The oxyanion strand flexibility 
is enhanced because the hP10–hV51 hydrogen bond completely breaks separating the 
oxyanion strand from the Ω-loop (Figure A4). The observed interconversion between inactive-
OxH and unblocked-OxH states in the microsecond cMD simulations, indicates that this event 
occurs in the microsecond time scale (Figure A2). 
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Figure 4.3. Conformational landscape of h49-PGVG oxyanion strand obtained from 

conventional molecular dynamics (cMD) simulations of substrate-free IGPS. a) Conformational 

landscape of substrate-free apo (in the absence of both PRFAR and L-Gln) and PRFAR-IGPS (in the 
absence of L-Gln) constructed using the ! dihedral angles of hV51 and hG50. The cyan star symbol 

indicates the hV51 and hG50 of X-ray IGPS structure (1GPW chain A/B) used as starting point in 
cMD simulations. b) Representative HisH active site structures of most populated states in the 
PRFAR-IGPS conformational landscape (2a). The NH backbone of hV51 is highlighted inside a cyan 

dashed box. Average distances (in Å) are depicted in green and purple for apo and PRFAR-bound 
states, respectively. c) Transient hV51 oxyanion hole formation observed in a cMD trajectory of 4 

µs. 
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Interestingly, when PRFAR is bound, the conformational landscape indicates that an additional 
state is explored with respect to apo IGPS. We call this conformation the active-OxH state 
because it involves the complete rotation of ϕ-hV51 dihedral with respect to the inactive IGPS 
structure used as starting point (Figure 4.3a,b). More importantly, these results indicate that, 
even when the L-Gln substrate is not present, PRFAR-IGPS can access the conformation with 
the hV51 oxyanion hole formed. The active-OxH state of PRFAR-IGPS shows significant 
similarity with the recently reported X-ray structure of the substrate bound hC84A IGPS variant. 
Also, this state resembles the active site arrangements observed in other GATases that present 
an equivalent oxyanion hole formed (Figure A5).149,160,161 In more detail, the active-OxH is 
characterized by the amide HN backbone of hV51 oriented toward the catalytic hC84, thus, pre-
organizing the active site for catalysis. Moreover, the hP10–hV51 hydrogen bond is clearly 
broken and the interactions between the residues forming the catalytic triad are strengthened 
with respect to the inactive-OxH and unblocked-OxH conformations (Figures 2b and A4). In 
both active-OxH and unblocked-OxH states, the side chain of hV51 leaves the active site region 
due to the oxyanion strand reorientation. However, this extra space in the HisH active site is 
occupied by the bulky side chain of hL85 that blocks the access to the catalytic hC84 (Figures 
4.3b and A6). When the active-OxH is sampled, subtle HisF:HisH and HisF interface structural 
and dynamical changes are observed that may contain significant features of the allosteric 
activation (see Appendix A1 text and Figures A2–A10 for a general description of HisF and HisH 
conformational dynamics in apo and PRFAR-bound IGPS). 

In PRFAR-bound cMD simulations, we observed the hV51 oxyanion hole formation occurs only 
in 1 out of 10 replicas, pointing out that the pre-organization of the HisH active is a rare event, 
at least in the microsecond time scale of the cMD simulations. To gain more knowledge on the 
hV51 oxyanion hole formation, we extended the cMD trajectory that captures the complete 
rotation of the oxyanion strand up to 4 μs (Figures 4.3c and A7). The analysis of the individual 
4 μs trajectory revealed that a transient hV51 oxyanion hole formation (active-OxH) took place 
after 1 μs of simulation time, remained formed during 1 μs of simulation time, and subsequently 
interconverted to the unblocked-OxH state. Considering the results of all μs-cMD of PRFAR-
IGPS, the active-OxH conformation is probably a high-energy state in the conformational 
landscape (see Section 4.3.4. for a quantitative description based on well-tempered 
metadynamics). Overall, the results obtained from μs-cMD simulations indicate that the 



Chapter 4. Allosteric activation IGPS  

 

   

 

97  

hypothesized catalytically competent HisH active site pre-exists in solution for wtIGPS in the 
presence of PRFAR and in the absence of L-Gln substrate. These results do not discard that 
the pre-organized active site also exists in the apo IGPS state. However, with μs-cMD 
simulations we cannot completely describe the millisecond time scale events characteristic of 
IGPS allosteric communication. 

 

4.3.2. IGPS can adopt a Closed HisF:HisH Interface in the presence of 

PRFAR 

To explore the impact of PRFAR binding in slower time scales, we carried out accelerated 
molecular dynamics (aMD) simulations for both IGPS apo and PRFAR-bound states (in total 10 
replicas of 1 μs, see Appendix for more details). As mentioned in the methodology chapter, 
aMD is an enhanced sampling technique that provides unconstrained sampling without using 
a priori information of the reaction coordinate. Based on previous works, with microsecond 
aMD simulations it is possible to access millisecond time scale events characteristic of 
allosteric transitions.162,163 The aMD simulations in the presence of PRFAR captured multiple 
infrequent and transient rotations of the oxyanion strand to form the hV51 oxyanion hole, 
indicating that the active-OxH state of IGPS is explored. On the other hand, a significantly lower 
number of oxyanion hole formations are observed in the apo state (Figures A11 and A12). In 
line with previous cMD simulations, aMD simulations seem to indicate that the active-OxH state 
is a high energy state in comparison with the inactive-OxH state in the IGPS conformational 
ensemble without the presence of the substrate (see Section 4.3.4. for a more detailed 
description using metadynamics). 
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Figure 4.4. L-Gln-free PRFAR-IGPS Accelerated Molecular Dynamics (aMD) simulations: 

Identification of IGPS productive closure. a) Structural comparison of open (in gray, PDB 1GPW 
chains A/B) and closed HisF:HisH interfaces obtained from aMD simulations (in purple). The 
hydrogen bond between the backbones of hH53 and fT119 that stabilizes the closed HisF:HisH 
interface and the conformation of the HisH active site is depicted. b) Probability density distribution 
for HisF:HisH interface angle obtained in cMD and aMD simula-tions of PRFAR-IGPS. The angle (θ) 
of the HisF:HisH inter-face is calculated from the alpha-carbons of fF120, hW123 and hG52. The 
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vertical dashed orange and gray line corresponds to the to the hC84A IGPS (PDB: 7AC8 (chains 
E/F)) and wtIGPS (PDB:1GPW (chains A/B)) X-ray HisF:HisH interface angles, respectively. 

 

Moreover, we explored global conformational changes in IGPS in these aMD simulations. In 
particular, we observed that in the simulations with PRFAR-bound the HisF:HisH interface 
unlocks triggering both the rotation and closure of the interdomain region (Figures 4.4 and A13). 
The conformational ensemble is displaced toward closed states of IGPS with respect to cMD 
simulations. In inactive IGPS crystal structures, the HisF:HisH interface angle (θ, defined 
between the Cα of fF120, hW123, and hG52) takes values around 25°. In aMD simulations, we 
explored a closed metastable state that shows an average HisF:HisH interface angle of about 
11° (in the X-ray corresponding to the substrate-bound hC84A IGPS reported recently by Wurm 
and coworkers, the angle of the HisF:HisH interface is approximately 9.5°).161 This closed state 
is particularly stabilized by a hydrogen bond that is formed between the backbones of one HisH 
residue, hH53, and one HisF residue, fT119, that is able to slow down the HisF:HisH opening–
closing motion. Additionally, in the closed state the HisH Ω-loop moves close to the top of fα3 
at the same time that the alignment of hα1 and fα3 takes place. These collective motions 
increase the communication between HisF and HisH subunits, which was previously suggested 
to be essential for glutamine hydrolysis. Another relevant aspect observed in substrate-free 
aMD simulations is that the closure of the HisF:HisH interdomain region is not correlated with 
the formation of the hV51 oxyanion hole, i.e. when the closed state is attained the oxyanion 
hole is not formed and vice-versa (Figure A14). We also sampled the infrequent formation of 
closed states in the IGPS apo state simulations. This indicates that the HisF:HisH interface 
closure is not an exclusive allosteric effect of PRFAR binding (Figure A13). 

 

4.3.3. Exploring the Substrate Binding Process in IGPS: L-Glutamine Binds 

the Inactive-OxH State in Both PRFAR-Free and PRFAR-Bound IGPS 

The question now is how the characteristic μs-ms conformational dynamics shown by IGPS in 
the absence of the substrate is coupled to the binding of L-Gln substrate to attain the 
allosterically active ternary complex (IGPS + PRFAR + L-Gln). As in V-type allosterically 
regulated enzymes, IGPS presents similar KM

L-Gln values in the mM range for both PRFAR-free 
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and PRFAR-bound IGPS. This points out that binding of L-Gln to the HisH active site occurs in 
both states but that infrequent binding events are expected if low concentration of L-Gln is 
used. To explore the binding pathways of L-Gln, we performed spontaneous substrate binding 
aMD simulations. To couple the spontaneous binding with intrinsic IGPS conformational 
dynamics, we designed a strategy that includes the following steps: first, a single L-Gln 
molecule is positioned approximately 25-30 Å away from the catalytic hC84 active site residue; 
and, second, multiple replicas of aMD simulations are performed starting from different IGPS 
conformations sampled in the previous cMD simulations, including the active-OxH, inactive-
OxH, and unblocked-OxH states (Figures 4.5a, A15, and A16). A total of 60 replicas of 600 ns 
of unconstrained aMD simulations were performed (gathering a total accumulated time of 36 
μs) starting from L-Gln in the solvent. In both PRFAR-free (apo IGPS + L-Gln) and PRFAR-
bound IGPS (IGPS + PRFAR + L-Gln), we observed the spontaneous binding of L-Gln to the 
HisH active site without applying any constraint. 

To assess how the binding of L-Gln in the HisH active site depends on the conformational 
dynamics of the h49-PGVG oxyanion strand, we represented all spontaneous binding aMD 
simulations in a conformational landscape based on two simple coordinates: first, the 
nucleophilic attack distance (dnuc) between the catalytic hC84 (i.e. sulfur atom of the thiol group) 

and L-Gln (i.e. reactive amide carbon); and, second, the ϕ-hV51 dihedral angle that is the one 
that best differentiates between the inactive-OxH and active-OxH states of the oxyanion strand 
(Figure 4.5b). The conformational landscape of the binding process indicates that the 
recognition of the substrate (dnuc above 12 Å) at the entrance of the HisF:HisH interface 
represents the bottleneck of L-Gln binding in both PRFAR-free and PRFAR-bound simulations. 
The high polarity of L-Gln (high solubility in water) and the open-closed transitions of the 
HisF:HisH interface are responsible for slowing down the recognition of the substrate. Once 
recognized in the HisF:HisH interface entrance, the binding of L-Gln (dnuc below 6 Å) depends 
on the orientation of the oxyanion strand. Remarkably, binding only takes place when the h49-
PGVG oxyanion strand is found in the inactive-OxH conformation (ϕ-hV51 in the range of 
[−180°, −100°]). Of note is that this occurs both in PRFAR-free and PRFAR-bound simulations. 
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Figure 4.5. Molecular basis of L-Gln binding in IGPS. a) General scheme of spontaneous L-Gln 
substrate binding process in the PRFAR-free and PRFAR-IGPS states. The numbers indicate the 
most relevant steps of the binding process. b) Conformational landscape obtained from the 

nucleophilic attack distance (dnuc) between the thiol group of catalytic hC84 (in yellow) and the amide 
carbon of L-Gln (in black), and the ! dihedral angle of hV51. The purple horizontal dashed line 
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indicates the oxyanion strand flip, and the gray, green and orange vertical dashed lines indicate the 
distance where recognition, binding, and catalysis take place. We consider that L-Gln is captured 
by HisH active site when dnuc is below 6 Å, while catalytically productive distances will be only 
sampled when both the dnuc is shorter than 3.5 Å and the active-OxH state (!-hV51 ca. 60º) is 

attained. c) Molecular representation of selected key conformational states of the L-Gln binding 
pathway. The substrate is shown in gray, the oxyanion strand residues in purple, the catalytic 
residues in orange, the Ω-loop in green and the other HisH and HisF residues in white and cyan, 
respectively. 

 

To identify the sequence of events that determine L-Gln binding, we analyzed the independent 
aMD trajectories that reconstructed the complete binding event (Movies A2 and A3, see 
Appendix A). By visually inspecting a representative PRFAR-bound IGPS aMD simulation, we 
determined the key steps of the L-Gln binding pathway as indicated in Figures 4.5c and A17–
A19. In this particular simulation, the starting IGPS conformation presents an active-OxH 
oxyanion strand conformation and an open HisF:HisH interface. To recognize the L-Gln 
substrate, the HisF:HisH interface of IGPS significantly opens (interface angle up to 30°). Once 
captured in the HisF:HisH interface, the amide side chain of interface residue fQ123 interacts 
with the carboxylate group of L-Gln (step 1). Since the oxyanion strand remains in the active-
OxH conformation, the substrate approach to the catalytic hC84 is prevented by the side chain 
of hL85. Since hL85 blocks the entrance to the HisH active site the nucleophilic attack distance 
between the amide carbon of L-Gln and the sulfur of catalytic hC84 is near 10 Å, which is too 
long for facilitating the nucleophilic attack. With the substrate still in the HisH active site, the 
oxyanion strand changes its conformation from the active-OxH to inactive-OxH state. As 
observed before in the cMD simulations, in the inactive-OxH the hL85 side chain is displaced 
from the HisH active site, which facilitates the reorientation of L-Gln within the pocket. In this 
new orientation, the backbones of hT142 and hY143 residues interact with the carbonyl of L-
Gln (step 2 in Figure 4.5c, see Figures A18 and A19). Since the oxyanion strand remains in the 
inactive-OxH state, the substrate rapidly repositions to move closer to the hC84 catalytic 
residue by extending the side chain along the HisH active site (steps 3 and 4). 

At this point, we consider that L-Gln is bound in the inactive-OxH HisH active site (step 4). In 
this substrate-bound pose, the carbonyl of the L-Gln side chain establishes a hydrogen-bond 
with the HN backbone of hG52 (2.47 ± 1.07 Å). However, in this pose the nucleophilic attack 
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distance between the hC84 and the amide carbon of L-Gln is still too long (4.72 ± 0.67 Å) to 
promote glutamine hydrolysis. Additional interactions essential to keep in the substrate in the 
active site include the interactions between the side chains of hL85 and fQ123 and the side 
chain of L-Gln. That matches with experiments that show how the mutation of fQ123 residue 
affects the KM values. Overall, glutamine hydrolysis cannot occur because the oxyanion strand 
is in the inactive-OxH conformation. Therefore, attaining the active-OxH seems a requirement 
to reach the short nucleophilic attack distances required for efficient catalysis (see next 
section).164,165 

 

The L-Gln pose predicted and characterized from spontaneous binding aMD simulations 
perfectly matches available X-ray structures of IGPS crystallized without the presence of 
PRFAR and with the presence of the substrate (Figure A22). Indeed, we obtained the same 
substrate-bound pose in PRFAR-free simulations (Figures A20–A22). Interestingly, we did not 
observe unbinding of L-Gln upon the formation of the hydrogen bond between L-Gln and hG52. 
More importantly, when L-Gln binds the inactive-OxH state, the oxyanion strand does not 
reorient to form the active-OxH state within the 600 ns aMD simulation. This shows that the 
complete allosteric activation has still not occurred, which means that longer simulations will 
be required in line with the millisecond motions reported with NMR experiments. 

Importantly, spontaneous binding aMD simulations show that the binding of PRFAR in the HisF 
subunit does not modify the initial steps toward the formation of the allosterically active IGPS 
ternary complex because similar steps of L-Gln binding are captured in both PRFAR-free and 
PRFAR-bound. Still, one question remains unanswered: once both L-Gln and PRFAR are bound 
in IGPS, which is the sequence of events that allosterically activate IGPS? 

 

4.3.4. IGPS Caught in the Active State: Time Evolution toward the 

Millisecond Allosteric Activation of IGPS Ternary Complex 

To reconstruct the complete allosteric activation of IGPS, we extended the spontaneous 
binding aMD simulations that captured the substrate-bound pose (with L-Gln bound in an 
inactive-OxH oxyanion strand conformation) in both PRFAR-free and PRFAR-bound systems. 
Based on NMR experiments, the allosteric activation of IGPS ternary complex is associated 
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with the activation of correlated millisecond motions.145 Therefore, our goal is also to 
understand how the formation of the IGPS ternary complex controls the oxyanion strand 
conformational dynamics and the IGPS conformational ensemble in comparison to the 
uncorrelated motions observed in the substrate-free simulations (see section 4.3.2 and 
Appendix A). 

To capture and characterize the active state, we required five replicas of aMD simulations that 
accumulated a total of 30 μs (Figures 4.6, A23, and A24) starting from the substrate-bound 
pose. In these simulations, we evaluated the formation of the hV51 oxyanion hole in the 
presence of the substrate by monitoring the orientation of the h49-PGVG oxyanion strand along 
the aMD simulations. The aMD simulations show that the hV51 oxyanion hole formation is 
accessible, frequent, and long-lived when both the L-Gln and PRFAR are bound at their 
respective HisH and HisF active sites (Movie A4). 

We analyzed the independent aMD trajectories to describe the sequence of events that occur 
upon L-Gln binding being able to determine the allosteric activation mechanism of IGPS in the 
ternary complex (Figures 4.6a and A25–A27). Remarkably, we observed that the formation of 
the hV51 oxyanion hole is always preceded by the productive closure of the HisF:HisH interface. 
After L-Gln binding in the inactive-OxH HisH active site, the HisF:HisH interface angle evolves 
from 20 to 15°. Despite this partial closure, the nucleophilic attack distance remains around 4.5 
Å, indicating that the active site is still not properly pre-organized. After 1 μs of aMD simulation 
time, the HisF:HisH interface attains the productively closed state with HisF:HisH angles below 
13° which decreases the nucleophilic attack distance to 4 Å. At this point, the oxyanion strand 
remains in the inactive-OxH state. Due to the productive closure, the side chain of fQ123 
reorients to interact with L-Gln, which enhances HisF:HisH intersubunit communication through 
the L-Gln substrate. Importantly, the HisF:HisH interface closure significantly increases the 
intrinsic flexibility of the oxyanion strand triggering the rotation of the oxyanion strand and the 
formation of the ϕ-hV51 oxyanion hole. Upon the formation of the oxyanion hole, L-Gln moves 
closer to the catalytic hC84 and consequently the nucleophilic attack distance decreases below 
3.6 Å (see Figure 4.6a). The HisF:HisH interface remains closed during the simulation time 
indicating a slow closed-to-open transition when both L-Gln and PRFAR are bound (Figure 
A28). Therefore, the coupled effect of the substrate and effector contribute to stabilize the 
closed conformation of IGPS, which might help to retain L-Gln in the active site for efficient 



Chapter 4. Allosteric activation IGPS  

 

   

 

105  

catalysis and favor the transfer of NH3 through the internal HisF tunnel for the subsequent 
cyclase activity in HisF. 

 

Figure 4.6. Allosteric activation of IGPS in the ternary complex. a) Plot of the HisF:HisH interface 

angle along the 10 μs-aMD simulations. Plot of the hV51 dihedral angle along the 10 μs-aMD 

simulations. Plot of the distance corresponding to the nucleophilic attack along the 10 μs-aMD 

simulations. The purple dashed line indicates when productive closure takes place, purple regions 
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indicate when Active-OxH state is populated, and white regions indicate when Inactive-OxH state 
is populated. b) Representative structures of the Inactive-OxH and Active-OxH states sampled in 

the aMD simulations of the IGPS ternary complex. The role of hL85 is shown for Active-OxH. 

 

The pre-organized HisH active site with both the L-Gln bound and the hV51 oxyanion hole 
formed presents a similar structural rearrangement as the one characterized in the substrate-
free form (Figures 4.3c and 4.6b). In the active ternary complex, an extensive network of non-
covalent interactions is established between the substrate and the catalytic, HisF, HisH, and 
oxyanion strand residues. aMD simulations indicate the concerted formation of the hV51 
oxyanion hole and reorientation of the L-Gln in the HisH active site. In the substrate-bound 
pose when the active-OxH is attained, the carbonyl oxygen establishes a hydrogen bond with 
the the HN backbone of hV51 (1.96 ± 0.18 Å) instead of hG52 (now at 3.87 ± 0.55 Å). Moreover, 
the amido group of L-Gln interacts with catalytic hH178 (2.81 ± 0.78 Å). Considering all these 
rearrangements, the electrophilic carbon of L-Gln approaches the nucleophilic thiol group of 
hC84, with catalytically competent distances of 3.36 ± 0.33 Å. The rotation of the oxyanion 
strand exposes the HN backbone of hL85, which establishes an additional hydrogen bond with 
the carbonyl of L-Gln (2.47 ± 0.39 Å) that creates the complete oxyanion hole that will stabilize 
the transient negative charges formed in the tetrahedral intermediate. Overall, the transition 
from inactive-OxH to active-OxH in the presence of the substrate significantly increases and 
strengthens the non-covalent interactions between L-Gln and active site residues (Figure A25), 
facilitating the nucleophilic attack, proton transfer, and stabilization of the tetrahedral 
intermediate required for efficiently hydrolysing glutamine. Remarkably, aMD simulations 
unraveled, without using a priori information, an active-OxH conformation of wtIGPS that show 
significant similarities with the a posteriori reported hC84A IGPS X-ray structure corresponding 
to the postulated allosterically active state of IGPS (Figure A29).161 Thus, μs-aMD simulations 
unveiled the catalytically competent pose corresponding to the allosterically active ternary 
complex of wtIGPS. 

By analyzing the 10 μs aMD simulation, we observed that the hV51 oxyanion hole forms up to 
4 times within the simulation time (Figure 4.6a). This indicates that IGPS transitions between 
the active-OxH and inactive-OxH of the oxyanion strand, when the productive HisF:HisH 
closure has taken place, which points out a lower energy barrier for the oxyanion strand 
interconversion than in the PRFAR-free and substrate-free forms. More importantly, when both 
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L-Gln and PRFAR are bound the active-OxH conformation is clearly stabilized in comparison 
to the infrequent transient formations observed when only PRFAR is bound (in the absence of 
L-Gln substrate). Therefore, aMD simulations show that a population shift toward the active 
state takes place only when the ternary complex is assembled (Figure A30). Additionally, we 
explored the formation of the hV51 oxyanion hole in one out of five replicas of PRFAR-free aMD 
simulations (Figure A23). Interestingly, once the active-OxH is attained it remains in this state 
for the rest of the simulation time (up to 7 μs of aMD), thus suggesting a higher interconversion 
barrier when PRFAR is not present. The results obtained with aMD were validated using 
unconstrained Gaussian accelerated Molecular Dynamics (GaMD) simulations. Interestingly, 
GaMD simulations provided the same mechanism as in aMD simulations for the allosteric 
activation of IGPS ternary complex (Figure A31). 
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Figure 4.7. Free energy landscape reconstruction of allosteric activation. a) Free energy 

landscape (FEL) of the h49-PGVG in the PRFAR-free (only L-Gln bound), ternary complex (PRFAR 
and L-Gln bound), and L-Gln-free (only PRFAR bound) obtained from well-tempered metadynamics 
simulations. The star symbol represents the energy barrier between Inactive-OxH and Active-OxH 
states of the FEL. b) 2D free energy landscape of the Inactive-OxH/Unblocked-OxH to Active-OxH 
section) of !-hV51 for L-Gln-free PRFAR-IGPS (+PRFAR -L-Gln, in orange), L-Gln bound PRFAR-

free (-PRFAR + L-Gln, in green), and ternary complex (IGPS+PRFAR+L-Gln, in purple.). The 2D free 
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energy profile along !-hV51 is calculated from the Boltzmann populations of all !-hG50 at a certain 
value of !-hV51 (as indicated with the light purple line). Since the inactive-OxH and unblocked-OxH 
states are found in the same range of values of !-hV51, the 2D plot cannot differentiate them. The 

presence of PRFAR and L-Gln decreases the interconversion barrier and broadens the energy 
minima. Representative scheme of the oxyanion strand interconversion barrier in the PRFAR-free 
(green) and ternary complex (purple) systems.  

 

We additionally carried out well-tempered metadynamics (WT-MetaD) simulations to unravel 
the underlying free-energy surface of the oxyanion strand reorientation in the presence of L-
Gln in both PRFAR-free and PRFAR-bound states. WT-MetaD were performed using the two 
ϕ-hV51 and ϕ-hG50 dihedral angles as collective variables (Figure 4.7 and Appendix). To 
reconstruct the free-energy surface we used the multiple-walkers approach considering ten 
arbitrarily selected conformations (walkers) taken from the aMD simulations that present global 
and local features of the both inactive-OxH and active-OxH states in the IGPS ternary complex 
(Figures A32–A34). From these WT-MetaD simulations, we were able to determine the free-
energy landscape (FEL) of the h49-PGVG oxyanion strand conformational dynamics (Figure 
4.7a,b). Remarkable differences are observed between the FEL of the PRFAR-free and ternary 
complex (PRFAR+L-Gln) states. In the ternary complex, the interconversion barrier between the 
inactive-OxH and active-OxH states is of approximately 8 kcal/mol, while in the case of PRFAR-
free, the barrier increases up to 22 kcal/mol. The FELs clearly show that the formation of the 
hV51 oxyanion hole is significantly slower when PRFAR is not present. Another important 
aspect that can be extracted from the FEL is that the relative stability between the inactive-OxH 
and active-OxH is preserved. This result suggests that both orientations of the oxyanion strand 
are similarly populated in the IGPS ternary complex. This facile interconversion can be 
important along the IGPS catalytic cycle. To better understand the coupled effect of the PRFAR 
and L-Gln, we calculated the FEL of the oxyanion strand interconversion only in the presence 
of PRFAR (see Figure 4.7a,b, orange, and Figure A33). As qualitatively observed in aMD 
simulations, PRFAR enhances the dynamism of the oxyanion strand with respect to the PRFAR-
free, however, the absence of the substrate causes the destabilization of the active-OxH state 
(by 4 kcal/mol). Using this information, we can suggest that L-Gln induces a population shift 
toward active IGPS conformations (Figure A33). In addition, the energy barrier of the inactive-
to-active transition is significantly decreased in the presence of both PRFAR and L-Gln. Taking 
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all these results into consideration the coupled effect of both PRFAR and L-Gln is essential to 
promote the fully active conformation in IGPS under turnover conditions. Moreover, these 
results point out strong communication between both binding sites in the IGPS ternary complex 
(see the next section). 

 

4.3.5. The Formation of the Active State Activates Correlated Motions in 

the Ternary Complex: Unveiling the Allosteric Activation Mechanism of 

IGPS 

The question now is how the coupled effect of PRFAR (HisF) and L-Gln (HisH) binding activates 
correlated motions that regulate HisF:HisH interface and oxyanion strand conformational 
dynamics. To explore the dynamic allosteric communication pathways established between 
HisF and HisH binding sites, we used the Shortest Path Map (SPM) tool.59,166 To capture the 
time evolution of dynamic networks of residues displaying correlated motions along the relevant 
steps of the allosteric activation process, we decided to divide aMD trajectories in 
concatenated time spans of 600 ns (that is, from 0 to 600 ns, from 300 to 900 ns, from 600 to 
1200 ns, and so on). We chose time-spans of 600 ns because they differentiate the most 
relevant steps of the allosteric activation process. For each time-span, we performed the SPM 
analysis that we name as time-evolution SPM (te-SPM). We applied the te-SPM analysis to a 5 
μs aMD simulation that captured all relevant states of the IGPS allosteric activation including: 
substrate binding, HisF:HisH productive closure, and subsequent hV51 oxyanion hole 
formation. This analysis unveils the fine-tuning of correlated motions and dynamic networks 
along the allosteric activation of IGPS (Figures 4.8, A35, and A36). 

When the substrate L-Gln is still not bound (step 1 in Figure 4.8, with PRFAR already bound), 
correlated motions are generally found in the HisH subunit and HisF:HisH interface. 
Connections between key residues for allosteric activation are observed:  fI93, fD98, fK99, hP10 
and hN15. Subsequently, when the L-Gln binds the HisH active site and the HisF:HisH(θ) attains 
a partially closed state (step 2 in Figure 4.8), increased communication between the oxyanion 
strand (hG52 and hH53) and interface fα4 residues (fG121 and fS122) is observed. The first 
significant change regarding correlated motions takes place with productive HisF:HisH closure 
(step 3, in Figure 4.8). The closure of the IGPS interface activates concerted motions between 
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HisF and HisH subunits and multiple pathways that connect interface residues appear. For 
example, pathways that connect hH53 to fL153, catalytic hE180-hK181-fP76-fI75, or the 
anchor hW123-fA3 naturally arise. However, it is when the hV51 oxyanion hole formations start 
occurring (step 4 in Figure 4.8) that multiple allosteric pathways connecting HisF and HisH 
active sites appear, indicating the existence of functional correlated motions. When IGPS is 
allosterically activated, the dynamic coupling of HisH residues including hV51, catalytic 
residues hC84 and hH178, with HisF PRFAR binding site residues: fV12, fL50, fI102, fL222 is 
observed. Indeed, the PRFAR site and the glutaminase HisH site are connected through 
multiple pathways such as the network of hydrophobic residues that connect HisF PRFAR 
binding site with HisH oxyanion strand: fL50, fF49, fV79, fV100, fV125, fQ123, fG121, hG52 and 
hV51 (Figure 4.8b). Upon the first activation, the oxyanion strand attains a dynamic equilibrium 
between the active and inactive conformations of the oxyanion strand (step 5, Figure 4.8) that 
is correlated with the appearance of new networks of residues connecting the PRFAR active 
site with the HisF:HisH interface (fD130, fL169, fI199, fA220, fR5, fD45, fD98, and hN12). This 
change of dynamical networks suggests that the communication between effector and active 
site takes place in both directions. From this point, multiple dynamic pathways communicate 
both active sites that include catalytic residues of both HisF and HisH subunits: fD11 and fD130 
and hC84 and hH178 (see Figure A36).  

Several of the residues identified as important in the te-SPM analysis are involved in millisecond 
motions in the ternary complex as reported by NMR experiments. More insights on the allosteric 
communication mechanism of IGPS are obtained by analyzing the changes in community 
networks and monitoring the molecular interactions in the HisF and HisH subunits (see 
Appendix and Figures A37–A39 for a complete analysis of both local changes in HisF and HisH 
subunits in the IGPS ternary complex). 
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Figure 4.8. General scheme of the IGPS allosteric activation. a) Time-evolution Shortest-Path 
Map (SPM) analysis along the key states of the activation pathway. The sizes of the spheres and 
black edges are indicative of the importance of the position for the IGPS conformational dynamics. 
HisF (cyan), HisH (white), oxyanion strand (purple), W-loop (green), and catalytic (orange) residues 

are depicted in different colors. PRFAR, L-Gln, and catalytic hC84 are represented in sticks. The 
total number of residues included in the SPM of each subunit is highlighted in boxes. b) SPM map 

of the IGPS active ternary complex corresponding to step 4. c) General scheme of the IGPS 
allosteric activation. Gray and light purple boxes denote equilibrium and non-equilibrium. 
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4.4. Discussion 

Understanding the mechanisms of allosterically regulated enzymes at the molecular level 
requires identifying and characterizing functionally relevant states in the ternary complex but 
also describing the time evolution of the dynamic conformational ensemble that connects these 
states.124,130 In IGPS, the binding of an allosteric effector activates millisecond motions that are 
finely tuned by the binding of the substrate to promote the allosteric activation, which results 
in efficient glutamine hydrolysis in the HisH active site.138,145,167 However, the fast glutamine 
turnover in the presence of the unstable PRFAR effector hampered the experimental detection 
of the allosterically active state in wtIGPS. From the computational perspective, it is challenging 
to capture the millisecond allosteric activation of IGPS. In this Chapter, we devised a 
computational strategy specifically designed to capture the time-evolution of millisecond time 
scale events that has been used to describe, step by step, the molecular mechanism of the 
allosteric activation of IGPS, connecting the inactive substrate-free form with the allosterically 
active ternary complex. Our simulations unveil a complex coupling between allosteric effector 
(PRFAR) and substrate glutamine (L-Gln) binding and the intrinsic HisF:HisH interface 
conformational dynamics that finely regulate the allosteric activation process of IGPS. Starting 
from the inactive conformation of IGPS and without using a priori information of the active state, 
our simulations spontaneously revealed a closed IGPS state that presents the HisH active site 
with the hV51 oxyanion hole formed and the substrate glutamine properly positioned in a 
catalytically productive pose. The insights provided by these simulations tie up the loose ends 
related to IGPS allosteric regulation mechanism. 

We used microsecond conventional molecular dynamics (cMD) and accelerated molecular 
dynamics (aMD) simulations to understand how PRFAR binding impacts the substrate-free 
conformational ensemble in wtIGPS. A hidden conformation that presents the the hV51 
oxyanion hole (active-OxH) spontaneously formed in the μs-cMD simulations, indicating that 
this state of the h49-PGVG oxyanion strand can exist in solution in the presence of PRFAR. The 
active-OxH state is characterized by the HN backbone of hV51 oriented toward the catalytic 
hC84 pre-organizing the HisH active site for stabilizing the tetrahedral intermediate (see Figure 
4.1c) formed in the glutaminase reaction. These results are in line with the hypothesis that the 
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hV51 oxyanion hole can form in IGPS induced by PRFAR binding.145,147,148 Our simulations 
provide structural explanations to NMR experiments that showed the broadening beyond the 
detection of hG50 and hG52 NH signals in the presence of PRFAR, suggesting the activation 
of μs-ms motions in the oxyanion strand residues.145,147 The transient and infrequent population 
of the active-OxH state in μs-cMD simulations together with the intrinsic instability of PRFAR 
can help to understand why it has not been possible to obtain the X-ray structure of wild-type 
IGPS with PRFAR-bound and the hV51 oxyanion hole formed.57,142,148,150 Recently, Yao and 
Hamelberg used μs-cMD simulations to characterize a transient hV51 oxyanion hole formation 
in apo IGPS, which points out that the active-OxH conformation is not stable in the absence of 
both the allosteric effector and substrate.159 

With aMD simulations it was possible to access the microsecond–millisecond motions 
characteristic of substrate-free IGPS. These simulations captured multiple infrequent hV51 
oxyanion hole formations and a rich HisF:HisH interface conformational dynamics, highlighting 
the existence of metastable closed state of the HisF:HisH interface. The transiently populated 
closed conformation involves the alignment of hα1 and fα3 helices and presents significant 
similarity to the substrate-bound X-ray hC84A IGPS.161 Therefore, these aMD simulations show 
that a closed state of the IGPS can be sampled in solution, even when the substrate L-Gln or 
the effector PRFAR are not present. These observations are in line with the idea that IGPS 
should adopt a catalytically productive closed HisF:HisH interface to retain the substrate in the 
HisH active site during hydrolysis and keep the ammonia produced for internal transfer through 
the HisF tunnel. Consistent with these results, Kneuttinger et al., introduced light-switchable 
non-natural amino acids that stabilize the partial closure of IGPS observing an enhancement of 
catalytic activity.164 

In the absence of L-Gln substrate, we observed that the hV51 oxyanion hole formation and the 
closed HisF:HisH interface states are transiently populated in the  PRFAR-IGPS conformational 
ensemble. MD simulations show that both the formation of the oxyanion hole and the closure 
of the interface are uncoupled from each other which is consistent with the NMR uncorrelated 
microsecond–millisecond motions that are activated upon PRFAR binding.145 To unravel the 
effect of L-Gln substrate on the IGPS conformational ensemble toward the formation of the 
allosterically active ternary complex, we explored the sequence of events of L-Gln binding into 
the HisH active site and subsequent allosteric activation. Unconstrained enhanced sampling 
aMD simulations were used to simulate the spontaneous binding of L-Gln to the HisH active 
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site in both PRFAR-free and PRFAR-bound IGPS. Binding events were captured in both cases 
with similar binding pathways: the substrate is initially recognized by the side chain of fQ123, 
then L-Gln evolves toward the HisH active site when the h49-PGVG oxyanion strand adopts 
the inactive-OxH conformation and the HisF:HisH region is found in the open conformation, 
and finally L-Gln is stabilized by several HisH active site residues including the formation of a 
hydrogen bond with the HN amide of hG52. These observations are consistent with the similar 
KM values for PRFAR-free and PRFAR-bound which is a signature of V-type allostery 
predominating in IGPS.148 Importantly, aMD simulations show that adopting the inactive-OxH 
state is a prerequisite for glutamine binding in the HisH active site. In the active-OxH state, the 
L-Gln binding is blocked by the side chain of hL85, which prevents the access to catalytic 
hC84. Therefore, aMD simulations explain at the molecular level recent NMR studies of the 
hC84S IGPS mutant that detected substrate binding only when in inactive IGPS.161 Our results 
indicate that even when PRFAR is bound, IGPS should be able to access both the inactive-
OxH state of the oxyanion strand and the open HisF:HisH interface to recognize and bind the 
substrate in the HisH active site. 

Upon L-Gln binding in the inactive HisH active site, while PRFAR is in the HisF binding site, a 
sequence of conformational rearrangements are triggered that reveal the allosterically active 
state of IGPS. We performed extensive μs-aMD simulations starting from the L-Gln bound 
conformation to unravel the time-evolution of the complete allosteric activation. These 
simulations show that the h49-PGVG oxyanion strand and the HisF:HisH interface 
conformational ensembles are significantly perturbed due to the coupled effect of PRFAR and 
L-Gln. After glutamine binding in the inactive IGPS conformation, the productive closure of the 
HisF:HisH interface is observed. This indicates that substrate binding in the presence of PRFAR 
is able to displace the IGPS conformational ensemble toward a closed HisF:HisH interface. The 
interdomain closure gates multiple formations of the hV51 oxyanion hole. The frequent and 
long-lived formations observed in aMD simulations indicate that the active-OxH and inactive-
OxH should present similar relative stabilities and low oxyanion-strand interconversion barriers. 
In the ternary complex, well-tempered metadynamics (WT-MetaD) simulations reported an 
energy barrier of 8 kcal/mol for the oxyanion strand rotation with similar relative populations for 
the inactive-OxH and active-OxH populations. In addition, the oxyanion strand conformational 
ensemble is broadened in the ternary complex upon allosteric activation. All these observations 
are consistent with NMR experiments which reported a broadening of the IGPS ensemble 
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without significantly changing the average conformations.167 Overall, these results are in line 
with both mutagenesis and NMR experiments, indicating that glutamine hydrolysis and 
associated chemical steps are rate limiting in the presence of PRFAR.167 

Once the active-OxH state is attained, L-Gln reorients in the pre-organized HisH active site to 
reach a nucleophilic attack catalytic distance of approximately 3.4 Å between the amide carbon 
of L-Gln and the thiol group of hC84. This distance is around 4.5 Å when the HisH active site is 
in the inactive-OxH. Therefore, proton abstraction and subsequent stabilization of the 
tetrahedral intermediate can only occur in the active-OxH state of the oxyanion strand. Based 
on our results, efficient glutamine hydrolysis requires both the pre-organization of the HisH 
active site and the closure of the HisF:HisH interface. Taking into account our simulations and 
experimental observations, we propose this conformation as the allosterically active state of 
IGPS. 

aMD simulations indicate that both the active-OxH and inactive-OxH states are essential for 
the different steps of IGPS function. Therefore, the rapid interconversion between the inactive 
and active states of the oxyanion strand can be useful to drive the different steps of the 
glutamine hydrolysis along the catalytic cycle. The active state of wild-type IGPS could not be 
detected with NMR. We suggest that the reason for that is the rapid dynamic equilibrium 
between the two forms of the oxyanion strand. When PRFAR is not present (PRFAR-free), the 
relative populations are maintained but the interconversion barrier of the oxyanion strand 
increases up to 22 kcal/mol, which is 3-fold higher than in the ternary complex. This high-energy 
barrier points out that the conformational changes required to attain the active state are barely 
accessible by PRFAR-free IGPS at room temperature. This goes in line with the 4500-fold 
enhancement of glutaminase catalytic activity when the effector PRFAR is bound.151 Overall, 
our results suggest that the coupled binding of PRFAR and L-Gln impacts the associated 
inactive-to-active transition barrier while keeping the relative stabilities of each state. 

Finally, the allosteric communication pathways obtained from dynamical networks along the 
IGPS activation show communication between both active sites through multiple pathways. 
The time-evolution shortest path map (te-SPM) indicated the activation of concerted motions 
once the HisF:HisH interface productively closes. Subsequently, the concerted motions expand 
through the whole IGPS including the HisF subunit, the interface, and the HisH active site, 
triggering the formation of the hV51 oxyanion hole. Interestingly, the te-SPM analysis captured 
a wide number of residues that, according to NMR experiments, take part in concerted 
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millisecond motions in the IGPS ternary complex. The work described in this Chapter 
represents a step forward with respect to previous studies where dynamical networks were 
performed on short nanosecond MD simulations that did not capture the complete allosteric 
activation process. The coupled closure of the HisF:HisH interface with the formation of the 
hV51 oxyanion hole and the activation of correlated motions captured in our simulations are 
consistent with millisecond motions characterized with NMR in the ternary complex.145,168 
Maschietto and coworkers recently reported different dynamic networks in bacteria and yeast 
forms of IGPS pointing out that allosteric communication pathways changed along IGPS 
evolution.158 The presence of multiple allosteric communication pathways between binding 
sites and the activation of millisecond fluctuations are typical properties of dynamic allostery.15 
Gathering the information from the different analysis including: a) the existence of multiple 
communication pathways; and b) the observed broadening of the conformational ensemble of 
IGPS elicited by the binding of the coupled binding of substrate and effector, we propose that 
IGPS allosteric activation follows the violin model typical of dynamics-based allostery as 
observed in protein kinases.169,170 
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Chapter 5. Molecular basis of efficient and 

enantioselective biocatalytic C-N bond 

formation: from understanding to design
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The following Chapter describes the combined experimental and computational work to design 
efficient and enantioselective biocatalytic platforms toward C-N bond formation. The results 
described in this Chapter were reported in Nat. Chem. 2021, 13, 1166-1172 (including journal 

cover) and ChemRxiv 2022 (Calvó-Tusell et al. 10.26434/chemrxiv-2022-f02xh). Part of the 
material show is from: Liu, Z., Calvó-Tusell, C., Zhou, A.Z. et al. Dual-function enzyme catalysis 
for enantioselective carbon–nitrogen bond formation. Nat. Chem. 13, 1166–1172 (2021) 
published 2021, Springer Nature. 

All the experiments described in this Chapter have been carried out by Zhen Liu, Andrew Zhou, 
and Kai Chen under the coordination of Frances Arnold (see 5.1.1 State of the art section and 
Results 5.3). We (Carla Calvó-Tusell with the coordination of Marc Garcia-Borràs) performed 
the complete computational modelling (see 5.3 and 5.4 Results section). All of the authors 
participated in the project design and discussion. 

 

5.1. State of the art 

Amine functional groups are commonly found in bioactive molecules.171,172 Developing efficient 
and selective methods for incorporating chiral amines into molecular scaffolds through the 
formation of C-N bonds is still a challenge for chemistry and biochemistry. A wide number of 
strategies have been reported to form C–N bonds. Among them, the insertion of carbenes into 
N–H bonds have been used to efficiently construct nitrogen-containing molecules taking 
advantage of the high reactivity of carbene species.173–177 Recently, highly selective and efficient 
heam-dependent enzymes have been repurposed using directed evolution to catalyze non-
natural carbene and nitrene transfer reactions. In particular, cytochromes P450 have been 
evolved to insert carbene moieties into N–H bonds with significantly high catalytic efficiency 
(total turnover numbers (TTN)).178–181 However, in comparison to other carbene-transfer 
reactions such as C-H insertion or alkene cyclopropanation, the insertion of carbenes into N-H 
bonds still lacks full stereocontrol.73,182 

To achieve asymmetric carbene N–H insertion, several strategies based on small molecule 
catalysis and biocatalysis have been proposed. Transition-metal catalysts are commonly 
combined with a chiral proton-transfer catalyst (PTC) for the stepwise stereoselective N-H 
insertion.183 In this process, first, the transition metal catalyst reacts with the carbene precursor 
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to generate a metal–carbene species. Then, the amine substrate performs a N-nucleophilic 
addition to the carbene forming an ylide intermediate. Finally, the chiral PTC, such as a chiral 
phosphoric acid or amino-thiourea, is responsible for carrying the enantioselective protonation 
on the ylide intermediate to get the final product.183,184 To achieve high asymmetric protonation, 
other proton sources must be avoided otherwise the selectivity is not controlled. Recently, 
Shaik et al., used computational modelling to suggest a similar mechanism for N–H insertion 
reactions catalyzed by haem-dependent enzymes.185 Since both enzyme protic amino acids 
and water molecules are potential proton sources, the challenge to achieve high 
enantioselectivity for these biocatalytic transformations relies on precisely controlling the 
proton transfer step once to the highly reactive ylide intermediate is formed. Recently, Fasan 
and coworkers reported a series of engineered myoglobins that catalyze the asymmetric N–H 
insertion with moderate enantiocontrol.179,186  

The overall goal of this project is to design a dual-function biocatalytic platform for the 
enantioselective carbon-nitrogen bond formation. Similar to the dual-catalyst strategy used in 
small-molecule catalysis, the idea is to identify enzymes that can perform two distinct functions: 
1) produce the carbene species for the efficient nucleophilic addition of the amine substrate; 
and 2) control the selective protonation of the ylide intermediate within the enzyme active site. 
In this way, a highly enantioselective biocatalytic N–H insertion reaction would be possible. 
First, experimental screening of previously evolved carbene and nitrene transfer enzymes will 
be used to identify variants that present high enantioselective N–H insertion toward one of the 
enantiomers (see State of the art 5.1.1). Then, computational modelling will be used to 
rationalize the molecular basis of the whole process providing a molecular explanation to the 
efficient and selective N–H insertion reaction (see Results 5.3.1). Finally, the mechanistic 
information obtained from computational modelling will be used to design enzyme variants that 
reverse the enantioselectivity toward the opposed enantiomer (see Results 5.3.2.). 

 

5.1.1. Initial Screening and identification of high enantioselective N–H 

insertion variants. 

The first objective was to discover enzymes that could perform the asymmetric N–H insertion 
with high efficiency and enantioselectivity. The chosen reaction for the enzyme screening was 
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between lactone diazo and N-methyl aniline. This transformation is attractive because a 
biologically relevant α-amino lactone is generated.187 Moreover, this is a challenging reaction 
because lactone-based carbenes present difficult stereocontrol in small molecular catalysis 
due to undesired β-hydride elimination processes.188 Previously, the Arnold Lab harnessed the 
power of directed evolution to engineer haem proteins that accelerate the lactone-carbene-
transfer process preventing undesired side reactions.189,190 Therefore, the enzyme screening 
was focused on identifying enzyme variants that provide efficient transfer of the lactone-
carbene species to the N-methyl aniline substrates and that, at the same time, control the 
enantioselective protonation of the formed ylide intermediate to generate the enantio-enriched 
product. 

A total of 40 haem protein variants previously evolved for different carbene and nitrene 
transformations were screened toward the abovementioned transformation. This pool of 
enzyme variants includes engineered variants for lactone-carbene-transfer reactions including 
P411-L7 and P411-G8S among others.190,191 Most of the screened variants showed low activity 

(beyond 5% conversion). Interestingly, P411-L7 was able to catalyze the N–H insertion with 

81% yield and 94% ee. toward the (R)-enantiomer. P411-L7 corresponds to P411 (the axial 
haem-ligating residue is a mutated serine instead of a cysteine) with the truncated FAD domain 
that contains 29 mutations with respect to wild-type P450BM3. This enzyme was previously 
engineered in Arnold Lab through several rounds of directed evolution to perform lactone-
carbene C–H insertion starting from the P411-C10 variant.189,192 Attaching the reductase domain 

to P411-L7 (L7_FL) enhances the catalytic performance up to 92% yield and 95% ee., which 
can be attributed to the increased stability of the full enzyme.193 

By analyzing the P411-L7 enzyme lineage (from L1 to L7, one single mutation incorporated in 

each round) for the lactone-carbene N–H insertion, it was shown that L6 and L7 are excellent 
catalysts in terms of yield and enantioselectivity for this transformation. Thus, the significant 
jump in achieving high activity and selectivity for N–H insertion takes place when going from L5 

to L6 which corresponds to the inclusion of A264S mutation. In particular, the impact on 

enantioselectivity is significant, from –21% in L5 to 92% ee, in addition to significant yields 

increase. in L6. This points out that the residue at position 264 is key to trigger the carbene-
transfer reaction offering excellent control on the stereoselective protonation step. To gain 
insight into the importance of this position, variants with different mutations of hotspot 264 
were experimentally tested. When replaced with alanine and glycine, the activity is still high, 
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but the selectivity is significantly lower, which suggests that the hydroxyl group of serine can 
play a key role in controlling enantioselectivity. However, if other polar residues are introduced 
such as aspartate, threonine, and cysteine both yield and stereocontrol are significantly 
affected. Therefore, it is not clear the role played by S264. 

 

The molecular basis of this enzymatic transformation and the role of S264 in the asymmetric 
proton transfer step is still unknown. In addition, L5 represents a promising branching point (-
21 % ee. and 43% yield) for the enantioselective control toward one enantiomer or the other. 
Understanding the behavior of both L6 and L5 variants can provide relevant information for 
designing highly enantioselective variants. 

 

Figure 5.1. Screening for enzymatic N–H insertion with a haem protein collection and 

identification of A264S as the key mutation for achieving high activity and selectivity. a) Initial 
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screening performed with 40 haem protein variants. The screening led to the discovery of variant 
L7 (in well C10), which originated from a previous lactone carbene C–H insertion project.189 b) The 

lactone carbene C–H insertion lineage (L1 to L7) was rescreened and variants with the A264S 

mutation (L6 and L7) were found to be excellent catalysts for N–H insertion. c) Mutagenesis studies 
were performed to show the importance of residue S264 for N–H insertion. Replacing S264 with 
other amino acids led to low selectivities and diminished yields. In the figure, A264 in the active site 
of P411 variant E10 (PDB ID:5UCW) is highlighted. L7_FL and L6_FL are L7 and L6 restored to their 
respective full-length P411 enzymes. 

In this Chapter we will use a computational protocol tailored to unravel the molecular 
mechanism of the enantioselective N–H insertion in P411 variants. First, we will understand the 
role of A264 mutation and then, our goal is to harness this mechanistic information for design. 

 

5.2. Computational Details and Protocols 

In the following section, we will describe the computational strategy used to study the selected 
P411-C10 lineage of variants (i.e., P411-L1 to P411-L7). This protocol combines molecular 
dynamics simulations, docking calculations, and quantum mechanics calculations and consists 
of the steps shown in Figure 5.2. To understand the different steps of the molecular mechanism 
of the N–H insertion, MD simulations are performed in the apo, lactone-carbene, substrate and 
ylide intermediate bound states. Mechanistic studies using density functional theory have been 
performed using truncated active site models based on these simulations. 
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Figure 5.2. Computational protocol. The computational strategy to study P411 variants for N–

H insertions. The protocol is based on: 1) constructing the P411 variants under study; 2) performing 

MD simulations in the different states (apo, lactone-carbene, and substrate bound) to assess the 
conformational features that confer the high activity and specificity; 3) docking calculations and MD 

refinement for substrate bound state; 4) substrate bound state simulations were used to place the 

ylide intermediate and perform MD simulations; 5) from the MD knowledge gathered in previous 
steps quantum mechanics calculations were performed to understand the different steps of the 
molecular mechanism of the N–H insertion. A more detailed description of the computational 
protocol can be found in Appendix B, Computational Protocols. 

 

5.2.1. Preparation and Modeling of P411 variants: L5, L6, L7. 

In the first place, we prepared the P411-C10 (P411-L1) variant starting from the available crystal 

structure of the related P411-E10 variant (PDB ID: 5UCW). To properly describe the effects of 

the 13 mutations with respect to P411-E10, Rosetta Design was used to generate a structure 
containing N70E, A74G, V78L, M118S, F162L, M177L, L263Y, H266V, A330Y, I401L, T436L, 
L437Q, S438T mutations. Then, the structure of P411-L1 retrieved from Rosetta was refined 
with extensive MD simulations (5 replicas of 1,000 ns, gathering a total of 5 μs of simulation 
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time). The MD simulations with the haem cofactor were run using the bonded model to describe 
the iron-porphyrin interaction. The MD trajectories of P411-L1 were clustered based on the 
root-mean-square deviation (RMSD) of the protein backbone, selecting the most populated 
cluster as the representative structure of P411-L1 apo state. This representative and refined 

MD structure of P411-L1 was used as a template for preparing the lineage of P411 variants L5, 

L6 and L7. Since the number of mutations between the L1 and selected variants is low, the 

PyMOL mutagenesis tool was used. P411-L5 presents four additional mutations with respect 

to L1 (T327V, Q437L, S332A, A87P), L6 variant includes one additional mutation respect L5 
(A264S), and L7 presents one additional mutation respect to L6 (V327P). The structures of L5, 

L6, and L7 variants were subsequently refined with MD simulations. In this case, 3 replicas of 
500 ns of MD simulations were run, accumulating 1.5 μs for each variant. Again, MD trajectories 
were clusterized based on the protein backbone RMSD to select the most populated cluster as 
the representative structure of apo state P411-L5, L6, and L7 variants. 
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5.2.2. Conformational Exploration of Lactone Carbene Orientation 

To generate the structure of the lactone carbene covalently bound to the haem iron of P411 
variants, we manually place the lactone ring bound to the Fe, it in the active site of the 
representative structures of apo state L5, L6 and L7 variants. The lactone carbene is a small 
molecule where the carbene directly binds the iron of the porphyrin. From QM models it is 
known that the plane of the lactone carbene and the plane of the porphyrin rings are 
perpendicular. Therefore, we manually placed the lactone carbene in the same orientation as 
in the QM models. Then, MCPB.py106 was used to obtain the bonded parameters of the lactone-
carbene for MD simulations. Once the system was assembled, we ran 5 replicas of 500 ns of 
MD simulations using different orientations of the lactone-carbene as starting point, gathering 
2.5 μs for each variant in the lactone-carbene state. We analyzed the conformations that the 
lactone carbene is able to explore in the active site and the interactions that it establishes with 
surrounding residues to capture the preferred orientation of the lactone-carbene in each of the 
selected variants. These MD trajectories were clusterized to identify the most relevant 
conformations of P411 variants based on protein backbone RMSD. 

 

5.2.3. Analysis of the enantiospecific N-nucleophilic attack 

To simulate the substrate bound pose and understand the molecular basis of the nucleophilic 
attack, we docked the amine substrate (N-methyl aniline for Section 5.3 and 4-Methoxy aniline 
for Section 5.4) in the active site of the lactone carbene-bound P411-L5, L6, and L7 variants. 
Docking of the amine substrate was performed using Autodock Vina194 for two different 
representative conformations of each system (the two most populated clusters of each variant 
obtained as described in section 5.2.2). Then, restrained-MD simulations were used to refine 
docking predictions of the substrate bound pose. In these MD simulations the distance 
between the nitrogen of the amine and the central carbon of the carbene was restrained up to 
3.6 Å (this distance cannot be higher than this value in the MD simulations, see Computational 
Methods on Appendix B). For each system 3 replicas of 250 ns were performed using two 
different starting substrate-bound P411 structures, accumulating a total 2.5 μs for each variant. 
Again, substrate-bound MD simulations were clustered using protein backbone RMSD to 
identify the most relevant conformations visited along MD simulations. Importantly, these 
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simulations offer relevant information of catalytically competent binding poses explored by the 
amine substrate, providing molecular details of the near attack conformation to perform the 
nucleophilic attack to the carbene. 
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5.2.4. Precise positioning of water molecules in the active site upon ylide 

formation. 

Next, we prepared the ylide-bound P411 complex to explore the selective protonation step. 
Based on DFT calculations, the formation of the ylide breaks the covalent bond between the 
iron and the lactone ring (see Sections 5.2.5 and 5.3). Using the most populated cluster 
obtained from the lactone and substrate-bound MD simulations (see 5.2.3), the ylide 
intermediate was manually docked in the active site of P411-L5, L6, and L7 variants. We used 
the previously characterized amine substrate binding pose as a template, superimposing the 
ylide with the amine and the lactone-carbene structures. Using a similar protocol as described 
before for the substrate, restrained-MD simulations were performed starting from the ylide-
bound structures. In this case, the distance between the ylide central carbon atom and the 
haem iron was restrained up to 4.1 Å. By introducing this geometric constraint, we aimed to 
characterize the dissociated ylide dissociated complex in the enzyme active site to mimic the 
ylide complex characterized from model DFT calculations (see Figure 5.4 and Section 5.2.5). 
Three replicas of 100 ns of restrained-MD simulations were performed, accumulating 300 ns of 
simulation time for each variant. The distribution of potential proton sources (water molecules 
and amino acid residues) around the ylide intermediate was analyzed. 

 

5.2.5. Mechanistic insight: fast enantiospecific proton transfer. 

Finally, restrained-MD simulations of P411-L6 and L7 variants with ylide intermediate bound 
(from step described in section 5.2.4) were visually inspected. From the representative 
snapshots we prepared different truncated active site models that included the ylide 
intermediate, S264 residue, and key active site water molecules. These truncated models were 
used to study the possible ylide proton transfer pathways with DFT calculations. 

Additionally, the complete energy profile for the lactone carbene N–H insertion has been 
characterized with DFT calculations. All DFT calculations carried out in this Chapter are 
performed using the protocol specified in Chapter 2. Computational Methods, section 2.6. 
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5.2.6. Evaluation of mechanistically-guided protein engineered P411 

variants. 

A similar computational protocol involving steps described in sections 5.2.1-5.2.4 was used to 
explain the molecular basis of newly designed variants toward the (S)-enantiomer. The starting 
point to model the new engineered variant P411-L5_B3 was the P411-L5 variant. 

 

5.3. Results and Discussion 

5.3.1. Origins of conformational control and enantioselectivity in P411-

L6 and L7 variants 

We applied the computational strategy described in 5.2 to unravel the molecular basis of this 
enzymatic transformation and understand the role of S264 in promoting the efficient and 
selective asymmetric carbene N–H insertion. First, we characterize the dynamic behavior of the 
P411-L6 variant, which is the one that presents the A264S mutation. Extensive MD simulations 

for the L6 variant with the lactone-carbene bound (in the absence of the substrate) pointed out 
that the lactone moiety mainly explores a single orientation in the active site (see Figure 5.3 and 
B1). To monitor the orientation of the lactone, we defined a dihedral angle, ∠(N–Fe–C1–C2), 
that describes the relative orientation explored by the carbene relative to the haem moiety. 
Despite starting with a different orientation, all replicas converged to the same orientation of 
the lactone with a dihedral angle around 90º. In this orientation, the lactone is stabilized by the 
S264 side chain through persistent hydrogen-bonding interactions between the hydroxyl group 
of S264 and the lactone ester group (see Figure 5.3 and B1). This orientation is further stabilized 
through a transient hydrogen bond between Y263 and lactone. 

Interestingly, if the lactone is fixed to this orientation, only one face of the electrophilic carbene 
can be attacked by the nucleophilic amine substrate, which selectively yields the stereospecific 

reactive ylide intermediate. MD simulations of the variant L7, which also presents the A264S 
mutation, shows a similar behavior. In contrast to L6 and L7, P411-L5 variants contain an 

alanine at position 264. MD simulations of the L5 variant show that, in the absence of S264, the 
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lactone explores multiple conformations within the active site (see Figure B1). In addition, DFT 
calculations indicate that the hydrogen-bonding interactions involving the carbonyl group of 
the carbene enhance its electrophilic character making it more reactive (see Appendix Figure 
B10 and B11). Therefore, S264 participates in controlling the lactone orientation but also 
contributes to increasing the reactivity of the carbene species. 

 

Figure 5.3. Origins of enantioselectivity in carbene transfer into N–H bonds catalyzed by P411-

L6 from computational modelling. a) Representative snapshot from Molecular Dynamics (MD) 
simulations describing the conformations explored by the lactone carbene when formed in P411-
L6. The ∠(N – Fe – C1 – C2) dihedral angle measured along the MD trajectory describes the relative 

orientation explored by the carbene (see Appendix B for additional replicas). Simulations show that 
the lactone preferentially explores a single conformation, which is stabilized by H-bond interactions 
established between the carbene ester group and S264 and Y263 (see Appendix B for additional 

details). b) Overlay of four representative snapshots obtained from restrained-MD simulations 

exploring near attack conformations for the N-nucleophilic attack of 2a to the lactone carbene in 

L6. Hydrophobic interactions occurring between the aromatic ring of the aniline derivative and active 
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site residues (L75, V328, Q437L, P329) stabilize this binding mode, while H-bond interactions 
between the carbene ester group and S264 are maintained. These two factors are responsible for 
an enantiospecific nucleophilic addition. c) Overlay of 3 representative snapshots from restrained-

MD simulations exploring L6 active site arrangement when ylide 2a is formed. Water molecules are 

precisely positioned on the top-face of the lactone ring, driven by Y263 and T438, and nearby the 
protonated ylide amine group. These water molecules are able to stereospecifically protonate the 
ylide intermediate from the pro-S face. Displayed water molecules are drawn from 25 random 
structures across the 100 ns MD trajectory.  

 

We then modelled how the amine substrate approaches to the carbene and the subsequent 
formation of the ylide intermediate in the active site of P411-L5, L6, and L7 variants. Restrained-
MD simulations show that the amine substrate binding in a near-attack conformation for the N-
nucleophilic addition to the lactone-carbene is stabilized by hydrophobic interactions between 
the substrate aromatic ring and active-site hydrophobic residues (L75, V328, L437, P329) while 
the hydrogen-bond between the lactone and S264 is maintained (see Figure 5.3 and Appendix 
Figure B2 and B3). In L5, the substrate adopts unproductive N-nucleophilic addition poses and 
shows improper packing in the active site. The simulations with the ylide intermediate also 
describe that the hydrogen bond between the lactone ester group and S264 is persistent in L6 
and L7 variant. Next, we analyzed the presence of water molecules in the active site of L6. 
Based on the MD simulations, only a few water molecules are present in the active-site pocket, 
which are precisely funneled through two water channels, one formed by Y263 and T438 from 
the top face of the ylide lactone ring and the other one guided by the anionic haem carboxylates 
near the ylide amine group (see Figure 5.3 and Appendix B4 and B5). In P411-L6 and P411-L7, 
water molecules are precisely positioned on the top-face of the lactone ring through water 
channel 1 driven by Y263 and T438, and nearby the protonated ylide amine group through 
water channel 2. These water molecules are able to stereoselectively protonate the ylide 
intermediate from the pro-S face. In the P411-L5 variant, water molecules cannot effectively 
access the top-face of the lactone ring, since water channel 1 is blocked (see Figure B4). 
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5.3.2. Mechanistic insights into the N–H insertion reaction 

We further investigated the intrinsic reaction mechanism of P411-catalyzed lactone-carbene 
N–H insertion to gain more insights to guide subsequent computational modeling and protein 
engineering. Here, we selected the 4-Methoxy aniline 2a and Fe-lactone carbone as the model 
substrates (see Figure 5.1). Using a similar strategy as described before by Shaik and 
coworkers, we performed DFT calculations using 2a as the amine substrate reacting with the 
lactone-carbene species. The theozyme (truncated enzyme) computational model includes a 
methanol molecule H-bonded to the ester group of LAC in order to mimic the role of S264 as 
H-bond donor in the enzyme active site as in L6_FL and L7_FL enzyme variants. Calculations 
showed that a plausible mechanism involves a first N-nucleophilic attack by the amine to the 
electrophilic iron lactone-carbene center (see Figure 5.4), forming an ylide intermediate 
covalently bound to the iron. The dissociation of the ylide from the iron was found to be 
energetically slightly uphill and barrierless. These results are in line with previous computational 
studies by the Shaik group on P450 (cysteine ligated)-catalyzed carbene insertion into N–H 
bonds considering the acyclic ethyl diazoacetate (EDA) as the carbene precursor.185  

However, different from the acyclic carbene system, which is proposed to involve the formation 
of an enol via the direct intramolecular proton transfer from the protonated nitrogen to the 
oxygen of the carbonyl group during dissociation from Fe, our calculations indicated that the 
lactone ylide intermediate could directly dissociate from the iron center. With the lactone 
system, the 5-membered transition state required for the enol formation from the ylide 
intermediate becomes disfavored as compared to the aliphatic carbene system due to the 
geometric strain induced by the lactone ring (see Figure 5.4). Additionally, the H-bond 
interaction established by the carbonyl group and the external H-bond donor (e.g., methanol in 
our model or S264 in the enzyme active site) is found to disfavor even more the formation of 
this enol intermediate (see Figure 5.4). Calculations also showed that the direct proton transfer 
from the protonated amine to the vicinal carbon via a three membered ring transition state is 
energetically highly disfavored. 

Based on these observations, we proposed that the ylide rearrangement and the protonation 
of the carbon center should be facilitated by a water molecule. MD simulations carried out with 
the P411-L6_FL variant having the ylide intermediate bound in a conformation that mimics the 
just dissociated complex characterized from DFT calculations, revealed that only a few water 
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molecules are present in the active site. These water molecules approach the ylide intermediate 
bearing interaction with S264 from the top face of the lactone ring, opposite face to the heme 
cofactor (see Figure 5.4). Considering this arrangement of water molecules around the ylide 
intermediate in the active site, truncated models were built and DFT calculations were carried 
out. Model calculations indicated that these water molecules could effectively protonate the 
carbon center in a fast proton transfer step, right after the ylide dissociates from the iron and 
before this reactive intermediate leaves the enzyme active site (see Figure 5.4b). 

Therefore, the fast protonation step is proposed to be stereoselective, taking place from a 
specific face of the ylide intermediate and mediated by a precisely place water molecule. This 
step will ultimately depend on the first N-nucleophilic attack, which will determine which 
enantiotopic face of the ylide is oriented opposite to the heme cofactor and exposed to these 
active site water molecules. 

 

Figure 5.4. DFT theozyme calculations. Plausible reaction mechanism based on DFT 

calculations using a truncated computational model. a) DFT energy profile for lactone-carbene 

N–H insertion involving model substrate 1a. A truncated model that includes a methanol molecule 
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to mimic P411-L6 active site S264 residue based on substrate-bound MD simulations is used. 
Results obtained for energetically accessible electronic states are reported, and the lowest in energy 
optimized geometries for each stationary point are shown. b) Optimized model transition states 

(TSs) for stereoselective 3a formation from 3a-ylide. Computational models were built based on the 

conformations explored by the 3a-ylide when formed in P411-L6 active site and the arrangement 

of water molecules around the ylide as observed from MD simulations. c) Computational modeling 

of intramolecular ylide-enol tautomerization for: c1) 3a-ylide as the model substrate; c2) 3a-ylide as 
the model substrate and considering the H-bond interactions between the lactone carbonyl and a 
methanol molecule that mimics active site S264 residue in P411-L6; c3) acyclic-3a-ylide as the 
model substrate.  

Collectively, the enantioselective formation of the ylide and the precise placement of water 
molecules in the active site for proton transfer enable the enzyme to control the selectivity of 
this N–H insertion reaction. 

 

5.3.3. Computationally guided design of N–H insertion variants toward 

the (R)-enantiomer 

With all these mechanistic and structural insights obtained from computational modeling, we 
sought to rationally engineer new enzyme variants to access opposite selectivities. To do so, 
we proposed to invert the orientation that the lactone-carbene (LAC) can explore in the enzyme 
active site, to force the N-nucleophilic attack to take place from the opposite enantiotopic face 
of the lactone-carbene ring, which will eventually lead to the opposite product enantiomer 
following a rapid stereospecific water-assisted protonation step. 

To alter the LAC orientation in the enzyme’s active site, we hypothesized that one could (1) 
replace the serine at position 264 in (S)-selective P411-L6/L7_FL variant with a non-polar 
residue to disrupt the original H-bond interaction; and (2) introduce a H-bond donor residue at 
the opposite side of the catalytic pocket that could serve as a new anchoring point for the LAC 
and invert its orientation in the enzyme active site. By analyzing the computational models 
generated for the LAC intermediate bound in the poorly selective L5 and the selective L6 
variants (see 5.3.1), we identified two positions that could accommodate alternative anchoring 
points to invert the LAC orientation: positions 268 and 328 (see Figure 5.5). These positions 
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were selected based on geometric requirements, their spatial disposition on the equatorial 
plane and their appropriate distance with respect to the LAC intermediate, in order to ensure 
an effective interaction between the new H-bond donor and the LAC ester group. We first 
applied a distance threshold of 7.0 Å to select amino acid side chains that are found to directly 
interact with the LAC intermediate in L5 and L6 variants during MD simulations. The selection 
was limited to positions on the equatorial plane of the LAC ring. Then, we analyzed specific MD 
snapshots in which the LAC intermediate explores the targeted conformation that we were 
aiming to stabilize. From there, we identified positions 268 and 328 as suitable hosts for polar 
side chains with the appropriate directionality to stabilize this particular conformation of the 
LAC intermediate (see Figure 5.5a). To minimize disruption of the active site environment 
evolved for efficient and selective N-nucleophilic addition and protonation steps, L5_FL bearing 
a non-polar alanine residue at position 264 was used as the starting point for the engineering 
campaign. 

Using this information, Zhen Liu at the Arnold Lab carried out the following experiments. First, 
it was shown that L7_FL and L6_FL could catalyze the reaction between 4-methoxy aniline 1a 

and lactone diazo 2, giving product 3a in 94:6 and 89:11 er, respectively, favoring the formation 
of the (S)-enantiomer (see Figure 5.5). Performing site-saturation mutagenesis (SSM) at the 328 
and 268 positions using L5_FL as the parent and screening the corresponding libraries led to 

two (R)-selective variants. In both variants, L5_FL-B2 and L5_FL-B3, V328 was mutated to a 
protic residue, Q and N, respectively, which flipped the enantioselectivities to 9:91 and 7:93 er, 
respectively. Site-directed mutagenesis at 328 demonstrated that shorter polar residues 
(serine, Figure 5.5) or charged amino acids (glutamic acid, aspartic acid or arginine, Figure 5.5 
entries 7, 8 and 11) led to significantly lower enantioselectivities and yields. No selectivity-
enhancing mutations were found at position 268 (Figure 5.5), suggesting that polar residues at 
this position cannot establish an effective H-bond with the LAC intermediate while allowing a 
selective nucleophilic attack by the amine substrate. 
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Figure 5.5. Computational and experimental strategies to revert enantioselectivity. a) 
Structural analysis of P411-L6 active site with lactone-carbene (LAC) bound as characterized from 
MD simulations, and identification of positions for alternative anchoring of LAC intermediate. b) 

Identification of (R)-selective variant through site-saturation mutagenesis (SSM) and screening at 
268 and 328 sites. c) Comparison of residues at 328 position by site-directed mutagenesis. 

 

With the best (R)-selective variant, L5_FL-B3, we performed MD simulations to unravel the role 

of mutation V328N in driving the (R)-selective carbene N–H insertion. First, the L5-B3 variant 
was modeled considering the heme domain with the LAC bound. As expected, the newly 
introduced V328N residue establishes persistent H-bond interactions with the ester group of 
the LAC (see Figure 5.6), and it is placed at the opposite side in the active site as compared to 
S264 in the L6 variant (Figure 5.3 and 5.6). The relative orientation of the LAC with respect to 

the heme (described by the ∠(N–Fe–C1–C2) dihedral angle) is similar in L5-B3 and L6 (Figure 
5.6). Nevertheless, the interaction between the lactone and the newly introduced N328 side 
chain only makes accessible the si face of the LAC for the N-nucleophilic attack (Figure 5.6), 
which is opposite to the L6 variant. 

Next, the amine substrate 1a bound in the L5-B3 active site in the presence of the LAC was 
modeled, using contrained MD simulations to mimic near-attack conformations for the N-
nucleophilic attack (see Appendix B. Computational Protocols for more details) as previously 
done for L5, L6, and L7 variants. These simulations showed that the substrate bound in a 
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catalytically relevant mode for the N-nucleophilic addition induces a slight reorientation of the 
LAC (rotation along the Fe–C bond from ca. -50º to ca. +15º, Figure 5.6) that keeps the H-bond 
between the lactone ester group and the amide of N328. This H-bond interaction was 
previously shown to be also important for enhancing the electrophilicity of the LAC.195,196 

Consequently, this binding mode of 1a and LAC is expected to be more reactive than alternative 
ones lacking this H-bond interaction, thus biasing the reaction to happen from this 
characterized near-attack conformation. The amine substrate occupies the available space 
near the enantiotopic si face of the lactone and A264 (Figure 5.6, B21 and B23). This binding 
mode of the substrate is further stabilized by hydrophobic interactions with residues L75, P87, 
L437, and T438. All these factors synergistically favor the selective N-nucleophilic attack to the 
si face of the LAC ring. This is possible because the N328 side chain possesses the appropriate 
polarity and length to interact with the LAC via an H-bond in the absence but also in the 
presence of the substrate.  

We then modeled the ylide intermediate in the L5-B3 active site formed from the characterized 
near attack conformation, using restrained MD simulations to study how the ylide is 
accommodated in the active site when it dissociates from the iron. Simulations indicate that 
the ylide intermediate, once formed, can maintain the hydrogen bond with the N328 side chain. 
This helps stabilize the ylide in the active site within a major binding mode where the lactone 
and amine aromatic rings occupy similar positions as in the substrate-bound complex (see 
Figure 5.6), without significant fluctuations or conformational changes (see Figure 5.6). In line 
with the previous observations for the L6 system, the general hydrophobicity of L5-B3 active 
site is retained and only a few water molecules can access the active site from a predefined 
water channel (see Figure 5.6), from the top side of the lactone ring. Similar to the L6 variant, it 
is proposed that these water molecules can rapidly protonate the ylide at the C position from 
the top face (si face) of the lactone ring, thus forming the (R)-enantiomer of the product 
selectively. 
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Figure 5.6. Computational modeling of L6 and L5-B3 variants based on MD simulations. a) 

Representative snapshot obtained from L6 variant MD simulations describing the major 
conformation explored by the LAC bound. The ∠(N–Fe–C1–C2) dihedral angle describes the relative 
orientation explored by the carbene (see Appendix Figure B23 for additional details and replicas). 
The blue surface describes the available space in the active site cavity near the LAC intermediate. 
b) Representative snapshot from L6 variant restrained-MD simulations describing the major near-

attack conformation explored by the amine 1a for the N-nucleophilic attack to the LAC intermediate. 

c) Representative snapshot obtained from restrained-MD simulations with 3a-ylide formed in L6 

active site. d) Representative snapshot obtained from L5_B3 variant MD simulations describing the 
major conformation explored by the LAC bound. The purple surface describes the available space 
in the active site cavity near the LAC intermediate. e) Overlay of representative snapshots from L5-
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B3 variant restrained-MD simulations describing the major near-attack conformation explored by 

the amine 1a for the N-nucleophilic attack to the LAC intermediate. f) Overlay of 3 representative 

snapshots obtained from restrained-MD simulations with 3a-ylide formed in L5-B3 active site. Water 
molecules shown are taken from 25 random structures selected across the 100 ns MD trajectory. 
g) Probability density plots describing the conformations explored by the LAC when bound in L5-

B3 and L6 active sites, in the absence or presence of 1a substrate, estimated from accumulated 
MD trajectories. Key distances and angles are given in Å and degrees (º). 

 

Finally, the spontaneous binding pathway of amine 1a from the bulk solvent to the active sites 

of L5-B3 and L6 variants with the LAC bound was characterized using extensive MD 
simulations (See Figure 5.7 and Appendix Figure B28 and B29). These simulations were 
performed without imposing any restriction or applying any potential bias. Starting with 4 
molecules of the amine 1a randomly placed in the bulk solvent, a total of 10 independent MD 
replicas for each variant were propagated for 250 ns, observing one spontaneous substrate 
binding event for L5-B3 and two for L6, in which the substrate accesses into the protein 
scaffold. These successful binding trajectories were then propagated up to 1000 ns. We 
observed that, in both L5-B3 and L6 cases, the amine substrate accesses the active site from 
the top side of the P411 protein. This corresponds to the substrate entrance channel previously 
characterized for the parent P450BM3 and related P450 enzymes, which is located between the 
F/G helices and FG loop region and the B’ helix (see Figure 5.7 and B29).197 Therefore, in the 
observed binding events, the substrate binding pathway is not altered by evolution or the 
presence of the reactive carbene species. However, more simulations will be required to 
completely determine the association rated and binding pathways. Further structural analysis 
of the binding pathway in L5-B3 revealed that some of the mutations introduced in the previous 
engineering effort, A330Y and Q437L, participate in substrate recognition during binding (see 
Figure 5.7). Specifically, Q437L is found to act as a gate that, once the substrate accesses the 
binding pocket in a pre-catalytic binding mode, keeps the hydrophobicity of the active site and 
limits the access of water molecules into it (see Figure 5.7 and B30). This would be important 
for the enantioselective protonation of the ylide intermediate. Notably, the catalytically relevant 
binding poses characterized from these spontaneous substrate binding simulations (see Figure 
5.7) are equivalent to the ones previously observed from the restrained MD simulations (see 
Figure 5.6). These results further validate the utility of the computational approach used to study 
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the catalytically relevant substrate binding modes based on sequential (restrained-)MD 
simulations (a first set of MD simulations with LAC bound, which are followed by substrate 
docking calculations and refined by restrained-MD simulations, see Appendix B. Computational 
Protocols). 

 

 

Figure 5.7. Spontaneous binding process of amine 1a in L5-B3 with LAC bound, as 

characterized from unbiased MD simulations. a) Schematic representation of the characterized 

substrate binding pathway. b) Binding process as described by the distance between the 1a amine 

nitrogen atom (N1a) and the LAC central carbon atom (Ccarbene) along the MD simulation time. The 
N1a–Ccarbene distance goes from large values (>50 Å) when the substrate is in the bulk solvent to small 
values (ca. 5 Å) when the substrate explores catalytically relevant binding modes for the N-
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nucleophilic attack. c) Selected snapshots from the spontaneous binding pathway MD trajectory 
shown in 5b. See Appendix B and Figure B30 for further details. 

Overall, with computational methods we explored the molecular basis of the biocatalytic 
enantiospecific N-H carbene insertion in a series of engineered P411. MD simulations and QM 
calculations of laboratory evolved variants indicate that the relative orientation of the LAC in the 
active site determines which enantiotopic face of the lactone-carbene is accessible for a 
selective N-nucleophilic attack by the amine substrate, prior to a final enantiospecific 
protonation step. The active site also precisely positions water molecules for rapid and 
stereoselective proton rearrangement before product release. Using this mechanistic 
information, we have developed an enantiodivergent enzymatic platform for carbene N–H 
insertion chemistry. A highly efficient, (R)-selective P411 variant, L5_FL-B3, was identified in a 
single round of protein engineering through a computation-assisted mechanism-guided 
approach. This work demonstrates that it is possible to geometrically control reactive carbene 
intermediates formed in enzyme active sites to modulate the selectivity of carbene transfer 
reactions. 
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Chapter 6. Molecular basis for the Selection of 

Formate Dehydrogenases with High Efficiency 

and Specificity toward NADP+
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The following Chapter describes the combined experimental and computational work to select 
formate dehydrogenases with high efficiency and specificity toward NADP+ that has been 
published in ACS Catal. 2020, 10, 14, 7512–7525. Reprinted with permission from ACS Catal. 

2020, 10, 14, 7512–7525 (https://pubs.acs.org/doi/full/10.1021/acscatal.0c01487). Copyright 
2020 American Chemical Society. Further permissions to the material shown should be directed 
to the ACS. 

All the experiments have been carried out by Liliana Calzadiaz-Ramirez, Gabriele M. M. Stoffel, 
and Steffen N. Lindner under the coordination of Tobias J. Erb, Arren Bar-Even, and Carlos G. 
Acevedo-Rocha (see 6.1.1 State of the art section). We (Carla Calvó-Tusell, Sílvia Osuna, and 
Marc Garcia-Borràs) performed the complete computational modelling and analysis (see 6.3 
Results section). 

 

6.1. State of the art 

The efficient regeneration of cofactors is key for enzymatic processes occurring inside the cells 
or in cell-free systems.198 There is a huge interest in developing and optimizing biocatalytic 
platforms that offer in situ cofactor regeneration. Relevant cofactors for industrial purposes 
include ATP, NADH, and NADPH.199,200 Reducing agents such as formate (HCOOH) have been 
used in vivo and in vitro for the regeneration of NADH.199,201 The reasons behind using formate 
include: (i) the existence of formate dehydrogenases (FDHs) in several organisms that efficiently 
use formate to obtain NADH from NAD+, (ii) the essentially irreversible oxidation of formate, 
which drastically favors the regeneration of NADH, (iii) formate is a particularly small molecule 
(only five atoms) which facilitates crossing the membranes of the different cell components, 
and (iv) the oxidation of formate generates CO2, which is easily removed from the system.202 

A significant number of biocatalytic processes depend on NADPH instead of NADH.202,203 In 
recent years there has been a growing interest in discovering FDHs that are able to naturally 
bind NADP+ or evolving FDHs that originally accept NAD+ toward recognizing the 
phosphorylated cofactor.204–211 Despite significant advances in these directions, the catalytic 
efficiency of reported natural and evolved FDHs toward regenerating NADP+ were still 
moderately low, kcat/KM ≤ 30 s–1 mM–1, and also the reported specificities of these enzymes 
toward NADP+ with respect to NAD+ were still far from ideal values, (kcat/KM)NADP/(kcat/KM)NAD 
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≤ 40. The low efficiency and specificity make the regeneration of NADP+ in cell-free systems 
and in vivo more complicated. To compensate for the low catalytic efficiency, it is required to 
add high amounts of FDH to keep the NADPH production at a sufficient rate for cell-free 
biocatalytic processes. Inside cells, NADP+ is found in significantly lower concentration than 
NAD+ (approximately 100-fold).212 This implies that using NADP-dependent FDHs with low 
specificity can hamper the efficient regeneration of NADPH cofactor. Considering all these 
aspects, the in vivo regeneration of NADP+ would only take place in an efficient manner only 
when the specificity ratio (kcat/KM)NADP/(kcat/KM)NAD exceeds 100.213 Another related problem 
for cells is that formate becomes toxic at high concentrations. Therefore, keeping a good affinity 
toward formate is also essential when selecting and evolving the most appropriate NADP-
dependent FDHs. However, the affinities toward formate reported in previous studies are still 
relatively low (apparent KM in the range of 50 and 200 mM). 

The goal of this study is to design new efficient NADPH selective FDH variants. Computational 
modelling is used to generate a library for laboratory evolution of new FDH variants with high 
catalytic efficiency and specificity for regenerating NADPH. Experiments and computations 
have been combined to achieve this aim. 

 

6.1.1. Experimental in Vivo selection and characterization of Formate 

Dehydrogenases with High Efficiency and Specificity toward NADP+ 

The selected system to start with is wild-type Pseudomonas spp. 101 formate dehydrogenase 
(PseFDH). This enzyme is a homodimer where each monomer consists of 400 residues and 
presents an active site for NAD+ cofactor and formate binding. In the available X-ray structures 
of PseFDH (either in the apo state or with NAD+ bound), the C-terminal loop composed by 
residues S382-A393 that is found close to the active site is not completely solved, indicating a 
certain flexibility in this region (see Figure 6.1).214 To have a complete PseFDH structure, a 
computational model was built based on existing PDB structures (see section 6.2.1) and 
subsequently refined with molecular dynamics (MD) simulations (see section 6.3.1).  

 

This model was used to perform a structural and dynamical analysis of the cofactor binding site 
of wild-type PseFDH in terms of interactions between the active site residues and 
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cofactor/substrate. This information was used to identify key residues that are expected to be 
important for both enzyme activity and cofactor specificity. Hydride transfer is mediated by 
catalytic R284 and H332. I122 and N146 participate in formate binding. Residues that directly 
interact with NAD+ include: D221, H258, and E260 that interact with the adenosine ribose, S147, 
R201, I202, and S380 with the phosphodiester, and T282, D308, S334, and G335 establish 
hydrogen bonds with the nicotinamide group of the cofactor (see Figure 6.1).215,216 Additionally, 
the web server CSR-SALAD (Cofactor Specificity Reversal – Structural Analysis and Library 
Design)217 was used to identify furthers residues that can participate either in switching 
specificity from NAD+ to NADP+, which include residues D221, R222, and H223, and then, 
residues that can help to recover activity toward NADP+, which include H258, E260, T261, 
H379, and S380. From previous experimental and structural studies, it is known that D221 plays 
a key role in switching cofactor specificity.208 Indeed, the D221Q substitution has been reported 
to improve binding of NADP+ by suppressing the repulsive interaction between the carboxylate 
group of D221 and the phosphate group of NADP+ (see 6.3.1).209,218 Based on comparing the 
sequence of PseFDH with Burkholderia spp. FDH, other relevant mutations have been 
identified. First, A198G has been shown to improve cofactor binding when the specificity has 
already been improved by D221Q.208 However, the A198G alone is not active for NADP+. 
Second, C255I and C225V also improved the binding of the phosphorylated cofactor. However, 
these mutations alone are not sufficient to revert specificity, resulting in poor kinetics 
parameters for these variants.  
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Figure 6.1. Overview of PseFDH enzyme and strategy followed to obtain Formate 

Dehydrogenases with high efficiency and specificity towards NADP+. a) PseFDH is a 
homodimeric complex formed by two non-covalently bound subunits (one subunit shown in grey 
and the other in purple). The X-ray structure used as starting point for our MD simulations is based 
on PDBs 2GO1 for the apo state and 2GUG for the holo state. In these X-ray structures, the cofactor 
NAD+ and the important loop found in a region near cofactor binding (residues 375-400 depicted in 

cyan), were unsolved. This loop was reconstructed based on FDH X-ray structure PDB: 2NAD. b) 

Strategy followed to obtain a PseFDH variant with high efficiency and specificity towards NADP+. 
Starting with the WT enzyme, in vivo, in vitro, in silico and in evolutio techniques were applied to 
obtain the highly specific V9 PseFDH variant. 
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Using the information from the different analysis provided a total of 10 positions for potential 
site-saturation mutagenesis including A198, D221, R222, H223, C255, H258, E260, T261, 
H379, and S380. Based on MD simulations (see Results 6.3.1), the R222 position was 
discarded. To further reduce the library size, the A198G variant was selected as the starting 
point for subsequent screenings, giving a total of 8 positions to screen. Moreover, the positions 
related to activity-recovering were divided into two groups (A: H379 and S380 and B: H258, 
E260, and T261), prioritizing group A because of its proximity to relevant D221 and H223 
positions. Therefore, considering A198G was already present, five positions were finally 
screened: D221, H223, C255, H379 and S380, which gives a 3.3 x 107 library. Based on 
previous information, D221, H223 and H379 were randomized to 20 amino acids, C255 to 10 
aliphatic amino acids, and S380 to 6 small side-chain residues, which results in a 3.5 × 106 
library. 

It is extremely challenging to screen a library of this size. To solve this problem, the power of 
natural selection can be harnessed to select the variants that are able to support NADPH 
regeneration. In this direction, the FDH enzymes composing the library were introduced in an 
engineered E.coli strain that deleted all enzymes producing NADPH (auxotrophic for NADPH) 
keeping only 6-phosphogluconate dehydrogenase for maintaining growth.219 If gluconate is not 
added, then this strain can be used to assess which enzymes of the library provide in vivo 
regeneration of NADP+ for keeping growth using formate as the only NADPH source. After five 
days, the 21 colonies that presented largest growth in a medium containing formate were kept 
for further analysis. By sequencing the 21 plasmids, seven different sequences were identified. 
Interestingly, all sequences contained D221Q and S380V indicating that these two residues 
play a key role in cofactor specificity. 

The variant with the fastest growth is PseFDH V9 which presents 5 mutations with respect to 
the wild-type enzyme: A198G, D221Q, C255A, H379K, and S380V. This FDH variant supports 
NADPH production with high specificity and catalytic efficiency. In terms of catalytic efficiency, 
the kcat/KM of V9 reached 142 s–1 mM–1, which is 5-fold higher than previously reported variants. 
This is in part thanks to the low KM value reported for NADP+ (26 μM). On the other hand, the 
specificity toward NADP+, (kcat/KM)NADP/(kcat/KM)NAD, in the V9 variant increased up to 510, 
which is 14-fold higher than previous variants. This variant also presents low apparent KM for 
formate. To explore nonadditive epistatic effects in V9, several deconvoluted variants were 
generated and kinetic parameters evaluated. This analysis revealed that H379K mutation is 
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critical to keep a high kcat for NADP+ while S380V is important for NADP+ affinity. The 
combination of S38V with either C255A or H379K is key for obtaining a high specificity. 
Remarkably, none of the deconvoluted variants showed better kinetic parameters than PseFDH 
V9, which points out that mutations act synergistically. Overall, this evolution strategy 
demonstrated the power of in vivo selection to select high specific and efficient enzyme variants 
with multiple mutations which would be highly complex to identify by means of conventional 
screening methods. 

Despite the significant advances in terms of improving specificity and efficiency of FDH for the 
regeneration of NADPH, the molecular basis of the selection process remains unknown. To 
understand the preference of wild-type PseFDH for NAD+ and the specificity for NADP+ of V9 
variant at the molecular level, we performed extensive MD simulations of the WT, A198G, and 
V9 variants in apo, NAD+-bound, and NADP+-bound states. 

 

6.2. Computational details and Protocols 

6.2.1. Protein Preparation for MD simulations 

PseFDH is a dimeric enzyme complex composed of two identical subunits. The computational 
models were generated from the apo PseFDH X-ray structure (PDB ID: 2GO1) and the holo 
PseFDH X-ray structure (PDB ID 2GUG with formate in the active site). These X-rays present 
some segments unsolved including residues 257-262 (PDB 2GUG), which are near the cofactor, 
and residues 375-400 (PDB 2GO1 and 2GUG) corresponding to the loop C-terminus. The 
missing regions were reconstructed employing PDB 2NAD as a reference to generate a 
complete PseFDH model using Phyre2220 and Robetta221 web servers. NAD+ and NADP+ 
cofactors were positioned in the active site of PseFDH (with formate bound) by aligning PDB 
2GUG with PDB 2NAD (NAD+ cofactor and azide bound, analog of the transition state). These 
structures were used to analyze the residues that directly interact with the cofactor (see 6.1.1). 

Based on this protocol, the following models were generated for subsequent MD simulations: 
wild-type enzyme (WT-apo, WT-NAD+, and WT-NADP+), A198G variant (A198G-apo, A198G-
NAD+, and A198G-NADP+) and V9 variant (V9-apo, V9-NAD+, and V9-NADP+). The protonation 
states were assigned using the H++ server, at a pH of 7.4.222 The mutations corresponding to 
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A198G and V9 variants were introduced to the template wild-type PseFDH structure using the 
mutagenesis tool of PyMOL.223 From these coordinates, we started the MD simulations. 

 

6.2.2. Protocol for MD Simulations 

MD simulations were performed to elucidate the molecular basis of cofactor specificity in 
PseFDH. MD simulations were performed as described in Appendix B. Computational 
Protocols. The parameters for carrying out the MD simulations in the presence of the formate 
were generated as described in Appendix B. Computational Protocols, while the parameters 
for the cofactors NAD+ and NADP+ were retrieved from the Manchester parameter database 
(http://research.bmh.manchester.ac.uk/bryce/amber/). A total of three replicas of 500 ns MD 
simulations were run for each system (WT-apo, WT-NAD+, WT-NADP+, A198G-apo, A198G-
NAD+, A198G-NADP+, V9-apo, V9-NAD+, and V9-NADP+) gathering a total of 13.5 μs of 
simulation time. 
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6.2.3. Quantum Mechanics (QM) Calculation Details 

A truncated DFT computational model of the transition state (TS) structure corresponding to 
the cofactor reduction reaction was used to determine the optimal reaction geometric 
parameters. The truncated model includes the formate and only the nicotinamide ring of the 
cofactor. Geometry optimizations and frequency calculations were performed using the 
(U)B3LYP functional with the 6-31+G* basis set. Only one negative force constant 
corresponding to the hydrogen transfer was identified in the frequency calculation. 

 

6.3. Results and Discussion 

The results section is divided into three different parts: 1) the study of the cofactor specificity 
in wild-type PseFDH for library generation; 2) the effect of A198G mutation; and 3) the impact 
of mutations in V9 variant to revert cofactor specificity toward NADP+. 

 

6.3.1. Computational Characterization of Wild-type Variant 

To unravel the molecular basis of NAD+ cofactor specificity in wild-type PseFDH, we carried out 
MD simulations comparing the active site conformational dynamics with either NAD+ or NADP+ 
bound (see Figure 6.2) These simulations pointed out the stability of the natural PseFDH-NAD+ 
complex and the instability of the NADP+ in the active site of wild-type PseFDH. To understand 
cofactor preference, we monitored key interactions between the binding pocket and the 
cofactor along MD simulations. In particular, we observed that the active site residues are 
rearranged due to the presence of the 2′-phosphate group of NADP+. Specifically, the repulsion 
between the negatively charged 2′-phosphate group and the carboxylate group of D221 
(distance 4.7 ± 1.0 Å, see Figure 6.2) causes a change in the orientation of the adenosine ring 
of the cofactor. In contrast to what is observed for NADP+, D221 establishes a strong hydrogen 
bond interaction with the 2′-hydroxyl group of NAD+ (2.5 ± 1.2 Å, see Figure 6.2 and Appendix 
C1-C6) These simulations indicate that mutagenesis of negatively charged residue D221 to a 
neutral or positively charged amino acid is required to accommodate the negatively charged 
2′-phosphate group of NADP+ in the PseFDH active site. 
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Figure 6.2. PseFDH WT NAD+/NADP+ conformational dynamics. a) Representative structures of 

a PseFDH wild-type (WT) active site in the presence of NAD+ (gray, left) or NADP+ (cyan, right) and 
formate extracted from MD simulations (most populated clusters). The presence of the 2′-
phosphate group of NADP+ causes a rearrangement of binding pocket residues. In WT-NAD+, the 
hydrogen bond interaction between D221 and the hydrogen of the 2′-OH group of NAD+ is 
highlighted in green. In WT-NADP+, the repulsive interaction between D221 and the 2′-phosphate 
group of NADP+ is shown in red and the salt-bridge interaction between R222 and the 2′-phosphate 
group of NADP+ in green. Relevant average distances (in Å) obtained from MD simulations are also 

depicted. b) Plot of the distance between the carbon of the carboxylate group of D221 and either 
the 2′-OH group of NAD+ (orange) or the 2′-phosphate group of NADP+ (blue) along representative 
500 ns replicas of MD simulations. Average distances (dashed orange line for WT-NAD+ and dashed 
blue line for WT-NADP+) of 2.5 ± 1.2 and 4.7 ± 1.0 Å are also shown, respectively. c) Plot of the 

distance between the carbon of the guanidinium group of R222 and either the oxygen of the 2′-OH 
group of NAD+ (orange) or the 2′-phosphate group of NADP+ (blue) along representative 500 ns 
replicas of MD simulations. Average distances (dashed orange line for WT-NAD+ and dashed blue 
line for WT-NADP+) of 6.2 ± 1.9 and 4.3 ± 0.4 Å are also included, respectively. All distances are 
represented in Å.  

 

Adjacent to D221, there is residue R222 with a positively charged guanidinium group. In the 
apo MD simulations, the side chain of R222 presents significant flexibility alternating between 
two conformations (see Appendix Figure C1). Based on the analysis of PseFDH-NAD+ crystal 
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structure (PDB 2NAD), it was suggested that R222 is responsible to keep the optimal 
conformation of the active site, but it is not directly involved in cofactor NAD+ binding. Wild-
type PseFDH-NAD+ complex MD simulations are consistent with this idea, since the interaction 
between R222 and NAD+ is not explored (see Figure 6.2 and C1). Despite the instability of 
NADP+ in the PseFDH active site, the simulations of the PseFDH-NADP+ complex indicated that 
electrostatic and cation-π interactions are established between R222 and the adenine ring of 
NADP+ (see Figure 6.2 and C1). These results suggest that the mutagenesis of R222 might be 
detrimental when trying to revert the specificity of the cofactor from NAD+ to NADP+. For this 
reason, this position was excluded from the enzyme library (see section 6.1.1). 

To get insights into the importance of PseFDH active site pre-organization for the cofactor 
regeneration reaction, we performed QM calculations to characterize the transition state for the 
cofactor reduction (transfer of hydride from formate to NAD+/NADP+). This calculation provides 
information about the optimal geometric parameters for the reaction to occur and can be 
compared with the geometric features explored in MD simulations. Our results show that the 
optimal distance for hydride transfer is 1.38 Å and the proper angle between the substrate and 
the cofactor is 113º at the TS geometry. We used these geometric criteria as a reference to 
study the Near Attack Conformations (NAC) explored by the substrate-cofactor pair in our MD 
simulations. NAC will give us an idea of the catalytically competent conformations sampled 
along MD simulations. The NAC is monitored in all simulations that contain both the cofactor 
and formate in the active site. Since we started from the optimal arrangement, in both WT 
PseFDH-NAD+ and WT PseFDH-NADP+, catalytically competent distances are sampled. 
Interestingly, for the NAD+ cofactor, a narrow distribution of distances and angles close to the 
reference catalytically competent conformation are observed. This indicates that for WT 
PseFDH-NAD+, the substrate and cofactor are properly positioned for catalysis during most of 
the simulation time. In the case of NADP+, a wider range of angles and distances are sampled 
due to the loss of conformational stability in the binding pocket observed in MD simulations 
indicating the lower propensity to achieve the proper orientation for catalysis, thus suggesting 
lower catalytic efficiency. 
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Figure 6.3. QM studies and conformational population analysis based on the QM-derived 

geometric criteria. a) Structure of the QM optimized Transition State for PseFDH catalyzed 
reduction of NAD+/NADP+ with the optimal angle and distance for hydride transfer reaction. A 
truncated computational model of the cofactor was used in the TS calculations (see computational 

details). b) Conformational population analysis based on the geometric criteria (hydride transfer 

distance versus angle) for PseFDH hydride transfer in the case of WT-NAD+ (left) and in the case of 
WT-NADP+ (right). The plots have been constructed using the angle N1NAD+/NADP+-C4NAD+/NADP+-
H1HCOO- and the distance C4NAD+/NADP+-H1HCOO- sampled along 3 replicas of 500 ns MD simulations 
for WT-NAD+ and V9-NADP+. The catalytic distance (1.38 Å, represented by a horizontal dashed 
black line; value obtained from QM calculation) and the proper angle (ca. 113º, represented by a 
vertical dashed black line; value obtained from QM calculation) required for hydride transfer is 
represented by a green dot. The range of distances and angles considered as catalytically relevant 
in our MD simulations are those found within the green box (distances that range from 2 to 4 Å and 
angles from 100º to 130º). 

 

6.3.2. Computational Characterization of A198G variant 

The A198G mutation is included in all variants generated in the enzyme library. The sequence 
motif GxGxxG is a specific feature of NAD+ dependent dehydrogenases. However, formate 
dehydrogenases from bacteria (PseFDH) and fungi (MorFDH) contain an Alanine instead of a 
Glycine in the first position of the motif (position 198 in PseFDH). Alekseeva and coworkers 
hypothesized that this mutation could decrease the conformational tension of the cofactor 
binding pocket region. Indeed, the substitution A198G reduces the KM value from 0.053 to 0.035 
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mM for NAD+, keeping KM for formate almost unchanged. This is indicative of a better NAD+ 
binding. When combined with other mutations it is also known to improve NADP+ binding. 

To explore the molecular basis of this enhancement of affinity, we carried out MD simulations 
for A198G-apo, A198G-NAD+, A198G-NADP+. These simulations provide the molecular and 
atomistic details to validate the hypothesis which says that the reduction of the conformational 
tension stabilizes the binding pose of the cofactor NAD+. We observed that the rearrangement 
of active site interactions induced by A198G mutation allows the proper orientation of the 
Rossmann fold secondary structure elements for enhanced NAD+ binding. Comparing both WT 
and A198G systems, we observe that the distance between D221 and 2’- and 3’- hydroxyl 
groups of the adenosine ribose remain formed in both WT and A198G systems. However, the 
impact of this mutation is represented by the rearrangement of the network of backbone 
interactions in the β-strand of the Rossmann fold structure located next to the cofactor (see 
Figure 6.4). The higher flexibility of glycine allows the proper orientation of the secondary 
structure for NAD+ binding. Interestingly, the network of backbone interactions contains D308 
residue, which is directly involved in stabilizing the amide group of the nicotinamide ring. Based 
on these MD simulations, we suggest that the interaction between D308 and NAD+ is important 
to further stabilize the nicotinamide ring in the proper conformation required for the reaction to 
occur. 
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Figure 6.4. Molecular basis of the role of A198G. MD simulations show that the reduction of the 
conformational tension stabilizes the binding pose of the cofactor NAD+. Introducing A198G 
mutation allows for high mobility and the proper reorganization of the secondary structure for NAD+ 
binding. This network of backbone interactions contains D308, which is involved in stabilizing the 
amide of the nicotinamide ring. 

 

Since the A198G substitution generates more space for cofactor binding, it was suggested that 
this additional space would help to more effectively bind the 2’-phosphate group of the NADP+ 
cofactor. The MD simulations of A198G with NADP+ bound still show a strong repulsion 
between the carboxylate D221 and the 2’-phosphate group, which causes the displacement of 
NADP+. The change in orientations prevents the 2’-phosphate group from binding near G198. 
These results are in line with kinetic parameters that show that the A198G variant is not active 
toward NADP+, indicating that additional mutations are required. Further analysis of the role of 
A198G mutations combined with the mutations introduced in the V9 variant will be key to 
elucidate the molecular basis of NADP+ specificity. 

 

6.3.3. Computational Characterization of V9 variant 

To gain molecular insights for the high affinity and catalytic activity displayed by the PseFDH 
V9 toward NADP+, we performed MD simulations to explore the interactions of V9 active site 
residues with formate and NADP+. The results obtained for WT PseFDH were used as a 
reference for rationalizing the impact of the introduced mutation. In V9, D221 is substituted by 
a glutamine, which eliminates the repulsive interaction between the phosphate group of NADP+ 
observed in WT PseFDH. The amide group of the introduced D221Q can establish hydrogen 
bonds with both the 2′-phosphate and the 3′-OH group of NADP+, which are frequently 
observed along the MD simulations (5.2 ± 1.7 Å, see Figure 6.5 and C1-C6). By eliminating the 
repulsive interaction allows the proper binding of the adenine ring of NADP+ in a similar 
orientation as observed for the natural NAD+ cofactor in WT PseFDH. As mentioned before for 
WT, keeping R222 in V9 allows stabilizing the NADP+ cofactor in the binding pocket through a 
salt bridge interaction with the 2′-phosphate group (see Figure 6.5 and C1). 
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In PseFDH V9, H379 is mutated to a lysine, thus introducing a long side chain with a positive 
charge. According to the MD simulations, H379K establishes frequent but transient interactions 
with the negatively charged 2′-phosphate group of NADP+ (4.8 ± 2.0 Å; see Figure 6.5 and C4). 
On the other hand, the distance between H379 and the 2′-phosphate group increases up to 
9.2 ± 2.5 Å in the WT MD simulations. Additionally, the side chain of H379K interacts through 
a salt-bridge with the linker 4′-phosphate group of the NADP+ (6.9 ± 2.7, see Figure 6.5). Again, 
this interaction is not observed in WT PseFDH (11.0 ± 1.2 Å). Therefore, H379K plays an 
essential role in stabilizing the phosphate groups of the NADP+ cofactor in the V9 variant. 

The substitution of a cysteine by an alanine in position C255A (located in a loop surrounding 
the cofactor), provides an explanation for the improved binding of NADP+ adenine ring in 
PseFDH V9 (see Figure C5). Since the cysteine is mutated to a smallar alanine, extra room is 
generated in the binding pocket, thus providing space for the adenine ring to establish a 
cation−π interaction with the guanidinium group of R222. In addition, the alanine side chain 
establishes hydrophobic CH−π interactions with the adenine ring further stabilizing this moiety 
of NADP+ in the active site (4.7 ± 0.7 Å; see Figure 6.5 and C5). Finally, the S380V mutation 
increases the hydrophobic character of this region of the binding pocket. The side chain of 
V380 directly interacts with the side chain of P256 that is found in the loop surrounding the 
cofactor next to C255A (see Figure 6.5, C5 and C6). When this interaction is established, NADP+ 
is wrapped in the binding pocket, which was not observed in the presence of NADP+ WT 
PseFDH. 

Overall, the mutations incorporated in V9 PseFDH have reshaped the active site in terms of 
electrostatics to stabilize NADP+ cofactor in an orientation similar to WT PseFDH with the 
natural cofactor NAD+. Additionally, MD simulations indicated that the nicotinamide ring of the 
NADP+ in V9 shows slightly higher flexibility than NAD+ in WT PseFDH, exploring different 
orientations in the active site. To evaluate the impact of these motions in the catalytic efficiency 
when the cofactor specificity is switched, we analyzed the near attack conformations (NACs) 
explored by formate with respect to the cofactor nicotinamide ring for productive hydride 
transfer along the MD trajectories, as similarly done with the WT enzyme (see 6.3.1). From these 
analysis, we observed that formate bound to V9 PseFDH with NADP+ has the ability to explore 
catalytically competent poses in the MD simulations (C4NADP+–H1HCOO– distance below 4 Å; and 
N1NADP+–C4NADP+–H1HCOO– attack angles of ca. 100–130°, see Appendix Figure C7). V9 PseFDH 
with cofactor NADP+ explores a wider range of near attack angles for hydride transfer than in 



Chapter 6. Cofactor specificity  

 

   

 

158  

WT PseFDH-NAD+, which can be attributed to the higher flexibility of the nicotinamide ring. This 
could explain the slightly lower kcat value of PseFDH V9 with NADP+ with respect to that for 
PseFDH WT with NAD+ and the significant increase in apparent KM values by formate in PseFDH 
V9 in comparison to PseFDH WT.  

Therefore, combining molecular dynamics simulations with experimental kinetic data, we can 
rationalize the contribution of each mutation to the superior kinetics and specificity of this 
variant. 

 

Figure 6.5. Conformational dynamics of PseFDH V9. A representative structure of the reshaped 

active site with NADP+ (cyan) and formate extracted from MD simulations (most populated cluster) 
is shown in the center with introduced mutations (Cα atoms depicted as spheres). a) Representative 
structure of hydrogen bonds between D221Q and 2′-phosphate and the 3′-OH group of NADP+. 
The average distance between the nitrogen of the amide group of D221Q and 3′-OH group of NADP+ 
(5.2 ± 1.7 Å) is shown. To calculate this distance, nitrogen is selected because the hydrogens of the 
amide group can interconvert through rotation of the Q221 side chain. For clarity, a gray dash line 
representative of hydrogen bonds is depicted. b) Representative structure of the salt-bridge 
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interaction between the guanidinium group of R222 and the 2′-phosphate group of NADP+ (mean 
distance of 4.5 ± 0.9 Å) and the cation−π interaction between the guanidinium group of R222 and 
the adenine group of NADP+. c) Representative structure of the salt-bridge interaction between the 
amino group of H379K and the 2′-phosphate group of NADP+ (4.8 ± 2.0 Å) and the salt-bridge 
interaction between the amino group of H379K and the linker 4′-phosphate group of NADP+ (6.9 ± 
2.7 Å). d) Representative structure of the CH−π interaction between the adenine ring of NADP+ and 
the β-carbon of the side chain of C255A. The average distance between the center of mass (COM) 
of the NADP+ adenine ring and the side chain of C255A (4.7 ± 0.7 Å) is depicted. e) Representative 

structure of the interactions between the side chain of S380V and the side chain of P256 (with an 
average distance of 6.5 ± 1.1 Å) and the interactions between the side chain of S380V and the 
nicotinamide ribose group of NADP+ (8.3 ± 1.4 Å). All representative structures are extracted from 
the most populated clusters of three replicas of 500 ns of MD simulations for V9-NADP+. All 
distances are represented in Å. 
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Chapter 7. Conclusions
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In this thesis, we have explored the molecular basis of biochemical and biocatalytic processes 
using computational methods. In particular, we have designed computational strategies that 
combine multiscale methods such as molecular dynamics simulations, enhanced sampling 
techniques, correlation-based tools, and quantum mechanics to provide relevant information 
of enzyme function and to give insights for design. In general, the studies of this thesis put 
forward the importance of understanding enzyme function at molecular level to harness this 
information for rational enzyme design.  

The main conclusions of the projects described in Chapters 4-6 are described as follows: 

In Chapter 4, we characterized the millisecond allosteric activation of imidazole glycerol 
phosphate synthase (IGPS). To this end, we have designed a computational strategy tailored 
to reconstruct millisecond time scale events, that combines molecular dynamics simulations, 
enhanced sampling techniques and dynamical networks. We captured the essential molecular 
details of the time evolution of the millisecond allosteric activation of IGPS in the ternary 
complex. Based on these extensive conformational sampling simulations, we suggested a 
general scheme for describing the IGPS allosteric activation pathway taking place prior to the 
chemical step. First, the hV51 oxyanion hole formation and closure of the HisF:HisH interface 
pre-exist in solution in the substrate-free form, although both are high-energy states in the 
IGPS-PRFAR conformational ensemble. Second, substrate recognition occurs in the IGPS 
open HisF:HisH interface state, while the oxyanion strand attains an inactive conformation. 
Third, the interdomain region productively closes to retain the glutamine substrate in the HisH 
active site. Finally, formation of the hV51 oxyanion hole couples with the repositioning of the 
substrate in a catalytically productive pose to finally form the allosterically active state. The 
formation of this allosterically active state is controlled by fine-tuned correlated motions 
connecting the PRFAR effector and HisH binding sites that are activated throughout the whole 
process. 

The proposed model of the allosteric activation pathway of IGPS based on the millisecond time 
scale computational strategy developed provides multiple unprecedented molecular insights 
not previously identified by means of X-ray crystallography, solution NMR experiments, and 
short time scale MD simulations. Most importantly, it also answers many of the open questions 
existing in IGPS allosteric regulation and function. This computational strategy can be used to 
decipher the molecular basis of allosteric mechanisms in related enzymes, which is key for 
developing new therapeutics and engineering novel enzymatic functions in IGPS and related 
systems. 
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In Chapter 5, we have studied the molecular basis of biocatalytic enantiospecific N-H carbene 
insertion and the development of an enzymatic platform for enantiodivergent carbene N–H 
insertion. The engineered P411 enzyme L7_FL acted as a dual-function biocatalyst that 
promoted the transfer of the lactone-carbene to amines and exerted excellent stereocontrol in 
the subsequent protonation step. Computational studies based on MD simulations and DFT 
calculations elucidated the detailed mechanism of this fascinating process, explaining the 
critical role of the serine residue at position 264 for achieving high activity and selectivity. The 
engineered active site controls the conformation of the lactone-carbene, yielding to an 
enantioselective N-nucleophilic attack for the ylide formation; it also precisely positions water 
molecules for rapid and stereoselective proton rearrangement before product release. 

Using mechanistic information, we have developed an enantiodivergent enzymatic platform for 
carbene N–H insertion chemistry. A highly efficient, (R)-selective P411 variant, L5_FL-B3, was 
identified in a single round of protein engineering through a computation-assisted mechanism-
guided approach. This variant complements the previously engineered (S)-selective mutants. 
Computational modeling was used to investigate the key LAC intermediates formed in the 
active site. These models served as starting points to search and characterize key positions for 
controlling the orientation of the LAC intermediate via H-bond interactions. The relative 
orientation of the LAC in the active site determines which enantiotopic face of the lactone-
carbene is accessible for a selective N-nucleophilic attack by the amine substrate, prior to a 
final enantiospecific protonation step. MD simulations were employed to elucidate the origin of 
enantioselectivity and high activity of L5_FL-B3, and to characterize the amine binding process. 
This is the first time that substrate binding pathways in carbene transferases have been fully 
characterized. We also showed that L5_FL-B3 could accept a broad scope of substrates with 
excellent yields (up to >99% yield, 12,300 TTN) and good enantiocontrol (up to 7:93 er).  

This work demonstrates that it is possible to geometrically control reactive carbene 
intermediates formed in enzyme active sites to modulate the selectivity of carbene transfer 
reactions. Beyond our example, there have been many more biocatalytic transformations, 
natural or non-natural, recruiting similar hydrogen bonds in enzymes’ active sites to drive 
stereoselectivity, but very few have demonstrated proper protein engineering to introduce a 
different hydrogen bond-anchoring point to reaction intermediates could alter the stereo- or 
site-selectivity. Therefore, we hope our study will inspire more mechanism-driven protein 
engineering efforts, aiming to control key biocatalytic intermediates formed in enzyme active 
sites to enhance activity and control selectivity.  
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In Chapter 6, we have described the molecular basis for the selection of formate 
dehydrogenases with high efficiency and specificity toward NADP+. Using MD simulations, first 
we were able to guide efficient library construction by providing essential structural insights for 
the wild-type enzyme and its preference for NAD+ over NADP+ binding. Then, we were able to 
uncover the molecular basis of the increased activity and selectivity of the new engineered 
variants. We further determined the existence of strong non-additive epistatic effects, which 
are difficult to predict via rational design or iterative SSM but are essential to overcome activity 
and selectivity tradeoffs. Only a few studies used MD simulations to understand the interactions 
occurring between NAD(P)+ and FDHs variants. In our work, MD simulations highlighted the 
important role of the mutations in PseFDH V9 that act together to reshape and modulate the 
polarity of the binding pocket of the enzyme, allowing the formation of new polar interactions 
with NADP+. In particular, H379K and R222 were found to be instrumental for stabilizing the 
additional negatively charged 2′-phosphate group of NADP+, whereas D221Q reduced the 
electrostatic repulsion generated by the original aspartate residue of the WT enzyme. C255A 
and S380V decreased the polarity of the active site while simultaneously reshaped the binding 
pocket. 
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Appendix A Extended Text 
 

Computational protocols 
 
Protein preparation. The computational structural models of IGPS were based on the crystal 
structure of the apo complex from Thermotoga maritima IGPS at 2.4 Å resolution (PDB:1GPW) 
reported by Douangamath and coworkers.1 To generate the structural model of IGPS, chains A 
and B of PDB 1GPW were used. In chain B of 1GPW, the h49-PGVG oxyanion strand is found 
in an inactive conformation (Inactive-OxH). It is postulated that the C-terminal loop (fLoop1) of 
chain A is found in a closed (assumed active) conformation. The original bacterial crystal 
structure presents an active site mutation (fD11N) that was mutated back to its original residue 
using PyMOL. The crystal structure of the PRFAR-bound complex from Saccharomyces 
cerevisiae at 2.5 Å resolution (PDB:1OX5), crystallized with the effector PRFAR, was used to 
generate the PRFAR-bound state. The coordinates of the effector PRFAR were aligned to two 
phosphate groups from the chain A of the PDB 1GPW. These phosphate groups were 
suggested to belong to an unresolved PRFAR molecule since the effector was present in the 
solution but not in the crystal during the crystallization procedure. Following the same system 
preparation described in previous works, the crystallographic waters of 1GPW were kept for 
the molecular dynamics simulations.2 According to previous works,2–4 a δ-nitrogen (HID) 
protonation state was assigned to residues fH84, fH209, fH244 of HisF subunit and hH73, 
hH120, hH141, and hH178 in HisH subunit; ε-nitrogen (HIE) protonation state for residues 
fH228 and hH53 and both δ-nitrogen and ε-nitrogen (HIP) of residue fH151 were protonated. 
The catalytic residues hC84, hH178, and hE180 were treated as protonated thiol group (-SH), 
δ-nitrogen protonated (HID), and deprotonated carboxylate group (COO-). The remaining 
residues were protonated at pH 7.4, using the H++ server. 
 
Ligand parametrization: allosteric effector (PRFAR) and substrate (L-Gln). PRFAR initial 
structure was obtained from PDB 1OX5 (from IGPS Saccharomyces cerevisiae). Parameters for 
MD simulations for PRFAR and L-Gln were generated with antechamber module of AMBER165 
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using the generalized AMBER force field (GAFF),6 with partial charges set to fit the electrostatic 
potential generated at HF/6-31G* level of theory by restrained electrostatic potential (RESP) 
model.7 The atomic charges were calculated according to the Merz−Singh−Kollman7 scheme 
using Gaussian 09.8  
  
Conventional molecular dynamics (cMD) simulations: Substrate-Free IGPS. Molecular 
Dynamics simulations of all IGPS complexes (apo and PRFAR effector-bound) were performed 
in explicit water using AMBER16 package. AMBER-ff14SB force field9 was used to describe 
the protein, GAFF for PRFAR and L-Gln and TIP3P for water molecules.10 Each system was 
solvated in a pre-equilibrated cubic box with a 12 Å buffer of TIP3P water molecules and was 
neutralized by addition of explicit sodium and chloride counterions (Na+ or Cl-). Subsequently, 
a two-stage geometry optimization approach was performed. First, a short minimization of the 
water molecules positions, with positional restraints on solute by a harmonic potential with a 
force constant of 500 kcal mol-1 Å-2 was done. The second stage was an unrestrained 
minimization of all the atoms in the simulation cell. Then, the systems were gently heated using 
six 50 ps steps, incrementing the temperature 50 K each step (0-300 K) under constant-volume, 
periodic-boundary conditions and the particle-mesh Ewald approach to introduce long-range 
electrostatic effects.11 For these steps, an 11 Å cut-off was applied to Lennard-Jones and 
electrostatic interactions. Bonds involving hydrogen were constrained with the SHAKE 
algorithm. Harmonic restraints of 10 kcal mol-1 were applied to the solute, and the Langevin 
equilibration scheme is used to control and equalize the temperature. The time step was kept 
at 2 fs during the heating stages, allowing potential inhomogeneities to self-adjust. Each system 
was then equilibrated for 4 ns with a 2 fs timestep at a constant pressure of 1 atm to relax the 
density of the system. After the systems were equilibrated in the NPT ensemble, MD simulations 
were performed under the NVT ensemble and periodic-boundary conditions using our Galatea 
cluster at the University of Girona (composed by a total of 178 GTX1080 GPUs). PRFAR-bound 
state simulations were carried out applying soft distance restrains between the effector 
phosphate groups and the amide backbone of residues fT104/fA224 and between the 
carboxylate group of fD130 with the hydroxyl group of the ribose ring of PRFAR. These soft 
restraints retain PRFAR in the HisF binding site while allowing for certain flexibility.  
 
The cMD simulations used for the analysis of substrate-free IGPS conformational dynamics 
consist of 10 replicas of 1.5 µs for the apo state and 9 replicas of 1.5 µs and 1 replica of 4 µs 
for the PRFAR-IGPS state. The analysis of the distances, angles, and dihedral angles is 
performed using the cpptraj MD analysis program.12 The PyEMMA 2.5 software was used for 
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constructing the conformational landscape and for clustering and principal component analysis 
(PCA).13 

A. Analysis of Conventional Molecular Dynamics Simulations.  
 

Oxyanion strand conformational dynamics. Additional unblocked-OxH states of the oxyanion 
strand presenting similar characteristics to one described in Figure 4.2 of Chapter 4 are 
sampled in cMD simulations. These conformations are represented by the rotation of other 
dihedral angles of the oxyanion strand (see Figure A2 and A3) such as ! hG52. The analysis of 
individual cMD trajectories show that the Inactive-OxH and Unblocked-OxH states can 
interconvert in the microsecond time scale (2 out 10 replicas for ! hG50, while ! hG52 transition 
occurs more frequently). The conformation of the unblocked state associated with the rotation 
of ! hG52 resembles the one identified by Kneuttinger and coworkers by means of MD 
simulations.1  

 

Loop1 conformational dynamics and hydrophobic cluster. To assess the changes in global 
backbone flexibility, the Root-mean-square fluctuations (RMSF) of all Cα atoms was computed 
for apo and PRFAR-bound states. RMSF analysis show no significant global backbone 
rearrangements, both apo and PRFAR display similar patterns (see Figure A8). The main 
conformational differences are located in Loop1 of the HisF subunit (fR16-fD31), which presents 
enhanced flexibility in the presence of PRFAR. In the X-ray (PDB 1GPW), Loop1 is formed by 
two small β-sheets strands that are stabilized by a hydrogen bond network of conserved 
residues in this enzyme family. Interestingly significant differences arise after one microsecond 
of simulation time when Loop1 loses its secondary structure and moves away from the cyclase 
active site (see Figure A8). Loop1 adopts a conformational structure similar to some IGPS X-
ray structures (e.g., chain E of PDB 1GPW) where the loop is disordered and partially unsolved. 
This conformational transition was not described previously and occurs in three out of ten 
PRFAR bound replicas indicating that PRFAR binding enhances microsecond Loop1 motions 
compared to apo. In the PRFAR bound replica where the formation of the oxyanion hole is 
observed, the conformational change of Loop1 is correlated with the rotation of the oxyanion 
strand and preceded by the disruption of the hydrophobic cluster (fF23 and fI52 hydrophobic 
interaction, see Figure A9). Upon the conformational change, both fF23 and fR27 are pointing 
towards the solvent while fK19 establishes transient interactions with the glycerol phosphate 
group (gP), in contrast to the apo state simulations where fK19 is exposed to the bulk during 
the whole simulation time. The hydrophobic cluster remains unformed and flexible when IGPS 
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presents the oxyanion hole formed. The inner flexibility of Loop1 is related to facile proteolysis 
by trypsin at fR27 position.2 Upon hV51 oxyanion hole formation, Loop1 remains relatively 
stable for 1 μs of MD simulation time while subtle changes occur upon oxyanion hole 
deactivation. However, in other replicas the Loop1 conformational rearrangements are 
uncoupled to changes on the oxyanion strand dynamics indicating the existence of 
uncorrelated motions. Our hypothesis is that the ordered X-ray conformation of Loop1 (used as 
a starting point in most IGPS MD simulations) is not the most stable in solution. These 
observations corroborate previous NMR and computational studies that described that PRFAR 
binding alters Loop1 dynamics. 

 

Salt Bridge network between fα2, fα3 and hα1 and Heterodimer Interface network. The binding 
of PRFAR gated a series of conformational rearrangements on the HisF and HisH subunits 
besides the formation of the oxyanion hole and motions in Loop1 (see Figure A9). In particular, 
the salt bridge network between fα2, fα3 and hα1 helices presents some alterations in the 
presence of PRFAR. In the early steps of the allosteric activation, the salt bridge interactions 
between fE67 and both fR95 and hR18 are strengthened compared to apo while the interaction 
between fE71 and hR18 is weakened (see Figure A9). hArg18 can adopt two major 
conformations, one pointing towards the dimer interface and another pointing towards the 
solvent. The reshape of these interactions enhances the communication between the fα2, fα3 
and hα1 structural motifs and are key to unlocked changes on the interdomain region that 
precede the oxyanion strand formation. These rearrangements impact orientation of hN13 and 
hN15 in hα1. In particular, hN15 backbone establishes a transient hydrogen bond with the 
hArg18 side chain that helps orient the side chain of hN15 towards the interdomain region and 
HisH active site. These rearrangements precede the rotation of hP10, which leads to the 
breaking of hP10-hV51 hydrogen bond and the displacement of the Ω-loop (see Figure A4). 
The breaking of hP10-hV51 interaction is, thus, a prerequisite for oxyanion hole formation and 
for the activation of HisH for catalysis. However, in the apo state simulations the hydrogen bond 
between hN15 and hArg18 is not established and hN15 leaves move away from the interdomain 
region while keeping the Ω-loop stable in the inactive form. Finally, at the same time, the 
formation of the oxyanion hole alters the interdomain salt bridge between the side chains of 
fD98 and hK181 that has been shown to be key for allosteric communication. Upon oxyanion 
hole formation the salt bridge is weakened compared to apo and PRFAR inactive states (see 
Figure A9). hK181 gains mobility establishing interactions with catalytic hE180 when the 
breathing motion is more compressed while fD98 alters between hY138, hN15, hK181 residues. 
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Therefore, PFRAR alters the electrostatic environment of the interdomain region. However, the 
sequence of these events differs among replicas indicating the predominance of uncorrelated 
motions in these non-equilibrium MD simulations. 

 

HisF:HisH interface. All these local rearrangements impact the global dynamics of IGPS. One 
of the unanswered questions is whether IGPS is able to attain a closed state of the HisF:HisH 
interface to retain ammonia. When analyzed globally, the HisF:HisF interface conformational 
dynamics is not showing significant differences in the apo and PRFAR bound states (see Figure 
A10). Angles between 15º and 35º are sampled and similar distributions are observed in both 
cases. However, displacement towards shorter angles is observed in the replica where the 
oxyanion hole is formed. A deeper analysis of the MD simulation where the oxyanion hole 
formation is observed reveals that the HisF:HisH conformational dynamics becomes slightly 
restrained when the active state is sampled (values below 20 Å are frequently sampled and 
stabilized). This is consistent with the idea of a population shift towards a closed state of the 
interdomain region when PRFAR is present. However, the values sampled (24.8 ± 3.2 º) in the 
cMD simulations are still far from the values observed in the X-ray hC84A IGPS structure 
(HisF:HisH interface angle of 9.7 º).  

 
B. Analysis of Accelerated Molecular Dynamics Simulations.  

 
To unravel the effect of PRFAR on the conformational dynamics of IGPS beyond microsecond 
time scale, we ran ten replicas of 1 μs accelerated molecular dynamics (aMD) simulations in the 
apo and PRFAR bound states. To explore global conformational motions in deeper detail, we 
performed PCA analysis on the aMD simulations (see Figure A13). Interestingly, PC1 describes 
the counter rotation of HisH and HisF subunits pointing out an enhanced communication 
between subunits. On the other hand, PC2 captures motions in fLoop1 and changes on the 
HisF:HisH interface. Overall, a number of metastable states are identified that present different 
degrees of HisF:HisH rotation and interdomain closure/occlusion. In more detail, PRFAR 
unlocks the rotation of HisF:HisH subunits compared to apo, flexibilizing the interdomain 
region. These results are in line with the enhanced millisecond motions upon PRFAR binding 
observed in NMR studies. See Figure A13 legend for a more detailed description. 
 

C. Analysis of WT-Metadynamics Simulations 
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To estimate the energy barrier of the oxyanion strand reorientation, we performed well-
tempered metadynamics (WT-Metadynamics) simulations using the multiple-walkers 
approach. Defining a reaction coordinate without knowing the end state can be difficult. 
However, the inactive and active states of IGPS identified in the aMD simulations can be used 
as a reference for accurate metadynamics simulations. Therefore, we use the aMD simulations 
to extract relevant conformations to seed the starting conformations (i.e., walker replicas staring 
points) for metadynamics simulations (see Figure A32-34 for more details). The selected states 
encompass global and local features of inactive and active states respectively. In this case, we 
started five walkers in the Active-OxH and five walkers in the Inactive-OxH states to completely 
reconstruct the free energy landscape of the oxyanion strand conformational dynamics.  

 
D. Ternary complex IGPS Conformational Dynamics: HisF and community networks 

 
Additional complementary insights are gained by further tracing the changes in the dynamic 
network of interactions in the HisF and HisH subunits, including alterations in the open-to-
closed exchange of the interdomain region (see Figure A37). The analysis is performed by 
monitoring the changes in particular interactions along one of the aMD simulations that 
captured the complete allosteric activation (see Results section of Chapter 4) and comparing 
the results obtained with the X-ray structure of the hC84A IGPS (PDB: 7AC8, chains E and F).  
 
In the presence of PRFAR, fK19 side chain makes permanent contacts with the glycerol 
phosphate group (gP) of PRFAR (distance of ca. 3.87 ± 0.63 Å), as in the hC84A IGPS X-ray. If 
this residue is mutated the catalytic activity of the ternary complex significantly decreases.3 
This interaction remains formed most of the simulation time and helps orienting PRFAR in the 
cyclase active site. Among the residues that form the hydrophobic cluster, the interactions 
between fL50-fI52 and fV48-fL50 are persistent along the simulation (see Figure A37). When 
IGPS attains the HisF:HisH closed state, a series of dynamic interactions propagate through 
the two active sites of HisH and HisF and interdomain regions. In particular, we observed in the 
aMD simulation that the productive closure is preceded by the breaking of fE67-hR18 salt 
bridge in the presence of PRFAR. This interaction occurs in the interdomain HisF:HisH region 
and seems to play a key role in controlling the dynamics of interface residues, which exhibit a 
higher flexibility in the presence of PRFAR. This interaction is not formed in PDB 7AC8, thus 
our simulations show the important role of this interaction in controlling HisF:HisH 
conformational dynamics. On the other hand, the fE67-fR95 salt bridge remains quite formed 
and stable as well as the fE91-fR95 and fR59-fE91 displaying similar interactions as in the X-
ray. Simultaneously, in the interdomain region, the new orientation of hR18 points towards the 
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side chain of hN15 at the Ω loop in the productive closed state of HisF:HisH altering the 
interface dynamics (see Figure A37). hN15 is directly interacting with hR18 in the X-ray 
structure. As a consequence, the side chain of hN15 alternates between hK181 and hR18 
residues, while hN12 side chain establishes a relatively stable hydrogen bond with amide 
backbone of hN15 (3.1 ± 0.71 Å). Eventually the hK181 and fD98 salt bridge is strengthened 
upon productive HisF:HisH closure enhancing the communication between HisF subunit and 
HisH active site. This pair of residues is key for allosteric communication and, in fact, the 
mutation of fD98 disrupts the millisecond motions in IGPS.3 Finally, the hPro10-hV51 hydrogen 
bond completely breaks before the productive closure of HisF:HisH interface.  
 
fLoop1 conformational dynamics in the ternary complex. The principal difference between X-
ray hC84A IGPS (PDB 7AC8 chains E/F) and the structures sampled in aMD simulations is 
observed in the conformation of fLoop1 (see Figure A29). In our simulations the fLoop1 is 
disordered and is not covering the PRFAR binding site as shown in the X-ray (see Figure A29). 
However, despite the different conformation, fK19 (fLoop1) still makes permanent contacts with 
the glycerol phosphate group of PRFAR as shown in the X-ray structure. This discrepancy may 
be explained by the different environment of IGPS in the X-ray structure and in solution). By 
analyzing the crystal packing of PDB 7AC8 chains E/F, it can be seen that fLoop1 is making 
persistent hydrogen bond interactions and salt bridges with other IGPS chains in the crystal 
that may be important to stabilize the closed conformation of fLoop1 in the crystal (see Figure 
A38). Considering that the additional IGPS chains are not present in solution in our MD 
simulations, it is possible that fLoop1 can explore alternative conformations. As shown by some 
of us for the LovD enzyme4 and also by Gervasio and coworkers in p38alpha protein kinase,5 
the conformation of some loops could be an artifact of crystal contacts when compared with 
the behavior of the protein in solution. A similar case could happen in IGPS, because in all MD 
simulations we observed intrinsic flexibility in fLoop1. 
 
PRFAR dynamics in the ternary complex. In our MD simulations, we used the natural effector 
PRFAR as an allosteric effector of wild-type IGPS. We observed that PRFAR presents 
significant flexibility when bound in the HisF active site (see Figure A37) which is in line with 
experimental observations that show that PRFAR is unstable.6 Some of these conformations 
resemble the orientation of ProFAR in PDB 7AC8, however considering the more unstable 
nature of PRFAR a direct comparison using a single snapshot cannot be established. As 
described in SI Methods section A, to retain the effector in the HisF and ensure the full allosteric 
effect, we used soft distance restraints between PRFAR and HisF active site residues. 
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Moreover, MD simulations are carried out in the presence of sodium ions to neutralize the 
system. Considering that the global charge of PRFAR is -4, sodium ions are constantly 
interacting with PRFAR phosphate groups contributing to PRFAR flexibility and orientation in 
the active site, which also involves some changes on the orientation HisF active site residues, 
including fD11, fK19, and other relevant residues. Considering that PRFAR is retained in the 
HisF active site in all simulations, we captured the expected allosteric effect elicited by PRFAR 
in our simulations. Indeed, the impact of PRFAR on the HisH active site corresponding to the 
allosteric activation is the formation of the hV51 oxyanion hole (as shown by the overlay 
between the computational predictions and PDB 7AC8 chain E/F, see Figure A29).  
 
Community network analysis. The analysis of the evolution of community networks along the 
allosteric activation show that when the open-to-closed transition of the HisF:HisH interface 
takes place the communication between HisF and HisH communities is significantly enhanced 
(Figure A39). Indeed, the residues of the HisF:HisH interface form a unique community together 
with oxyanion strand residues when the allosteric activation is completed. These results are in 
agreement with the ones obtained using the Shortest Path Map tool (Figure 4.6 in Chapter 4 
and Figures A35-36). 
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Computational Strategy (Figure A1) 

 
Figure A1. Summary of the computational strategy used to characterize the molecular basis 

of the millisecond allosteric activation of wtIGPS. All simulations were performed starting from 

X-ray structure of IGPS in the inactive state (PDB ID 1GPW (chains A and B)). 
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Conventional Molecular Dynamics Simulations IGPS: substrate-free (Figures A2-A10) 
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Figure A2. HisH h49-PVGV conformational dynamics along cMD simulations. Plot of the most 

relevant dihedral angles of the h49-PGVG oxyanion strand for ten replicas of 1.5 µs conventional 

molecular dynamics (cMD) simulations in the apo-IGPS and PRFAR-IGPS states. Each replica is 
depicted in a different color. Horizontal cyan dashed lines indicate the value of the dihedral angle 
corresponding to the X-ray structure (PDB 1GPW (chain B)) used as starting point for cMD 
simulations. Horizontal orange dashed lines indicate the value of the dihedral angle corresponding 
to the X-ray structure of substrate-bound hC84A IGPS (PDB 7AC8 (chain F)) that displays an active 
conformation of the h49-PVGV oxyanion strand. The oxyanion strand residues are shown in light 
purple and the atoms involved in each dihedral angle are represented as spheres of different color. 
The cMD trajectory of PRFAR-IGPS where the Active-OxH state is sampled is represented in deep 

purple in all plots. (a) f dihedral angle of hG50; (b) f dihedral angle of hV51; (c) f dihedral angle of 

hV51; (d) y dihedral angle of hG50; (e) y dihedral angle of hV51; (f) y dihedral angle of hG52.  
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All dihedrals display a certain degree of flexibility along the 1.5 µs cMD simulations. Multiple 

orientations with respect to the X-ray dihedral angle are observed in most cases, being f-hG52 and 

y-hV51 the ones displaying more transitions in the nanosecond timescale. The dihedral angles f-

hG50 and f-hV51 were selected as the most relevant ones for monitoring the formation of the 

Active-OxH state and the allosteric activation of IGPS. See Figure A3 for a molecular representation 
of the most relevant states of the h49-PGVG oxyanion strand. 
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Figure A3. Conformational landscape of h49-PGVG oxyanion strand obtained from µs-

conventional Molecular Dynamics (cMD) simulations. The conformational landscape of the h49-

PGVG oxyanion strand of apo-IGPS is constructed from an accumulated time of 15 µs of cMD 

simulations (10 replicas of 1.5 µs) while the oxyanion strand conformational landscape of PRFAR-

IGPS is built from 17.5 µs of cMD simulation time (9 replicas of 1.5 µs and one replica of 4 µs). The 
conformational landscape of each state is clusterized into 20 different clusters. The clusters 

corresponding to the most populated regions are selected for further analysis (e.g., calculation of 
average distances). The h49-PGVG conformational landscape and the most representative 
conformations of each of the major conformational states have been obtained for both !-hV51/!-

hG50 and !-hV51/!-hG52 pairs of dihedral angles. a) Conformational landscape of apo and 
PRFAR-IGPS constructed using the ! dihedral angles of hV51 and hG50. The values of the ! 

dihedral angles of hV51 and hG50 found in the X-ray structures corresponding to the three chains 
of PDB 1GPW are depicted in cyan and the three chains of PDB 7AC8 are represented in orange, 
respectively. The conformation used as starting point for cMD simulations is shown using the cyan 
star symbol. The conformation corresponding to the active oxyanion strand (Active-OxH) observed 
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in hC84A IGPS is depicted using the orange diamond symbol. b) Representative HisH active site 

structures of most populated states in apo-IGPS conformational landscape: Inactive-OxH and 
Unblocked-OxH. c) Representative HisH active site structures of most populated states in PRFAR-
IGPS conformational landscape: Inactive-OxH, Unblocked-OxH, and Active-OxH. Overlay of eight 
representative structures corresponding to each conformational state of the oxyanion strand in 

PRFAR-IGPS. d) Conformational landscape of apo and PRFAR-IGPS constructed using the ! 
dihedral angles of hV51 and hG52. The values of the ! dihedral angles of hV51 and hG52 found in 

the X-ray structures corresponding to the three chains of PDB 1GPW are depicted in cyan and the 
three chains of PDB 7AC8 are represented in orange, respectively. The conformation used as 
starting point for cMD simulations is shown using the cyan star symbol. The conformation 
corresponding to the active oxyanion strand (Active-OxH) observed in hC84A IGPS is depicted 
using the orange diamond symbol. e) Representative HisH active site structures of most populated 

states in apo-IGPS conformational landscape: Inactive-OxH, Unblocked-OxH-1, Unblocked-OxH-
2. f) Representative HisH active site structures of most populated states in PRFAR-IGPS 

conformational landscape: Inactive-OxH, hG52-flip-OxH, and Active-OxH. Relevant average 
distances (in Å) of each conformational state are depicted in green and purple for apo and PRFAR-
bound states, respectively. The average distances are calculated considering all the structures 
included in each cluster. The HisH catalytic residues are highlighted in orange, Ω-loop residues in 
green, and the residues of the h49-PGVG oxyanion strand in purple. Other relevant HisF and HisH 
residues are shown in cyan and white, respectively. The atoms of hV51 and hP10 are shown as 
spheres. The red surface is used to show when the hP10-hV51 hydrogen bond is shown, blocking 
the formation of the hV51 oxyanion hole. The green surface is used to show when HN of hV51 is 
pointing toward the active site (Active-OxH with hV51 formed). 
The Active-OxH state of the h49-PGVG oxyanion strand is only sampled in PRFAR-IGPS. In the 
Active-OxH state, the average values of the !-hV51 and !-hG50 are 51.3 ± 8.2 º and -107.5 ± 5.5 

º. These values slightly deviate from the X-ray !-hV51 and !-hG50 dihedral angles of substrate-

bound hC84A IGPS (PDB 7AC8 (chain F)) which are 73.2 º and -110.5 º, respectively. This 
displacement is associated with the presence of the substrate (see Figure A24). The three catalytic 
HisH active site residues display more flexibility in the Inactive-OxH state than in the Unblocked-
OxH and Active-OxH states of the oxyanion-strand (overlay Figure A3c). The distances between 
catalytic residues are monitored in Figure A4. 
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Figure A4. Relevant interactions in the HisH active site in cMD simulations. a) Structural 
representation of the relevant interactions in the HisH active site: interaction between catalytic 
residues hC84-hH178 (d1) and hH178-hE180 (d2), and the hydrogen between the Ω-loop residue 
hP10 and the oxyanion strand residue hV51 (d3). b) Probability density distribution of the hC84-

hH178 distance in the most populated states of the oxyanion strand conformational landscape (see 
A3) of apo and PRFAR-IGPS. The distances are calculated considering all the structures included 
in the representative cluster of each state. The distance is monitored between the thiol hydrogen 

(Hg) of hC84 and the e nitrogen (Ne) of hH178. c) Probability density distribution of the hH178-hE180 

distance. The distance is monitored between the d hydrogen (Hd) of hH178 and the oxygen of the 

carboxylate group (Oe) of hE180. (d) Probability density distribution of the hP10-hV51 distance. The 

distance is monitored between the amide backbone hydrogen (HN) of hV51 and the backbone 
oxygen (O) of hP10. The distances corresponding to the Inactive-OxH, Unblocked-OxH, and Active-
OxH are shown in yellow, green, and purple respectively. All distances are in Å. The average 
distances of each state are shown in Figure A3. 
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Figure A5. Overlay of class I glutamine amidotransferase (GATase) X-ray structures and 

PRFAR-IGPS cMD structures. a) Overlay of a representative substrate-free Active-OxH PRFAR-

IGPS (in purple) structure extracted from cMD simulations with the X-ray structure of the postulated 
active state of substrate-bound hC84A IGPS (PDB 7AC8 (chain F), in orange). The NH backbone of 
hV51 in the Active-OxH PRFAR-IGPS (cMD) is highlighted in cyan while the NH backbone of hV51 
corresponding to hC84A IGPS is highlighted in green. The glutamine (L-Gln) substrate present in 
the X-ray structure is highlighted with spheres. In both cases, the NH backbone is pointing toward 
the HisH catalytic residues (hC84/hA84). The conformation of the h49-PGVG oxyanion strand in the 
HisH active site show some differences due to the presence of the substrate in PDB 7AC8 (chain 
F). b) Overlay of a representative substrate-free Active-OxH PRFAR-IGPS (in purple) structure 

extracted from cMD simulations with the X-ray structure of the active state substrate-free carbamoyl 
phosphate synthase (PDB 1JDB (chain B), in light pink). In carbamoyl phosphate synthase the 
oxyanion strand is formed by 240-NGPG residues being G241 the residue responsible of forming 

the oxyanion hole (equivalent to hV51 in IGPS). The NH backbone of hV51 in the Active-OxH PRFAR-
IGPS is highlighted in cyan while the NH backbone of G241 corresponding to carbamoyl phosphate 

synthase is highlighted in magenta. In both cases, the NH backbone of hV51 is pointing toward the 
catalytic residues. 
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Figure A6. Orientation of hL85 in the HisH active site. a) Three different points of view of IGPS 
and HisH active site: top view (HisH is located above HisF), front view, and HisF:HisH interface view. 
Representative HisH active site conformations for the Active-OxH, Unblocked-OxH, and Inactive-
OxH h49-PGVG oxyanion strand states of PRFAR-IGPS sampled in cMD simulations. hL85 is 
highlighted as a red surface when it is blocking the access to the HisH active site (Active-OxH and 
Unblocked-OxH states) and as a green surface when is not oriented toward the HisH active site 
(Inactive-OxH). In the Active-OxH and Unblocked-OxH states, the hL85 side chain is positioned 
between the catalytic and oxyanion strand residues blocking the substrate access. In the Inactive-
OxH conformation the side chain of hV51 occupies the active site while hL85 is placed above the 
oxyanion strand residues (in the selected HisH active site views). The HisH catalytic residues are 
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highlighted in orange, Ω-loop residues in green, and the residues of the h49-PGVG oxyanion strand 
in purple. Other relevant HisF and HisH residues are shown in cyan and white, respectively. The 
atoms of hL85, hV51, and hP10 are shown as spheres. In the HisF:HisH interface view, the substrate 
access channel is shown in blue.  
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Figure A7. Analysis of a representative 4 µs-cMD simulation displaying the hV51 oxyanion hole 

formation. a) Plot of the most relevant dihedral angles of the h49-PGVG oxyanion strand along a 4 

µs-cMD simulation: f dihedral angle of hG50; f dihedral angle of hV51; f dihedral angle of hV51. 

Vertical gray dashed lines indicate the hV51 oxyanion hole formation. b) Plot of the most relevant 

HisH active site distances (see Figure A4) along the 4 µs-cMD simulation. Interaction between 

catalytic residues hC84-hH178 (d1) and hH178-hE180 (d2), and the hydrogen between the Ω-loop 
residue hP10 and the oxyanion strand residue hV51 (d3) is also shown. The formation of the Active-
OxH is preceded by the disruption of the hP10 and hV51 hydrogen bond. All distances are in Å. 
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Figure A8. Analysis of global flexibility of IGPS and Loop1 conformational dynamics. a) Plot of 

the Root-Mean-Square-Fluctuation (RMSF, in Å) for apo (green) and PRFAR-IGPS (purple) obtained 
from ten replicas of 1.5 µs cMD simulations. The plot is divided into HisF (left) f1-f253 residues and 

HisH (right) h1-h201 residues. The most relevant catalytic residues are highlighted in gray and in 
orange for HisF and HisH, respectively. The residues displaying NMR millisecond motions in HisF 
in the presence of PRFAR reported by Lisi and Loria7 are highlighted in purple in the top of the plot. 

In HisH, the positions of hP10 and hV51 are shown in green and purple respectively. Vertical green 
and purple dashed lines indicate the position of the W-loop and oxyanion strand, respectively. In 

terms of global flexibility, the most significant differences are in fLoop1. b) Structural representation 
of RMSF in the IGPS structure. The most flexible regions are represented in red (thicker loops), and 
the least flexible in blue (thinner loops). c) Representative conformation of Loop1 extracted from 
cMD simulations (teal). Overlay of IGPS structures with a closed Loop1 conformation (PDB 1GPW 
chain A, in blue) and open Loop1 conformation (PDB 1GPW chain E, in orange). Loop1 transitions 
from closed to open conformation in both apo and PRFAR-IGPS cMD simulations. 
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Figure A9. HisF conformational dynamics in cMD simulations. Analysis of the most relevant 

interactions in HisF subunit in the apo and PRFAR-IGPS states along the cMD simulations. The 
selected distances were described by Rivalta et al.8 and shown to be relevant for analyzing the 
effects of PRFAR. The global conformation of PRFAR-IGPS is shown in deep purple. Loop1 is 

represented in teal, the W-loop in green, and the oxyanion strand in light purple. Overlay of the side 

chains of representative conformations in the apo and IGPS-PRFAR states are shown in green and 
light purple, respectively. a) Molecular representation of HisF salt bridge network (highlighted in 

cyan squares) and fD98-hK181 HisF:HisH interaction (highlighted in an orange square). Probability 
density distribution of the most relevant distances of the salt bridge network and fD98-hK181 
distance. The distances of the salt bridge network are calculated between the carbon atom of the 
carboxylate group of the glutamate side chain and the carbon atom of the guanidinium group of the 

arginine residues. The distance of the fD98-hK181 interaction is calculated between the carbon 
atom of the carboxylate group of fD98 side chain and the nitrogen of the side chain of hK181. b) 
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Molecular representation of HisF hydrophobic cluster (highlighted in a yellow square) and PRFAR-
fK19 HisF:HisH interaction (highlighted in a green square). Probability density distribution of the 
most relevant distances of the hydrophobic cluster and PRFAR-fK19 distance. The distances 
between the residues forming the hydrophobic cluster are monitored between the b-carbon of fV48, 

the g-carbon of fL50, the g-carbon of fI52, and the z-carbon of fF23. The distance of the PRFAR-

hK19 interaction is calculated between the phosphorus atom of PRFAR and the nitrogen of the side 
chain of hK19. In the probability density plots the apo, PRFAR-IGPS, and Active-OxH PRFAR-IGPS 
distances are shown in green, purple, and dashed purple lines, respectively. All distances are in Å. 
See Appendix A Extended text for a complete description of the results. 
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Figure A10. HisF:HisH interface conformational dynamics in cMD simulations. a) Plot of the 

HisF:HisH interface angle (q, in degrees) for ten replicas of 1.5 µs cMD simulations in the apo-IGPS 
and PRFAR-IGPS states. Each replica is depicted in a different color. Horizontal cyan dashed lines 
indicate the HisF:HisH interface angle (q = 24.9 º) found in the X-ray structure (PDB 1GPW chains 

A/B) used as starting point for cMD simulations. Horizontal orange dashed lines indicate the 
HisF:HisH interface angle (q = 9.7 º) found in the X-ray structure of substrate-bound hC84A IGPS 
(PDB 7AC8 chains E/F) that displays an active conformation of the oxyanion strand. Probability 

density distribution for the HisF:HisH interface angle in the apo and PRFAR-IGPS states. Vertical 
gray dashed line corresponds to the 1GPW (chains A/B) X-ray HisF:HisH interface angle and the 
vertical dashed orange line to the 7AC8 (chains E/F) X-ray HisF:HisH interface angle. b) 



Appendix A 

 214 

Representative conformations of an open and closed conformations of the HisF:HisH interface 
sampled in PRFAR-IGPS. c) Plot of the HisF:HisH interace angle along a representative 4 µs-cMD 

simulation that displays the formation of the hV51 oxyanion hole. Vertical dashed gray lines indicate 
the range of the Active-OxH state of the oxyanion strand. The formation of the hV51 oxyanion hole 
is correlated with a partial closure of the HisF:HisH interface (see Appendiz A Extended text for a 
complete description) Probability density distribution of the HisF:HisH interface angle for the 
different states of the oxyanion strand obtained in cMD simulations. The population of the Active-
OxH oxyanion strand decreases the HisF:HisH interface angle with respect to the Inactive-OxH and 
Unblocked-OxH states. However, the values of the HisF:HisH interface angle are still far from the 
productive closure observed in PDB 7AC8 (chains E/F). The angle of the HisF:HisH interface is 

calculated from the Ca of fF120, hW123 and hG52 as indicated by Rivalta and coworkers.8 
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Accelerated Molecular Dynamics Simulations IGPS: substrate-free (Figures A11-A14) 

 
Figure A11. HisH h49-PVGV conformational dynamics along aMD simulations. Plot of the most 

relevant dihedral angles of the h49-PGVG oxyanion strand for ten replicas of 1 µs accelerated 

molecular dynamics (aMD) simulations in the apo-IGPS and PRFAR-IGPS states. Each replica is 
depicted in a different color. Horizontal cyan dashed lines indicate the value of the dihedral angle 
corresponding to the X-ray structure (PDB 1GPW (chain B)) used as starting point for aMD 
simulations. Horizontal orange dashed lines indicate the value of the dihedral angle corresponding 

to the X-ray structure of substrate-bound hC84A IGPS (PDB 7AC8 (chain F)) that displays an active 
conformation of the h49-PVGV oxyanion strand. The oxyanion strand residues are shown in light 
purple and the atoms involved in each dihedral angle are represented as spheres of different color. 
(a) f dihedral angle of hG50; (b) f dihedral angle of hV51. In aMD, multiple short-lived formations of 

the hV51 oxyanion hole are observed. See Figure A12 for a molecular representation of the most 
relevant states. 
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Figure A12. Conformational Landscape of h49-PGVG Oxyanion Strand obtained from 

accelerated Molecular Dynamics (aMD) simulations. The conformational landscape of the h49-

PGVG oxyanion strand of apo and PRFAR-IGPS is constructed from an accumulated time of 10 µs 

of aMD simulations (10 replicas of 1 µs). The conformational landscape of each state is clusterized 

into 20 different clusters. a) Conformational landscape of apo and PRFAR-IGPS constructed using 
the ! dihedral angles of hV51 and hG50. The values of the ! dihedral angles of hV51 and hG50 

found in the X-ray structures corresponding to the three chains of PDB 1GPW are depicted in cyan 
and the three chains of PDB 7AC8 are represented in orange, respectively. The conformation used 
as starting point for cMD simulations is shown using the cyan star symbol. The conformation 

corresponding to the active oxyanion strand (Active-OxH) observed in hC84A IGPS is depicted 
using the orange diamond symbol. b) Representative HisH active site structures of most populated 

states in apo-IGPS conformational landscape: Inactive-OxH and Unblocked-OxH. (c) 
Representative HisH active site structures of most populated states in PRFAR-IGPS conformational 
landscape: Inactive-OxH, Unblocked-OxH, and Active-OxH. 
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Figure A13. Global IGPS conformational dynamics in aMD simulations. Principal component 

analysis of aMD simulations. a) Principal Component (PC) analysis considering all alpha-carbons 

PRFAR-IGPS states reconstructed from ten replicas of 1 µs aMD simulations. PC1 indicates the 

counter-clock rotation of HisF and HisH subunits with respect to the HisF:HisH interface while PC2 
represents the open-closed transition of the HisF:HisH interface. The apo-IGPS simulations are 
projected into the PC space of PRFAR-IGPS for a direct comparison. The vertical purple dashed 

line indicate the region of PC1 space not visited in apo-IGPS simulations. b) Structural 
representation of PC1 and PC2 motions from side and top views of IGPS (see Figure A6). The arrows 
indicate the direction of motions when going from negative (green cartoon) to positive (purple 
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cartoon) values of the PC space. c) Structural representation of PC2 motion. The arrows indicate 
the direction of motions when going from negative (green cartoon) to positive (purple cartoon) values 

of the PC space. d) Representative conformations of the most populated states of the PC landscape 

of PRFAR-IGPS. The ha1, ha2, fa3, and fa4 helices are shown in purple, gray, yellow, and blue, 

respectively. Loop1 is represented in teal, the W-loop in green, and the oxyanion strand in light 

purple. e) Probability density distribution of the HisF:HisH interface angle in the most relevant states 

visited in the aMD simulations. Vertical gray dashed line indicate the HisF:HisH interface angle found 
in the X-ray structure (PDB 1GPW chains A/B) used as starting point for aMD simulations. Vertical 
orange dashed lines indicate the HisF:HisH interface angle found in the X-ray structure of substrate 
bound hC84A IGPS (7AC8 chain E/F) that displays an active conformation of the oxyanion strand. 
The angle of the HisF:HisH interface is calculated from the Ca of fF120, hW123 and hG52. aMD 
simulations show that IGPS can attain the productive closure (C state) even when the substrate is 
not present. 
Several orientations of the HisF:HisH subunits are found to be relatively stable along PC1 that 
highlight different closures of IGPS interdomain regions. In the most populated one (PC, see Figure 
A13), the oxyanion strand loop interacts with the top of fα4 residues (fT119) while the Ω-loop and 
the bottom of hα1 establish interactions with the top of fα3. In this state, the HisF:HisH interface 
angle decreases to average values of 14.0 ± 3.5 º. The two additional states along PC1 correspond 
to different degrees of rotation of the HisF:HisH subunits. In RL, the Ω-loop interacts with the top of 
fα4 residues and represents the displacement of HisH towards the left with respect to HisF. In RR, 
the HisH subunit rotates towards the right with respect to HisF, with the oxyanion strand residues 
topping the fα3. This degree of rotation is not captured in apo IGPS. PC2 captures transitions in 
Loop1 and the closure of the HisF:HisH interface. We identified a state that displays productive 
closure (C, HisF:HisH interface angle of 11.3 ± 0.6 º), as observed in the X-ray hC84A IGPS structure, 
PDB 7AC8 (interface angle of 9.7 º). In this state, the amide backbone of hH53 establishes a 
hydrogen bond with the carbonyl backbone of fT119, the Ω-loop collapses over fα3 and the hα1 
and fα3 are perfectly aligned. We have identified a potential productively closed state of IGPS that 
can be key for catalytic activity. In general, the conformational ensemble is displaced towards 
shorter angles of the HisF:HisH interface (see Figure A13e). However, the closure of the subunit is 
not stabilized through the simulation time and is not correlated with other motions. Similar closed 
states are sampled in the apo state simulations indicating that the efficient closure of IGPS is not 
limited to PRFAR simulations. PRFAR releases tension in the interdomain region facilitating the 
rotation of HisH and HisF subunits and the closure of the interdomain region. 
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Figure A14. Uncorrelated HisF:HisH interface and oxyanion-strand conformational dynamics 

in aMD simulations. Conformational landscape constructed using the HisF:HisH interface angle 

and f dihedral angle of hV51 obtained from accelerated Molecular Dynamics (aMD) simulations of 

apo and PRFAR-IGPS states. Vertical gray dashed line indicates productive closure (HisF:HisH 
interface angle below 12º). Horizontal purple dashed line indicate hV51 oxyanion hole formation (f-

hV51 above 0º). The purple area in the plot indicates the region of the conformational landscape 
with a productively closed HisF:HisH interface and a hV51 oxyanion hole formed. As the results 
show, the two events are not correlated in substrate-free aMD simulations.  
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Accelerated Molecular Dynamics Simulations IGPS: spontaneous substrate binding 
(Figures A15-A22) 

 

 
Figure A15. Spontaneous L-Gln substrate binding sampling strategy. a) General scheme of 

spontaneous substrate binding process in the apo and PRFAR-IGPS states. The ligand (glutamine, 
L-Gln) is arbitrarily positioned 25 Å away from the catalytic hC84 residue at the HisH active site. 
Conformational landscape of apo and PRFAR-IGPS constructed using the ! dihedral angles of hV51 

and hG50 with the relevant oxyanion strand conformations highlighted. The pink stars indicate the 
IGPS structures used as starting point for substrate binding aMD simulations. The cluster of 
conformations of Inactive-OxH, Unblocked-OxH, and Active-OxH are shown in yellow, green and 
purple, respectively. In apo-IGPS, 15 replicas of 600 ns are carried out starting from both the 
Inactive-OxH and Unblocked-OxH states. In PRFAR-IGPS, 10 replicas of 600 ns are performed 
starting from the Inactive-OxH, Unblocked-OxH, and Active-OxH states. b) Structures of IGPS with 
the corresponding HisH active site conformation selected as starting point for substrate binding 
aMD simulations in the apo state. (c) Structures of IGPS with the corresponding HisH active site 
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conformation selected as starting point for substrate binding aMD simulations in the PRFAR-IGPS 
state. 
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Figure A16. Spontaneous L-Gln binding process in apo and PRFAR-IGPS states. a) Plot of the 

distance (dnuc) between the g-carbon of L-Gln and the sulfur of hC84 for fifteen replicas of 600 ns 

aMD simulations starting from the Inactive-OxH and Unblocked-OxH states of the oxyanion strand 
in apo-IGPS. Each replica is depicted in different color. L-Gln binding occurs in 0/15 and 2/15 
(magenta and purple) replicas that started with Inactive-OxH and Unblocked-OxH states, 
respectively. b) Plot of the distance (dnuc) between the g-carbon of L-Gln and the sulfur of hC84 for 
ten replicas of 600 ns aMD simulations simulations starting from the Inactive-OxH, Unblocked-OxH, 

and Active-OxH states in PRFAR-IGPS. L-Gln binding occurs in 0/10, 0/10, and 1/10 (purple) 
replicas that started with Inactive-OxH, Unblocked-OxH, and Active-OxH states, respectively. 
Despite the starting orientation, binding always occur when the oxyanion strand attains the Inactive-
OxH state (see below). Horizontal gray dashed line indicates the distance when L-Gln is captured 
in the HisH active site (dnuc below 6 Å). Horizontal orange dashed line indicate the distance when L-
Gln is at a catalytic distance of hC84 (dnuc below 3.5 Å). All distances are in Å.  
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Figure A17. Analysis of substrate binding simulations in PRFAR-IGPS. Analysis of a 

representative aMD simulation where L-Gln binding in the HisH active site is observed in PRFAR-
IGPS. a) Plot of the most significant distances for ligand binding aMD simulations in the PRFAR-

IGPS. Vertical orange dashed line indicates when L-Gln is captured for the first time in the HisH 
active site. Vertical gray dashed line indicates when HisF:HisH interface expands to capture L-Gln. 
Vertical green dashed line indicates the deactivation of the oxyanion strand from Active-OxH to 
Inactive-OxH. 1. Plot of the nucleophilic attack distance between the amide carbon of L-Gln and 

the sulfur of the side chain of hC84. 2. Plot of the HisF:HisH interface angle along the simulation 

time. 3. Plot of the ! dihedral angle of hV51. 4. Projection of a representative aMD trajectory on the 
conformational landscape obtained from the nucleophilic attack distance between the thiol group 
of catalytic hC84 and the amide carbon of L-Gln, and the ! dihedral angle of hV51 (see Figure 4.4 
of Chapter 4). The time evolution of the ligand binding pathway is represented in a color scale 
ranging from purple for the first frames to yellow for the last frames of the aMD trajectory.  
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Figure A18. Molecular basis of L-Gln binding in PRFAR-IGPS. a) Molecular representation of the 

four most relevant steps in the binding pathway of L-Gln into the HisH active site obtained from 
aMD trajectories. The selected snapshots are depicted from different views: top, front and 
HisF:HisH interface views (see Figure A6 for a complete description of the different points of view). 
The HisH catalytic residues are highlighted in orange, Ω-loop residues in green, and the residues of 
the h49-PGVG oxyanion strand in purple. Other relevant HisF and HisH residues are shown in cyan 
and white, respectively. The atoms of hL85, fQ123, hV51, and hP10 are shown as spheres. hL85 is 
not shown in the top view to facilitate the visual analysis of L-Gln conformation along the binding 
pathway. The green surfaces indicate the establishment of non-covalent interactions. The red 

surface indicates when hL85 blocks the access to the nucleophilic hC84. The nucleophilic attack 
distance (dnuc) between the amide carbon of L-Gln and the sulfur of the side chain of hC84 is 
specified for each snapshot.  
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Figure A19. Evolution of non-covalent interactions (NCI) along the ligand binding pathway. 

Schematic representation of non-covalent interactions for the four most relevant steps of the L-Gln 
binding process into the HisH active site in PRFAR-IGPS calculated with the NCI plot.9 Blue, green, 
and red surfaces indicate strong, weak, and repulsive non-covalent interactions, respectively. The 
integrated volumes of non-covalent interactions are provided for each step. Higher volumes indicate 
overall stronger NCI interactions. 
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Figure A20. Analysis of substrate binding simulations in PRFAR-free IGPS. Analysis of a 

representative aMD simulation where L-Gln binding in the HisH active site is observed in PRFAR-
free IGPS. a) Plot of the most significant distances for ligand binding aMD simulations in the 

PRFAR-free IGPS. Vertical orange dashed line indicates when L-Gln is captured for the first time 
in the HisH active site. 1. Plot of the nucleophilic attack distance between the amide carbon of L-

Gln and the sulfur of the side chain of hC84. 2. Plot of the HisF:HisH interface angle along the 

simulation time. 3. Plot of the ! dihedral angle of hV51. 4. Projection of a representative aMD 
trajectory on the conformational landscape obtained from the nucleophilic attack distance 

between the thiol group of catalytic hC84 and the amide carbon of L-Gln, and the ! dihedral angle 

of hV51 (see Figure 4.4). The time evolution of the ligand binding pathway is represented in a color 
scale ranging from purple for the first frames to yellow for the last frames of the aMD trajectory.
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Figure A21. Molecular basis of L-Gln binding in PRFAR-free IGPS. a) General scheme of 
spontaneous substrate binding process in PRFAR-free IGPS. The numbers indicate the different 
steps of the substrate binding process. Plot of the distance corresponding to the nucleophilic attack 

along the 600 ns of aMD simulation for a representative replica. b) Structural representation of 

selected key conformational states of the L-Gln binding pathway in apo IGPS. The substrate is 
shown in gray, the oxyanion strand residues in purple, the catalytic residues in orange, the Ω-loop 
in green and other relevant HisH and HisF residues in white and cyan, respectively. c) Structural 

representation of the L-Gln binding pose in the HisH active site of PRFAR-free IGPS. 
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Figure A22. Substrate binding pose prediction and X-ray comparison. a) Overlay of a 
representative substrate-bound Inactive-OxH PRFAR-IGPS (in purple) structure extracted from the 
aMD simulations with the substrate-bound IGPS X-ray structure (PDB: 3ZR4, in cyan). b) Overlay of 

a representative substrate-bound Inactive-OxH PRFAR-free IGPS (in green) structure extracted 
from the aMD simulations with the substrate-bound IGPS X-ray structure (PDB: 3ZR4, in cyan). 
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Accelerated Molecular Dynamics Simulations IGPS: ternary complex (Figures A23-A31) 

 
Figure A23. HisH h49-PVGV conformational dynamics in the IGPS ternary complex. Plot of the 

most relevant dihedral angles of the h49-PGVG oxyanion strand for five replicas of 5 µs accelerated 
MD simulations in the PRFAR-free IGPS and PRFAR-IGPS states. Each replica is depicted in a 
different color. Horizontal cyan dashed lines indicate the dihedral angle found in the X-ray structure 
(1GPW chain B) used as starting point for cMD simulations. Horizontal orange dashed lines indicate 
the dihedral angle found in the X-ray structure of hC84A IGPS (7AC8 chain F) that displays an active 
conformation of the oxyanion strand. (a) f dihedral angle of hG50; (b) f dihedral angle of hV51. See 
Figure A24 for a molecular representation of the most relevant states. 
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Figure A24. Conformational Landscape of h49-PGVG Oxyanion Strand in the ternary complex. 
The PRFAR-free IGPS and PRFAR-IGPS conformational landscapes are constructed from a total of 
30 µs of aMD simulations in each case. a) Conformational landscape of apo and PRFAR-IGPS 
constructed using the ! dihedral angles of hV51 and hG50. The values of the ! dihedral angles of 

hV51 and hG50 corresponding to the three chains of PDB 1GPW are depicted in cyan and the three 
chains of PDB 7AC8 are represented in orange. The conformation used as starting point for cMD 
simulations is shown using the star symbol. The conformation corresponding to the active oxyanion 

strand observed in hC84A IGPS is depicted using the diamond symbol. b) Representative HisH 

active site structures of most populated states in PRFAR-free IGPS conformational landscape. c) 
Representative HisH active site structures of most populated states in PRFAR-IGPS conformational 
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landscape. The HisH catalytic residues are highlighted in orange, Ω-loop residues in green, and the 
residues of the h49-PGVG oxyanion strand in purple. Other relevant HisF and HisH residues are 
shown in cyan and white respectively. The atoms of L-Gln are shown as spheres. 
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Figure A25. Non-covalent interactions (NCI) in the HisH active site of the IGPS Ternary 

Complex. Schematic representation of non-covalent interactions for the L-Gln bound to Active-

OxH (a) and Inactive-OxH (b) states of PRFAR-IGPS calculated with the NCI plot.9 Blue, green, and 
red surfaces indicate strong, weak, and repulsive non-covalent interactions, respectively. The 
integrated volumes of non-covalent interactions are provided for each step. Higher volumes indicate 
stronger NCI interactions. 
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Figure A26. HisH h49-PVGV conformational dynamics in the IGPS ternary complex. Plot of the 

nucleophilic attack distance (a) and HisF:HisH interface angle (b) for five replicas of 5 µs aMD 
simulations in the PRFAR-free IGPS and PRFAR-IGPS states. Each replica is depicted in a different 
color. (a) Horizontal orange dashed line indicate that indicate nucleophilic attack distance at 
catalytic distance. (b) Horizontal black dashed lines indicate the HisF:HisH angle is below 12º 
indicative of productive interface closure. Horizontal orange dashed lines indicate the HisF:HisH 

interface angle found in the X-ray structure of hC84A IGPS (7AC8 chains E/F) that displays an active 
conformation of the oxyanion strand.  
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Figure A27. Conformational ensemble of IGPS Ternary Complex. Probability density distribution 

for the HisF:HisH interface angle,  f dihedral angle of hV51, and nucleophilic attack distance 

between the amide carbon of L-Gln and the sulfur of the side chain of hC84. Vertical gray dashed 
lines indicate the HisF:HisH interface angle and  f dihedral angle of hV51 found in the X-ray structure 

(PDB 1GPW chains A/B) used as starting point for cMD simulations. Vertical orange dashed lines 
indicate the HisF:HisH interface angle and  f-hV51 found in the X-ray structure of substrate-bound 

hC84A IGPS (PDB 7AC8 chains E/F) that displays an active conformation of the oxyanion strand. 
Vertical orange line indicates the catalytically productive distance (3.5 Å). 
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Figure A28. Ternary complex conformational dynamics beyond 10 µs. a) Plot of the HisF:HisH 

interface angle along 11.5 µs-aMD simulations. Plot of the hV51 dihedral angle along the 11.5 µs-

aMD simulations. Plot of the distance corresponding to the nucleophilic attack along the 15 µs-aMD 

simulations. Gray dashed line indicates the range of HisF:HisH productive closure. Purple dashed 
line indicates the moment when the first hV51 oxyanion hole formation occurs. Green dashed line 
indicates the oxyanion hole transition, whereas orange dashed line indicate catalytic distance.  
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Figure A29. Active ternary complex predicted from aMD simulations. a) Overlay of a 

representative substrate-bound Active-OxH PRFAR-IGPS (in purple) structure extracted from the 
PRFAR-IGPS conformational landscape with the substrate-bound hC84A IGPS (PDB: 7AC8 (chain 
F), in orange) from different views.  
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Figure A30. Correlated HisF:HisH interface and oxyanion-strand conformational dynamics in 

aMD simulations of the IGPS ternary complex. Conformational landscape constructed using the 

HisF:HisH interface angle and f dihedral angle of hV51 obtained from accelerated Molecular 

Dynamics (aMD) simulations of substrate-free PRFAR-IGPS and ternary complex (L-
Gln+PRFAR+IGPS). The purple area in the plot indicates the region of the conformational landscape 
with a productively closed HisF:HisH interface and a hV51 oxyanion hole formed. In the case of the 
IGPS ternary complex both events are coupled. 
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Figure A31. Gaussian Accelerated Molecular Dynamics in the IGPS ternary complex. a) The 

PRFAR-IGPS free energy landscape (FEL) is constructed from a total of 17.5 µs of GaMD 

simulations from ten independent replicas of 1.75 µs as described in the methods section. The FEL 

show similar relative stabilities for active-OxH and inactive-OxH. b) The formation of the allosteric 

active state (hV51 oxyanion hole formed and HisF:HisH interface closed) occurs in two out of ten 
replicas. The oxyanion hole formation takes place more than one time in a single GaMD simulation 
indicating dynamic equilibrium between the different states of the oxyanion strand. Plot of the hV51 
dihedral angle along the 1.75 µs-GaMD simulations for two representative replicas. Gray dashed 
line indicates the range of HisF:HisH productive closure. Green dashed line indicates the oxyanion 
hole transition.   
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Metadynamics Simulations IGPS: ternary complex (Figure A32-A34) 

 
Figure A32. WT-Metadynamics sampling strategy. a) Plot of the hV51 dihedral angle along the 5 

µs-aMD simulations in PRFAR-free (green) and PRFAR-IGPS (purple). The five representative aMD 
structures obtained from the Inactive-OxH and Active-OxH states used as starting points for the 
WT-metadynamics simulations are shown as green and purple circles, respectively. b) Free energy 

landscape of the h49-PGVG in the apo and PRFAR-IGPS states obtained from WT-tempered 
metadynamics simulations. Stars indicate the coordinates of the five starting points corresponding 
to Inactive-OxH walker replicas used for the WT-metadynamics while circles indicate the 
coordinates of the five starting points corresponding to the Active-OxH walker replicas. Note that 
the green and purple circles shown in (a) corresponds to the stars and circles shown in (b), 
respectively.  
The FEL obtained from metadynamics simulations show remarkable differences in the PRFAR-free 
and PRFAR bound states. In the PRFAR bound state, the formation of the oxyanion hole presents 
a surmountable energy barrier of 8 kcal/mol while in the PRFAR-free state this value rises to 22 

kcal/mol. These results are in line with experimental kcat values. Further, the relative stability of the 
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inactive and active forms is maintained which indicates that both states are accessible in PRFAR 
and may be important for enzyme catalysis (binding and chemical step). These transitions take place 
in the IGPS closed state without changes in the HisF:HisH interface. Most importantly, while in the 
presence of PRFAR the oxyanion hole can easily arrange and disarrange in the closed state, the 
oxyanion hole cannot form in the PRFAR-free state hampering the catalytic activity. 
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Figure A33. Communication between PRFAR and L-Gln triggers the allosteric activation of 

IGPS. a) Free energy landscape of the h49-PGVG oxyanion strand in PRFAR IGPS (only PRFAR 

bound) and ternary complex IGPS (PRFAR and L-Gln bound) obtained from well-tempered 
metadynamics (WT-MetaD) simulations. b) 2D free energy landscape representation focusing on 

the !-hV51 dihedral angle. c) Probability density distribution of the HisF:HisH interface angle (in º) 
estimated in the Active-OxH conformations sampled in the WT-MetaD simulations. The average 
angle values are also shown. The angle (q) of the HisF:HisH interface is calculated from the alpha-

carbons of fF120, hW123 and hG52. The vertical dashed gray lines corresponds to the hC84A IGPS 
(PDB: 7AC8 (chains E/F)) and wtIGPS (PDB:1GPW (chains A/B)) X-ray HisF:HisH interface angles. 
Note that in the absence of L-Gln, the productive closure of the HisF:HisH interface is not sampled, 
the active-OxH state is destabilized ca. 4 kcal/mol and the energy barrier of the allosteric activation 
rises substantially. 
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Figure A34. Estimate of the free energy differences between the selected regions of the free 

energy surface. The lines represent the mean ΔΔG value of the 10 walker replicas along the 
simulation time. The unblocked-inactive (on the left) and the unblocked-active (on the right) energy 
differences of ternary complex (PRFAR and L-Gln bound), PRFAR-free (only L-Gln bound) and 
PRFAR (only PRFAR bound) are depicted in purple, green and orange, respectively.  
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Dynamical-network analysis IGPS (Shortest-Path Map) and HisF conformational dynamics: 
ternary complex (Figures A35-A39) 

 
Figure A35. Dynamical Network Analysis: time-evolution Shortest-Path Map analysis. 

Identification of the amino acids that contribute to the propagation of the allosteric activation 

in IGPS. Residues belonging to HisF and HisH subunits are highlighted in cyan and white, 

respectively. oxyanion strand, W-loop, catalytic residues, and loop1 are colored in purple, green, 

orange, and teal, respectively. 
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Figure A36. Detailed time-evolution Shortest-Path Map (SPM) analysis along a representative 

5-µs aMD trajectory. Plot of the HisF:HisH interface angle along the simulation time. Plot of the ! 

dihedral angle of hV51. Vertical dashed green lines indicate the range of simulation time where the 
SPM was calculated. Structural representation of the PRFAR-IGPS SPM analysis with the most 
relevant residues highlighted. Residues belonging to HisF and HisH subunits are highlighted in cyan 

and white, respectively. oxyanion strand, W-loop, catalytic residues, and Loop1 are colored in 
purple, green, orange, and teal, respectively. List of all residues included in the SPM. 
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Figure A37. HisF conformational dynamics in aMD simulations in the Ternary complex. 
Analysis of the most relevant interactions in HisF subunit in the ternary complex along the aMD 
simulations. Computationally predicted active state in purple and hC84A IGPS structure in orange. 
The selected distances were described by Rivalta et al.8 and shown to be relevant for analyzing the 
effects of PRFAR. Overlay of the side chains of representative conformations in the computational 
prediction and X-ray structure are shown in purple and orange, respectively. a) Molecular 

representation of HisF salt bridge network (highlighted in cyan squares) and fD98-hK181 HisF:HisH 
interaction (highlighted in an orange square). Plot of the most relevant distances of the salt bridge 
network, hP10-hV51 and fD98-hK181 distance along the 5 µs aMD simulations where the allosteric 

activation occurs. The distances of the salt bridge network are calculated between the carbon atom 
of the carboxylate group of the glutamate side chain and the carbon atom of the guanidinium group 
of the arginine residues. The distance of the fD98-hK181 interaction is calculated between the 
carbon atom of the carboxylate group of fD98 side chain and the nitrogen of the side chain of hK181. 
The distance of the hP10-hV51 interaction is calculated between the carbonyl oxygen of hP10 and 
the amide hydrogen of hV51. b) Molecular representation of HisF hydrophobic cluster (highlighted 

in a yellow square) and PRFAR-fK19 HisF:HisH interaction (highlighted in a green square). Plot of 
the distance for the most relevant distances of the hydrophobic cluster and PRFAR-fK19 distance. 
The distances between the residues forming the hydrophobic cluster are monitored between the b-

carbon of fV48, the g-carbon of fL50, the g-carbon of fI52, and the z-carbon of fF23. The distance 

of the PRFAR-fK19 interaction is calculated between the phosphorus atom of PRFAR and the 
nitrogen of the side chain of fK19. All distances are in Å. See Appendix A Extended text section D 
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for a complete description of the results. c) Overlay of six relevant IGPS conformations (in purple) 
of PRFAR (in gray) in the HisF active site extracted from aMD simulations of the active ternary 
complex. The conformation of ProFAR (PRFAR precursor) co-crystallized in PDB 7AC8 (chain E) is 
shown in orange using a sphere and surface representation. PRFAR displays significant flexibility in 
the HisF active site. However, the position of the phosphate groups remains similar throughout the 
aMD simulation and resembles the position of ProFAR phosphate groups. Sodium ions are depicted 
as cyan spheres and accumulate near phosphate groups of PRFAR and carboxylate groups of 
catalytic fD11 and fD130. 
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Figure A38. fLoop1 crystal packing of hC84A IGPS in PDB 7AC8. a) Crystal packing of hC84A 
IGPS mutant. The three IGPS units of the crystal structure together with the closed structures in the 
crystal of 7AC8 are shown. fLoop1 of chain A is not establishing interactions in the crystal packing 
and show an open disordered structure b) fLoop1 of chain C is interacting with hD68 of another 

chain F. The loop shows an open disordered conformation. c) fLoop1 of chain F is interacting with 

hR71, hD68, and hE75 of other IGPS chains of the crystal. The loops displays a closed ordered 
structure.  
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Figure A39. Detailed time-evolution community network analysis along a representative 5-µs 

aMD trajectory. Plot of the HisF:HisH interface angle along the simulation time. Plot of the ! 

dihedral angle of hV51. Vertical dashed green lines indicate the range of simulation time where the 
SPM was calculated. Structural representation of the PRFAR-IGPS community network analysis 
with the different communities shown in different colors and labeled accordingly. Graph of the 
community network with the most important structural elements of IGPS highlighted. Communities 
made of residues belonging to either HisF or HisH subunits are highlighted with a cyan and gray 
sphere, respectively. Communities made of residues from both HisF and HisH subunits are 
highlighted with a mixed cyan and gray circle. 
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Appendix A Movies 
 
Movies can be found at: https://pubs.acs.org/doi/10.1021/jacs.1c12629 
 
Movie A1. Conventional molecular dynamics simulations: transient hV51 oxyanion hole 

formation in substrate free PRFAR-IGPS. The movie shows the time-evolution of the HisH active 

site (PRFAR-IGPS) along a 4 μs conventional molecular dynamics simulation. This simulation started 
with the oxyanion strand in the Inactive-OxH conformation and evolves toward the Active-OxH 
state. The transient hV51 oxyanion hole formation occurs after 1 μs of simulation time, remaining 
formed for around 1 μs, and subsequently evolving to unblocked-OxH conformation. See Figure A7 
for complete details. The h49-PGVG oxyanion strand residues are shown in purple. Catalytic (hC84, 
hH178, and hE180) and Ω-loop (hP10) residues are highlighted in orange and green, respectively. 
 

Movie A2. Accelerated molecular dynamics simulations: spontaneous L-Gln substrate binding 

in the HisH active site. The movie shows the spontaneous substrate binding of L-Gln into the HisH 
active site for PRFAR-IGPS along a 600 ns accelerated molecular dynamics simulation. This 
simulation started with the oxyanion strand in the Active-OxH conformation and a single L-Gln 
molecule situated ca. 25 Å away from the HisH active site. Substrate recognition takes place when 
the oxyanion strand is in the Active-OxH state. Subsequently, the oxyanion strand readily transitions 
from the Active-OxH to the Unblocked-OxH and Inactive-OxH orientations. The population of the 
Inactive-OxH state allows the reorientation of the substrate in the HisH active site. When L-Gln 
eventually binds the HisH active site in the inactive-OxH state (step 4), the carbonyl of L-Gln is 
stabilized by the HN backbone of hG52. The h49-PGVG oxyanion strand residues are shown in 
purple. Catalytic (hC84, hH178, and hE180) and Ω-loop (hP10) residues are highlighted in gray and 
green, respectively. L-Gln is depicted in gray spheres. 
 
Movie A3. Accelerated molecular dynamics simulations: spontaneous L-Gln substrate binding 

in IGPS (global view). The movie shows the spontaneous substrate binding of L-Gln into the HisH 

active site for PRFAR-IGPS along a 600 ns accelerated molecular dynamics simulation. The h49-
PGVG oxyanion strand residues are shown in purple. Catalytic (hC84, hH178, and hE180) and Ω-
loop (hP10) residues are highlighted in gray and green, respectively. L-Gln is depicted in gray 
spheres. 
 
Movie A4. Accelerated molecular dynamics simulations: allosteric activation of IGPS in the 

ternary complex. The movie shows the complete allosteric activation of IGPS in the ternary 
complex along a 10 μs accelerated molecular dynamics simulation. The movie starts with the 
spontaneous substrate binding process and follows with the subsequent allosteric activation. 
Without using a priori information of the active state, this simulation uncovers how IGPS, with the 
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allosteric effector bound in HisF, spontaneously captures glutamine in a catalytically Inactive-OxH 
conformation, subsequently attains a closed HisF:HisH interface, and finally forms the hV51 
oxyanion hole in HisH for efficient glutamine hydrolysis. The formation of the hV51 oxyanion hole 
takes place multiple times along the same simulation. The h49-PGVG oxyanion strand residues are 
shown in purple. Catalytic (hC84, hH178, and hE180) and Ω-loop (hP10) residues are highlighted in 
gray and green, respectively. L-Gln is depicted in gray spheres. 
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Appendix B 
 
Supplementary information Chapter 5. Material from: Liu, Z., Calvó-Tusell, C., Zhou, A.Z. et al. Dual-

function enzyme catalysis for enantioselective carbon–nitrogen bond formation. Nat. Chem. 13, 1166–

1172 (2021) published 2021, Springer Nature. 

Computational Methods 
 

Molecular dynamics (MD) simulations 
 

Molecular Dynamics simulations were performed using the GPU code (pmemd)1 of the AMBER 
18 package.2 Parameters for the lactone carbene covalently bound to Fe-haem Ser ligated 
cofactor, ylides and amine substrates, and Fe-haem Ser-ligated cofactor were generated within 
the antechamber and MCPB.py3 modules in AMBER18 package using the general AMBER 
force field (GAFF),4 with partial charges set to fit the electrostatic potential generated at the 
B3LYP/6-31G(d) level by the RESP model.5 The charges were calculated according to the Merz-
Singh-Kollman scheme6,7 using the Gaussian 09 package.8  
Protonation states of protein residues at pH 7.4 were predicted using H++ server. Each protein 
was immersed in a pre-equilibrated truncated cuboid box with a 10 Å buffer of TIP3P9 water 
molecules using the leap module, resulting in the addition of around 15,300 solvent molecules. 
The systems were neutralized by addition of explicit counter ions (Na+ and Cl−). All subsequent 
calculations were done using the widely tested Stony Brook modification of the Amber14 force 
field (ff14sb).10 A two-stage geometry optimization approach was performed. The first stage 
minimizes the positions of solvent molecules and ions imposing positional restraints on the 
solute by a harmonic potential with a force constant of 500 kcal·mol−1·Å−2 and the second stage 
minimizes all the atoms in the simulation cell except those involved in the harmonic distance 
restraint. The systems were gently heated using six 50 ps steps, incrementing the temperature 
by 50 K for each step (0–300 K) under constant-volume and periodic-boundary conditions. 
Water molecules were treated with the SHAKE algorithm such that the angle between the 
hydrogen atoms was kept fixed. Long-range electrostatic effects were modelled using the 
particle-mesh-Ewald method.11 An 8 Å cutoff was applied to Lennard–Jones and electrostatic 
interactions. Harmonic restraints of 30 kcal·mol–1 were applied to the solute and the Andersen 
equilibration scheme was used to control and equalize the temperature. The time step was kept 
at 2 fs during the heating stages, allowing potential inhomogeneities to self-adjust. Each system 
was then equilibrated for 2 ns with a 2-fs time step at a constant pressure of 1 atm. Finally, 
conventional MD trajectories at constant volume and temperature (300 K) were propagated.  
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Constrained-MD simulations included a restrained distance between the substrate amine N 
atom and the lactone carbene central C atom (up to 3.1–3.6 Å) or between the ylide lactone 
central C atom and Fe (up to 3.7–4.2 Å), that was defined by adding a harmonic potential with 
k = 50 and 200 mol–1·Å–2 to the respective coordinate during the respective equilibrations and 
production runs. Since the distance of TS1 for the amide insertion, calculated using DFT, is 
2.04 Å (see Figure B10), we considered that 3.6 Å as a maximum value is representative of the 
reactant complex. The distance restrains applied for the ylide complex was also selected based 
on the DFT calculations shown in Figure B10. Trajectories were processed and analyzed using 
the cpptraj12 module from AmberTools utilities.  
The total simulation time accumulated for each system is detailed below: 
- P411-L1 variant in the apo state: 5 replicas of 1000 ns each (5,000 ns in total). 

- P411 variants (L5, L6, and L7) in the apo state: 3 independent replicas of 500 ns each (1,500 
ns in total). 
- Lactone carbene bound into P411 studied variants (L5, L6, and L7): 5 independent replicas 
of 500 ns each (2500 ns in total). 
- Amine substrate bound in a near attack conformation respect to the lactone carbene bound 
into P411 studied variants (L5, L6, and L7), through constrained-MD simulations: 2 sets of 3 
independent replicas of 250 ns each (2 × 750 = 1,500 ns in total, for each system). 
- Ylide bound into P411 studied variants (L5, L6, and L7) in a “just dissociated” conformation, 
through constrained-MD simulations: 3 independent replicas of 100 ns each (300 ns in total, 
for each system). 
- P411-L5-B3 variant in the apo state: 3 replicas of 500 ns each (1,500 ns in total). 

- Lactone carbene bound into P411-L5-B3 variant: 5 independent replicas of 500 ns each (2500 
ns in total). 
- Amine substrate 1a bound in a near attack conformation respect to the lactone carbene bound 

into P411-L5-B3 variant, through constrained-MD simulations: 2 sets of 3 independent replicas 
of 250 ns each (2 × 750 ns = 1,500 ns in total). 
- Ylide bound into P411-L5-B3 in a “just dissociated” conformation, through constrained-MD 
simulations: 5 independent replicas of 100 ns each (500 ns in total). 
- Spontaneous substrate binding reconstruction of substrate 1a in P411 variants (L5-B3 and 

L6): 10 spontaneous binding simulations of 250 ns each for the selected variants (10 x 250 ns 
= 2500 ns each). Simulations where effective substrate binding was observed, were further 
extended up to 1,000 ns each. 
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Quantum Mechanics Density Functional Theory (DFT) calculations 
 
Density Functional Theory (DFT) calculations were carried out using Gaussian09.8 A truncated 
computational model containing the porphyrin pyrrole core, Fe center and a methoxy group to 
mimic serine as Fe-axial ligand was used. Geometry optimizations and frequency calculations 
were performed using (U)B3LYP13-15 functional with the SDD basis set for iron and 6-31G(d) on 
all other atoms. Transition states had one negative force constant corresponding to the desired 
reaction coordinate. All stationary points were verified as minima or first-order saddle points by 
a vibrational frequency analysis. Intrinsic reaction coordinate (IRC) calculations were performed 
to ensure that the optimized transition states connect the corresponding desired reactants and 
products. Enthalpies and entropies were calculated at 1 atm and 298.15 K. Single point (SP) 
energy calculations were performed using the dispersion-corrected functional (U)B3LYP-
D3(BJ)16,17 with the Def2TZVP basis set on all atoms. The CPCM polarizable conductor model 
(diethyl ether, ε = 4)18,19 to have an estimation of the dielectric permittivity in the enzyme active 
site was included during the optimizations and SP calculations. The use of a dielectric constant 
ε = 4 has been proved to be a good and general model to account for electronic polarization 
and small backbone fluctuations in enzyme active sites.20,21  
The methodology employed in this study, based on the use of (U)B3LYP density functional, is 
very similar to the previously used by us and other groups for the study of haem-iron carbene 
transfer reaction mechanisms.22-26 Independent benchmark studies by Prof. Shaik22 and Prof. 
Liu25 groups demonstrated that this method performs very well in the computational modelling 
of these carbene transfer reactions. 
 
The modeling of the open-shell electronic state was done by using a Gaussian09 “stable = opt” 
calculation27-29 to generate a singlet open-shell orbital guess from the triplet optimized 
geometry, followed by a full optimization of the system starting from this guess. Using this 
approach, we could successfully determine the open-shell singlet pathway for the studied 
nucleophilic attack of the amine to the lactone carbene. 
Optimized DFT structures are illustrated with CYLView.30  
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Computational protocols 
 

 
1.  Starting from the available crystal structure of P411-E10 variant (PDB: 5UCW.pdb),31 the 

P411-C10 variant (P411-L1) was prepared using RosettaDesign.32 P411-L1 contains 13 
mutations with respect to P411-E10 (N70E, A74G, V78L, M118S, F162L, M177L, L263Y, 
H266V, A330Y, I401L, T436L, L437Q, S438T).  
The P411-L1 structure obtained from Rosetta was used as starting point for MD simulations. A 
total of 5 independent replicas of 1,000 ns each were carried out, accumulating a total of 5,000 
ns (5 μs). The conformations visited by the enzyme along all this simulation time were clustered 
based on protein backbone RMSD, and the most populated cluster was selected as a 
representative structure of P411-L1 apo state.  

The representative structure obtained for P411-L1 was used to prepare P411 variants L5, L6 

and L7 using the mutagenesis tool from Pymol.33 Variant L5 includes 4 additional mutations 

with respect to L1 (T327V, Q437L, S332A, A87P), L6 has 1 additional mutation respect L5 

(A264S), and L7 has 1 mutation respect to L6 (V327P). 

These structures generated for L5, L6, and L7 were then used as starting points for MD 
simulations. A total of 3 independent replicas of 500 ns each were propagated, accumulating 
a total of 1,500 ns (1.5 μs) for each of these variants. These were clustered considering protein 

Molecular modelling and computational protocol

Extensive MD simulations
Substrate docking and MD 

refinement
Rosetta design of L1, L5, 
L6 and L7 P411 variants

2. Conformational exploration 
of lactone carbene orientation

3. Enantiospecific N-
nucleophilic attack

1. Modelling of P411 
variants

DFT calculations

4. Precise positioning of waters in the 
active site upon ylide formation

5. Mechanistic insight: Fast 
enantiospecific proton transfer

Ylide placement based on substrate 
orientation and MD refinement
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backbone RMSD, and the most populated cluster was selected as representative structure of 
P411-L5, L6 and L7 variants in the apo state, respectively. 
 
2.  The lactone carbene covalently bound to the iron was manually docked in the 

representative structures for P411 variants L5, L6 and L7 characterized previously in their apo 
state. For each system, 5 independent replicas of 500 ns each and starting from different 
orientations of the lactone carbene were carried out, accumulating a total of 2,500 ns (2.5 μs). 
The conformations explored by the lactone carbene and the interactions that it established with 
active site residues were analyzed. The most representative conformations visited by the 
enzyme along the accumulated simulation time were clustered based on protein backbone 
RMSD.  
 
3.  The amine substrate was docked in the lactone carbene-bound P411-L5, L6, and L7 
variants. Two different representative structures (the two most populated clusters) previously 
characterized for each system (in step 2) were used. Docking calculations were carried out 
using Autodock Vina.34,35 Docking predictions were refined by performing constrained-MD 
simulations, where the distance between the amine and the carbene central C atom was kept 
restrained up to 3.6 Å. For each system 2 different structures were considered as starting 
points, and 3 independent replicas of 250 ns each were carried out, accumulating a total of 2 
× 750 ns = 1,500 ns of sampling. The most representative conformations visited along the 
trajectories were characterized by clustering, considering the protein backbone RMSD. These 
simulations provided good descriptions of catalytically relevant binding poses explored by the 
amine substrate, in which it is in a near attack conformation to perform the nucleophilic attack 
to the carbene.  
 
4.  Next, the ylide-bound complex was prepared. The ylide was manually docked in P411 

L5, L6, and L7 variants, starting from the most populated clusters obtained from the amine and 
lactone carbene bound simulations (in step 3). The characterized amine substrate binding pose 
was used as a template, and the ylide was placed by superimposing it with the amine and the 
lactone carbene. Starting from these ylide bound structures constrained-MD simulations were 
performed, in which the distance between the ylide central C atom and the Fe was kept 
restrained up to 4.1 Å. With this geometric constraint it was aimed to characterize the 
dissociated ylide complex in the enzyme active site, mimicking the ylide complex characterized 
from model DFT calculations (see Figure B9). For each system, total of three replicas of 100 ns 
each were carried out, accumulating a total of 300 ns of simulation time.  
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5.  Finally, visual inspections of the constrained-MD simulations of P411 L6 and L7 variants 
with ylide intermediate bound (from step 4) were carried out. This led to prepare different 
truncated active site models that included the ylide intermediate, S264 residue, and key active 
site water molecules, that were used to explore the possible ylide proton transfer pathways by 
DFT calculations. 
 
The mechanistic information obtained from the computational modelling of variants L1, L5, L6 

and L7 is used to design enzyme variants that revert the enantioselectivity toward the other 
enantiomer. To do so, the following computational protocol is applied: 

 
1. In the first project, we reported a series of P411 enzymes (engineered P450 enzymes 
substituted with serine as the heme-ligating residue) that perform efficient carbene N–H 
insertion with enantioselectivity over 95:5 er toward the (S)-enantiomer. In the evolutionary 
trajectory, a dramatic change in enantioselectivity (from -21% ee to 92% ee for N-methyl 
aniline) was observed after the introduction of a single mutation at position A264S when going 
from L5 to L6. Molecular Dynamics (MD) simulations revealed that the orientation of the 

carbene-lactone in the active site is key to determine the enantioselectivity of the variant. In L5, 
which showed poor enantioselectivity, the lactone explores multiple conformations. However, 
when a serine is introduced at position 264 (L6), hydrogen-bond interactions between this 
residue and the lactone-carbene ester group keep the lactone in a single preferred orientation. 
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Mechanistic insights indicated that the orientation of the lactone-carbene formed in the enzyme 
active site plays a key role for the enantioselective formation of the ylide intermediate, which 
undergoes then a stereoselective protonation step to yield the final product. 
 
2. Based on the mechanistic insights gathered by applying the previous protocol, we 
aimed to rationally engineer new enantiodivergent enzyme variants. To achieve this, mutational 
positions were rationally selected based on their spatial distribution in the active site around 
the lactone-carbene intermediate, based on the computational models generated for the 
lactone-carbene bound in L5, L6 and L7 systems. The selection of the positions to be mutated 
was made with the final aim of reshaping the active site, in order to control the conformations 
accessible for the lactone-carbene biocatalytic intermediate. The goal was to invert the major 
orientation the lactone-carbene explores in L6 and L7 S-selective variants, to favor the amine 
N-nucleophilic attack from the opposite face of the lactone ring (re face) and access to the 
opposite product enantiomer. 
In order to modulate the orientation of the lactone-carbene, we hypothesized that it would be 
required to (1) replace the serine at position 264 for a non-polar residue to disrupt this H-bond 

interaction occurring in L6 and L7; and (2) introduce a new H-bond donor residue at the 
opposite side of the active site that could act as a new anchoring point for the lactone-carbene 
and invert its orientation in the enzyme active site (see Figure 5.5, Chapter 5).  
By analyzing the structural arrangement of the active site of the computational models 

generated for L5 and L6 variants with the lactone-carbene bound, we identified two positions 
that could be mutated to act as new anchoring points from the opposite side. The selected 
positions for site-saturation mutagenesis were 268 and 328. S264 polar residue in S-selective 

L6 and L7 was proposed to be mutated to a similar sized but non-polar alanine residue. 

Accordingly, L6 variant with S264A mutation corresponds to the parent L5, which was used as 
starting point for the new evolution campaign. 
Protein engineering based on site-saturation mutagenesis (SSM) and screening at the 328 and 
268 positions, led to the identification of two R-selective variants: L5_FL-B2 and L5_FL-B3, 
where residue V328 is mutated to a glutamine (Q) and an asparagine (N), respectively.  
Computationally, we modelled the variant L5-B3 in the holo state, using the previously 

generated model for L5 variant (see computational methods). A total of 3 independent replicas 
of 500 ns were performed, accumulating a total of 1500 ns. These were clustered considering 
protein backbone RMSD, and the most populated cluster was selected as representative 
structure of P411-L5-B3 in the apo state. 
 



Appendix B 

 270 

3. The lactone-carbene covalently bound to the iron was manually docked in a 

representative structure of the most populated conformational state of P411-L5-B3, as 
characterized previously in its holo state. Then, 5 independent replicas of 500 ns each and 
starting from different orientations of the lactone-carbene were carried out, accumulating a total 
of 2,500 ns (2.5 μs). The conformations explored by the lactone-carbene and the interactions 
that it establishes with active site residues were analyzed. The most populated conformational 
state visited by the enzyme along the accumulated simulation time was characterized based 
on clustering analysis considering the protein backbone RMSD. 
 
4. The amine substrate 1a was docked in the active site of the lactone-carbene bound 

P411-L5-B3 modelled structure. Two different representative structures (the two most 

populated clusters) previously characterized in step 3 for L5-B3 with lactone-carbene bound 
were used. Docking calculations were carried out using Autodock Vina. Docking predictions 
were refined by performing restrained-MD simulations, where the distance between the amine 
and the lactone-carbene central C atom was kept restrained up to 3.6 Å (see computational 
methods section). As a starting point, 2 different structures were considered, and 3 independent 
replicas of 250 ns each were carried out for each system, accumulating a total of 2 × [3 × 250 
ns] = 1,500 ns of sampling. The most representative conformations visited along the trajectories 
were characterized by clustering, considering the protein backbone RMSD. These simulations 
provided good descriptions of catalytically relevant binding poses explored by the amine 
substrate with respect to the carbene, in which the amine is in a near attack conformation to 
perform the N-nucleophilic attack to the carbene. 
 
5. Next, the ylide-bound complex was studied. The ylide was manually docked in P411-

L5-B3 variant starting from the most populated clusters obtained from the amine and lactone-
carbene bound simulations (step 4). The characterized amine substrate binding pose was used 
as a template, and the ylide was placed by superimposing it with the amine and the lactone-
carbene. Starting from these ylide-bound structures restrained-MD simulations were 
performed, in which the distance between the ylide central C atom and the Fe was kept 
restrained up to 4.1 Å. With this geometric constraint it was aimed to characterize the ylide 
once it is formed in the enzyme active site, mimicking the ylide-heme no-covalent complex 
characterized from model DFT calculations. A total of 5 independent replicas of 100 ns each 
were carried out, accumulating a total of 500 ns of simulation time. 
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6. Finally, spontaneous substrate binding simulations to reconstruct the substrate binding 

pathway in P411-L5-B3 and L6 variants were performed. For each variant, 4 molecules of 
substrate 1a were placed outside the protein in the bulk solvent (ca. 20 Å away from the active 
site), and then trajectories were propagated to capture the spontaneous substrate binding 
pathway without predefining any reaction coordinate or including any bias. For each system, 
10 spontaneous binding simulations of 250 ns each for the selected variants (L5-B3 and L6) 

were carried out. For L5-B3, a binding event was observed in one out of 10 simulations. For 

L6, binding events were observed in two out of 10 simulations. The simulations where substrate 
binding was observed were extended up to 1,000 ns. 
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Figure B1. Conformational control of lactone carbene formed in P411 variants. a, 
Representative snapshot corresponding to the most populated cluster extracted from Molecular 
Dynamics (MD) simulations describing the preferred orientation of the lactone carbene when formed 
in P411-L6 (gray), P411-L7 (cyan) and P411-L5 (purple) variants. b, The ∠(N – Fe – C1 – C2) dihedral 

angle measured along independent MD trajectories (5 replicas, 500 ns each) describes the relative 
orientation explored by the carbene. In P411-L6 and P411-L7, simulations show that the lactone 
preferentially explores a single conformation (dihedral angle ca. –90º), which is stabilized by H-bond 
interactions established between the carbene ester group and S264 and Y263 (see below). In P411-

L5, simulations show that the lactone explores multiple orientations without a clear preference. c, 
Distance vs. time plot describing the H-bond interaction between the S264 hydroxyl group and the 
O1-oxygen of the lactone in P411-L6 and P411-L7, and the A264 Cb and the O1-oxygen of the 

lactone in P411-L5 (d1, as shown in Figure B1a). d, Distance vs. time plot describing the H-bond 

interaction between the S264 hydroxyl group and the O2-oxygen of the lactone in P411-L6 and 

P411-L7, and the A264 Cb and the O2-oxygen of the lactone in P411-L5 (d2, as shown in Figure 

B1a). e, Distance vs. time plot describing the H-bond interaction between the Y263 hydroxyl group 

and the O2-oxygen of the lactone in P411-L6, P411-L7 and P411-L5 (d3, as shown in Figure B1a). 

f, Distance vs. time plot describing the interaction between the Y263 hydroxyl group and the T438 

hydroxyl group in P411-L6, P411-L7 and P411-L5 (d4, as shown in Figure B1a). 
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Figure B2. Binding of substrate 2a in a near attack conformation for N-nucleophilic attack. 
Representative snapshot corresponding to the most populated cluster extracted from constrained-
MD simulations describing the binding of 2a in a near attack conformation for the N-nucleophilic 

attack to the lactone carbene bound in variants P411-L6 (gray), P411-L7 (cyan) and P411-L5 

(purple). Substrate 2a is shown in slate purple. The residues that are directly establishing 

hydrophobic interactions with the substrate are displayed as spheres. In P411-L6 and P411-L7, 

hydrophobic interactions occurring between the aromatic ring of the aniline derivative and active 
site residues (L75, V328, L437, Y330, P329) stabilize this binding mode, while H-bond interactions 
between the carbene ester group and S264 are maintained (see Figure B3). On the other hand, in 
P411-L5 variant the substrate is bound in a slightly different position in the active site, and interacts 

with residues P87, L75, V328, L437 and P329.  
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Figure B3. Analysis of substrate 2a binding in a near attack conformation for N-nucleophilic 

attack. a) Representative snapshot corresponding to the most populated cluster extracted from 
constrained-MD simulations describing the near attack conformations for the N-nucleophilic attack 
of 2a to the lactone carbene in variants P411-L6 (gray), P411-L7 (cyan) and P411-L5 (purple). b) 
The ∠(N – Fe – C1 – C2) dihedral angle measured along independent MD trajectories (2 different 
starting poses, 3 replicas of 250 ns for each) describes the relative orientation explored by the 
carbene in the presence of substrate 2a in the active site. Lactone carbene does not reorient when 
the amine substrate is bound, and its initial conformation determines which face of the carbene will 

be exposed for the N-nucleophilic attack. c) Distance vs. time plot describing the H-bond interaction 

between the S264 hydroxyl group and the O1-oxygen of the lactone in P411-L6 and P411-L7, and 

the A264 Cb and the O1-oxygen of the lactone in P411-L5 (d1, as shown in Figure B3a). d) Distance 
vs. time plot describing the H-bond interaction between the S264 hydroxyl group and the O2-
oxygen of the lactone in P411-L6 and P411-L7, and the A264 Cb and the O2-oxygen of the lactone 

in P411-L5 (d2, as shown in Figure B3a). e) Distance vs. time plot describing the H-bond interaction 

between the Y263 hydroxyl group and the O2-oxygen of the lactone in P411-L6, P411-L7 and P411-

L5 (d3, as shown in Figure B3a). In P411-L5, the distance between Y263 and the lactone is 

significantly longer than in P411-L6 and P411-L7. This affects to the positioning of specific water 

molecules in the active site (see also Figure B4) f) Distance vs. time plot describing the interaction 

between the Y263 hydroxyl group and the T438 hydroxyl group in P411-L6, P411-L7 and P411-L5 

(d4, as shown in Figure B3a).  
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Figure B4. Precise positioning of waters in the active site upon 3a-ylide formation. a, Overlay 
of 3 representative snapshots from constrained-MD simulations exploring the active site 

arrangement in P411 variants when 3a-ylide is formed. In P411-L6 and P411-L7, water molecules 

are precisely positioned on the top-face of the lactone ring through water channel 1 driven by Y263 
and T438, and nearby the protonated ylide amine group through water channel 2. These water 
molecules are able to stereoselectively protonate the ylide intermediate from the pro-S face (see 
DFT model calculations in Figure B14). In P411-L5 variant, water molecules cannot effectively 
access the top-face of lactone ring. Displayed water molecules are drawn from 25 random 
structures across the 100 ns MD trajectory. b, Representation of the normalized kernel density plot 

of the number of water molecules in the active site of P411 variants nearby the 3a-ylide, considering 
its first solvation shell (using a distance cut-off of 3.4 Å). The average number of water molecules in 

the active site is 1.8 ± 1.2 (P411-L6), 2.3 ± 1.0 (P411-L7) and 1.6 ± 0.7 (P411-L5), respectively. The 
presence of water molecules is monitored through visual inspection of MD trajectories and using 
the watershell function of cpptraj.6  
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Figure B5. Analysis of active site arrangement when 3a-ylide is formed. a, Representative 

snapshot corresponding to the most populated cluster extracted from constrained-MD simulations 
describing the active site arrangement when 3a-ylide is formed (right after dissociation from Fe) in 

variants P411-L6 (gray), P411-L7 (cyan) and P411-L5 (purple). b, Distance vs. time plot describing 
the H-bond interaction between the S264 hydroxyl group and the O1-oxygen of the lactone in P411-
L6 and P411-L7, and the A264 Cb and the O1-oxygen of the lactone in P411-L5 (d1, as shown in 

Figure B5a). c, Distance vs. time plot describing the H-bond interaction between the S264 hydroxyl 

group and the O2-oxygen of the lactone in P411-L6 and P411-L7, and the A264 Cb and the O2-

oxygen of the lactone in P411-L5 (d2, as shown in Figure B5a). d, Distance vs. time plot describing 
the H-bond interaction between the hydrogen of the Y263 hydroxyl group and the O2-oxygen of the 

lactone in P411-L6, P411-L7 and P411-L5 (d3, as shown in Figure B5a). In P411-L5, the distance 

between Y263 and the lactone is significantly longer than in P411-L6 and P411-L7. This prevents 

the precise positioning of water molecules in the active site. e, Distance vs. time plot describing the 
interaction between the oxygen of the Y263 hydroxyl group and the T438 hydroxyl group in P411-
L6, P411-L7 and P411-L5 (d4, as shown in Figure B5a). 
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Figure B6. Binding of substrate 2l in a near attack conformation for N-nucleophilic attack. 
Representative snapshot corresponding to the most populated cluster extracted from constrained-
MD simulations describing the binding of 2l in a near attack conformation for the N-nucleophilic 

attack to the lactone carbene bound in variants P411-L6 (gray), P411-L7 (cyan) and P411-L5 

(purple). Substrate 2l is colored in light orange. The residues that are directly establishing 

hydrophobic interactions with the substrate are displayed as spheres. In P411-L6 and P411-L7, 
hydrophobic interactions occurring between the aromatic ring of the aniline derivative and active 
site residues (L75, V328, L437, Y330, P329) stabilize this binding mode, while H-bond interactions 
between the carbene ester group and S264 are maintained (see Figure B7). On the other hand, in 

P411-L5 the substrate is bound in a slightly different position in the active site, and interacts with 
residues P87, L75, V328, L437 and P329.  
 
  



Appendix B 

 281 

 
 



Appendix B 

 282 

 
Figure B7. Analysis of substrate 2l binding in a near attack conformation for N-nucleophilic 

attack. a, Representative snapshot corresponding to the most populated cluster extracted from 

constrained-MD simulations describing the near attack conformations for the N-nucleophilic attack 
of 2l to the lactone carbene in variants P411-L6 (gray), P411-L7 (cyan) and P411-L5 (purple). b, The 
∠(N – Fe – C1 – C2) dihedral angle measured along independent MD trajectories (2 different starting 
poses, 3 replicas of 250 ns for each) describes the relative orientation explored by the carbene in 
the presence of substrate 2l in the active site. Lactone carbene does not reorient when the amine 
substrate is bound, and its initial conformation determines which face of the carbene will be exposed 
for the N-nucleophilic attack. c, Distance vs. time plot describing the H-bond interaction between 

the S264 hydroxyl group and the O1-oxygen of the lactone in P411-L6 and P411-L7, and the A264 

Cb and the O1-oxygen of the lactone in P411-L5 (d1, as shown in Figure B7a). d, Distance vs. time 
plot describing the H-bond interaction between the S264 hydroxyl group and the O2-oxygen of the 
lactone in P411-L6 and P411-L7, and the A264 Cb and the O2-oxygen of the lactone in P411-L5 

(d2, as shown in Figure B7a). e, Distance vs. time plot describing the H-bond interaction between 

the Y263 hydroxyl group and the O2-oxygen of the lactone in P411-L6, P411-L7 and P411-L5 (d3, 

as shown in Figure B7a). In P411-L5, the distance between Y263 and the lactone is significantly 

longer than in P411-L6 and P411-L7. This affects to the positioning of specific water molecules in 

the active site (see also Figure B8) f, Distance vs. time plot describing the interaction between the 

Y263 hydroxyl group and the T438 hydroxyl group in P411-L6, P411-L7 and P411-L5 (d4, as shown 

in Figure B7a). 
These observations for substrate 2l are equivalent to those reported for substrate 2a (Figure B3).  



Appendix B 

 283 

 
Figure B8. Precise positioning of waters in the active site upon 3l-ylide formation. a, Overlay 
of 3 representative snapshots from constrained-MD simulations exploring the active site 
arrangement in P411 variants when 3l-ylide is formed. In P411-L6 and P411-L7, water molecules 

are precisely positioned on the top-face of the lactone ring through water channel 1 driven by Y263 
and T438, and nearby the protonated ylide amine group through water channel 2. These water 
molecules are able to stereoselectively protonate the ylide intermediate from the pro-S face (see 
DFT model calculations in Figure B15). In P411-L5 variant, water molecules cannot effectively 
access the top-face of lactone ring. Displayed water molecules are drawn from 25 random 
structures across the 100 ns MD trajectory. b, Representation of the normalized kernel density plot 

of the number of water molecules in the active site of P411 variants nearby the 3l-ylide, considering 

its first solvation shell (using a distance cut-off of 3.4 Å). The average number of water molecules in 
the active site is 1.6 ± 1.1 (P411-L6), 0.8 ± 0.5 (P411-L7) and 1.3 ± 0.6 (P411-L5), respectively. The 
presence of water molecules is monitored through visual inspection of MD trajectories and using 
the watershell function of cpptraj.6  
The results obtained for 3l-ylide are very similar to those observed for 3a-ylide (Figure B4).  
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Figure B9. Analysis of active site arrangement when 3l-ylide is formed. a, Representative 
snapshot corresponding to the most populated cluster extracted from constrained-MD simulations 
describing the active site arrangement when 3l-ylide is formed (right after dissociation from Fe) in 

variants P411-L6 (gray), P411-L7 (cyan) and P411-L5 (purple). b, Distance vs. time plot describing 
the H-bond interaction between the S264 hydroxyl group and the O1-oxygen of the lactone in P411-
L6 and P411-L7, and the A264 Cb and the O1-oxygen of the lactone in P411-L5 (d1, as shown in 

Figure B9a). c, Distance vs. time plot describing the H-bond interaction between the S264 hydroxyl 

group and the O2-oxygen of the lactone in P411-L6 and P411-L7, and the A264 Cb and the O2-

oxygen of the lactone in P411-L5 (d2, as shown in Figure B9a). d, Distance vs. time plot describing 
the H-bond interaction between the Y263 hydroxyl group and the O2-oxygen of the lactone in P411-
L6, P411-L7 and P411-L5 (d3, as shown in Figure B9a). In P411-L5, the distance between Y263 

and the lactone is significantly longer than in P411-L6 and P411-L7. This prevents the precise 

positioning of water molecules in this region of the active site. e, Distance vs. time plot describing 

the interaction between the Y263 hydroxyl group and the T438 hydroxyl group in P411-L6, P411-

L7 and P411-L5 (d4, as shown in Figure B9a). 

The conclusions obtained for 3l-ylide are very similar to those for 3a-ylide (Figure B5). 
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Figure B10. Energy profile for lactone carbene N–H insertion involving model substrate 2l. A 

truncated model that includes a methanol molecule to mimic P411-L6 active site S264 has been 
used. Results obtained for different spin states are reported and the lowest in energy optimized 

geometries for each stationary point are shown. 3l-ylide dissociation from 5l – MeOH is found to be 

barrierless (see Figure B12). Proton transfer steps to yield the final product 3l are studied in Figure 
B13 and B14. Electronic and Gibbs free energies are obtained at B3LYP-D3BJ/def2‐TZVP// 
B3LYP/6‐31G(d)-SDD. Energy values are given in kcal·mol-1. Key distances and angles are given in 
Å and deg., respectively. 
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Figure B11. N-nucleophilic attack step for carbene N–H insertion reaction involving substrate 2l in 

the absence of H-bond interaction with methanol molecule mimicking P411-L6 active site S264. 
Results obtained for different spin states are reported. The lowest in energy optimized geometries 
for each stationary point are shown. Electronic and Gibbs free energies are obtained at B3LYP-
D3BJ/def2‐TZVP// B3LYP/6‐31G(d)-SDD. Energy values are given in kcal·mol-1. Key distances and 
angles are given in Å and deg., respectively. 
 
The presence of MeOH (to mimic S264 H-bonding to the lactone ester group) decreases the N-
nucleophilic attack barrier by ca. 1.5 kcal·mol-1 (ΔG‡(MeOH-model) = 18.3 kcal·mol-1 from Figure B9, vs 
ΔG‡ = 19.8 kcal·mol-1). The presence of a H-bond interaction with the carbene ester group activating 
it is in line with observations from previous works.26,36 
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Figure B12. Potential energy scan (electronic energy) along Fe – C coordinate that describes 3l-
ylide dissociation, in the lowest energy closed-shell singlet electronic state, calculated at B3LYP/6‐
31G(d)-SDD level. The energies obtained at the lower computational level and do not include ZPE, 
Gibbs, or dispersion corrections. Relative energies are given in kcal·mol-1 and distances in Å. 
 
The potential energy scan indicates a barrierless dissociation of the covalent 5l intermediate to 
generate the ylide. All the attempts to optimize a dissociation transition state were unsuccessful. 
This is in line with previous work on a similar reaction.22 No spontaneous proton transfer to form the 
enol is observed during dissociation (see also Figure B16).  
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Figure B13. Optimized geometries for the different species reported in Figure B9 and B10 in their 
different electronic states. Relative electronic and Gibbs free energies are obtained at B3LYP-
D3BJ/def2‐TZVP// B3LYP/6‐31G(d)-SDD. Energy values are given in kcal·mol-1. Key distances and 
angles are given in Å and deg., respectively. 
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Figure B14. Optimized model transition states (TSs) for stereoselective 3a formation from 3a-

ylide. Computational models are built based on the conformations explored by the 3a-ylide when 

formed in P411-L6 active site and the arrangement of water molecules around the ylide as observed 
from MD simulations (Figure B4). Electronic and Gibbs free energies are obtained at B3LYP-
D3BJ/def2‐TZVP// B3LYP/6‐31G(d)-SDD. Energy values are given in kcal·mol-1. Key distances and 
angles are given in Å and deg., respectively. Optimizations are carried out in the absence of any 
geometrical constraint. 
 
Model 1 includes a methanol molecule (model for active site S264 residue) and four water 

molecules: two on the top face (pro-S face) of the lactone, and two near the protonated amine.  
Model 2 includes a methanol molecule (model for active site S264 residue) and two water molecules 

on the top face (pro-S face) of the lactone ring.  
Model 3 includes a methanol molecule (model for active site S264 residue) and two water 

molecules: one on the top face (pro-S face) of the lactone, and another one near the protonated 
amine. Although the two water molecules are not directly interacting in the initial structure, they 
establish a new H-bond interaction upon geometry optimization. Additionally, the N–C(lactone) 
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bond rotates during optimization to establish a new H-bond network between these two waters and 
the amine. All these interactions could probably not occur in the enzyme active site due to geometric 
restraints imposed to the ylide.  
 
The low activation barriers calculated specially for Model 1 and Model 2 are indicating that this 
proton transfer step can rapidly take place in the active site once the ylide dissociates from the iron.  

 
Figure B15. Optimized model transition states (TSs) for stereoselective 3l formation from 3l-

ylide. Computational models are built based on the conformations explored by the 3l-ylide when 

formed in P411-L6 active site and the arrangement of water molecules around the ylide as observed 

from MD simulations (Figure B8). Electronic and Gibbs free energies are obtained at B3LYP-
D3BJ/def2‐TZVP// B3LYP/6‐31G(d)-SDD. Energy values are given in kcal·mol-1. Key distances and 
angles are given in Å and deg., respectively. Optimizations are carried out in the absence of any 
geometrical constraint. Models were constructed as described in Figure B14. 
 
As found for N-methylated 3a-ylide, model calculations for the enantioselective proton transfer 

involving 3l-ylide describe low activation barriers calculated, indicating that this proton transfer step 
can rapidly take place in the active site once the ylide dissociates from the iron.  
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Figure B16. Computational explorations of enol formation from ylide considering 3l-ylide as 

model substrate. a) Intramolecular 3l-enol formation from 3l-ylide. b) Equivalent enol formation 

from 3l-ylide but considering the H-bond interactions that the lactone carbonyl is establishing with 

a molecule of methanol that mimics the side chain of active site S264 residue in P411-L6. c) 

Intramolecular enol formation from a model aliphatic-3l-ylide. Electronic and Gibbs free energies 
are obtained at B3LYP-D3BJ/def2‐TZVP// B3LYP/6‐31G(d)-SDD. Energy values are given in 
kcal·mol-1. Optimizations are carried out in the absence of any geometrical constraint. Key distances 
and angles are given in Å and deg., respectively.  
 
In a previous computational study on similar N–H carbene insertion reactions catalyzed by Fe-
porphyrin,22 it was described that dissociation of the ylide form the Fe center could involve a 
spontaneous proton transfer to form the corresponding enol. This proton transfer could occur during 
the dissociation, or through a very low in energy H-transfer step. In that case, the studied carbene 
includes an aliphatic ester, which is more flexible than the current lactone used in this study.  
In our current case, no spontaneous enol formation is observed upon ylide dissociation from Fe 
(Figure B12). To rationalize these differences, we studied the intramolecular ylide-enol 
rearrangement using the models described in Figure B16a-c.  
Enol formation from 3l-ylide (B16a) has a much higher barrier than enol formation when an aliphatic 

ester is present (B16c). This is due to the higher strain on the 5-membered ring formed during the 
H-transfer transition state in the lactone system, than in the much more flexible aliphatic ester 
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system. In addition, the presence of an additional H-bond interaction involving the carbonyl group 
of the lactone (B16b), stabilizes the ylide form with respect to the enol and increases the 
intramolecular proton transfer barrier. Consequently, in this particular system the interaction 
established by the active site S264 side chain and the lactone disfavors even more the formation of 
the enol from the ylide when it is formed in the enzyme active site. 
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Figure B17. Alternative proton transfer rearrangements explored for model 3l-ylide in the absence 

of geometrical restraints imposed by the enzyme active site (i.e., considering any possible geometry 
and water assistance) to stereoselectively yield 3l product. a) Direct intramolecular proton transfer; 

b) and c) Proton transfer assisted by one or two water molecules, respectively; d) and e) first enol 
formation, followed by subsequent product formation assisted by one or two water molecules, 
respectively.  Electronic and Gibbs free energies are obtained at B3LYP-D3BJ/def2‐TZVP// 
B3LYP/6‐31G(d)-SDD. Energy values are given in kcal·mol-1. Optimizations are carried out in the 
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absence of any geometrical constraint. Key distances and angles are given in Å and deg., 
respectively. 
 
- Direct intramolecular proton transfer to yield product 3l has a very high barrier (B17a). 
- Intramolecular proton transfer assisted by one or two water molecules from the ylide to yield 
product 3l would be possible (B17b-c). However, the required conformations for the ylide and the 

specific positioning of the water molecules respect to the migrating proton from the amine and the 
lactone carbon are not possible in the enzyme active site (Figure B8). 
- Although enol formation from 3l-ylide via direct intramolecular proton transfer is very high in energy 
(Figure B16), this proton transfer assisted by a single water molecule would be feasible if the 
catalytic water molecule could interreact in a coplanar mode with a proton from the amine and the 
lactone carbonyl group (B17d). However, geometrical restraints in enzyme active site prevent the 
ylide to explore those conformations. 
- The direct formation of 3l from 3l-ylide is energetically more favorable (lower reaction barriers) than 

the pathway involving first the formation of the enol. 
 
  



Appendix B 

 297 

 
 
 

 
Figure B18. Prochiral faces of the lactone-carbene/ylide (Fe/N) intermediates. 
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Figure B19. Conformational control of lactone carbene formed in P411 L5-B3 variant. a, 

Representative snapshot corresponding to the most populated cluster extracted from Molecular 
Dynamics (MD) simulations describing the preferred orientation of the lactone carbene when formed 
in P411-L5-B3 variant. b, The ∠(N – Fe – C1 – C2) dihedral angle measured along independent MD 

trajectories (5 replicas, 500 ns each) describes the relative orientation explored by the carbene. In 
P411-L5-B3 simulations show that the lactone preferentially explores a single conformation 
(dihedral angle ca. –50º), which is stabilized by H-bond interactions established between the 
carbene ester group and N328. c, Distance vs. time plot describing the H-bond interaction between 
the N328 amide group and the O1-oxygen of the lactone (left) and the N328 amide group and the 

O2-oxygen of the lactone (right) in P411-L5-B3 variant (d1 and d2 respectively, as shown in Figure 

B19a). d, Distance vs. time plot describing the interaction between the A264 Cb and the O1-oxygen 

of the lactone (left) and the A264 Cb and the O2-oxygen of the lactone (right) in P411-L5-B3 variant 

(d3 and d4 respectively, as shown in Figure B19a). e, Distance vs. time plot describing the H-bond 

interaction between the Y263 hydroxyl group and the O2-oxygen of the lactone in P411-L5-B3 (d5, 

as shown in Figure B19a). f, Distance vs. time plot describing the interaction between the Y263 

hydroxyl group and the T438 hydroxyl group in P411-L5-B3 (d6, as shown in Figure B19a).     
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Figure B20. Conformational control of lactone carbene formed in P411-L6 variant. a, 
Representative snapshot corresponding to the most populated cluster extracted from Molecular 
Dynamics (MD) simulations describing the preferred orientation of the lactone carbene when formed 

in P411-L6 variant. b, The ∠(N – Fe – C1 – C2) dihedral angle measured along independent MD 
trajectories (5 replicas, 500 ns each) describes the relative orientation explored by the carbene. In 
P411-L6 simulations show that the lactone preferentially explores a single conformation (dihedral 
angle ca. –90º), which is stabilized by H-bond interactions established between the carbene ester 

group and S264. c, Distance vs. time plot describing the H-bond interaction between the S264 
hydroxyl group and the O1-oxygen of the lactone (left) and the S264 hydroxyl group and the O2-
oxygen of the lactone (right) in P411-L6 variant (d1 and d2 respectively, as shown in Figure B20a). 

d, Distance vs. time plot describing the H-bond interaction between the Y263 hydroxyl group and 

the O2-oxygen of the lactone in P411-L6 (d5, as shown in Figure B20a). e, Distance vs. time plot 
describing the interaction between the Y263 hydroxyl group and the T438 hydroxyl group in P411-

L6 (d6, as shown in Figure B20a). 
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Figure B21. Binding of substrate 1a in a near attack conformation for N-nucleophilic attack 

for L5-B3 variant. Representative snapshot corresponding to the most populated cluster extracted 

from constrained MD simulations describing the binding of 1a in a near attack conformation for the 

N-nucleophilic attack to the lactone carbene bound in P411-L5-B3 variant. Substrate 1a is shown 
in light pink. The residues that are directly establishing hydrophobic interactions with the substrate 
are displayed as spheres. Hydrophobic interactions occurring between the aromatic ring of the 
aniline derivative and active site residues (L75, P87, Y263, L437, T438) stabilize this binding mode, 
while H-bond interactions between the carbene ester group and N328 are maintained (see Figure 
B23). 
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Figure B22. Binding of substrate 1a in a near attack conformation for N-nucleophilic attack 

for L6 variant. Representative snapshot corresponding to the most populated cluster extracted 

from constrained MD simulations describing the binding of 1a in a near attack conformation for the 

N-nucleophilic attack to the lactone carbene bound in P411-L6 variant. Substrate 1a is shown in 

light pink. The residues that are directly establishing hydrophobic interactions with the substrate are 
displayed as spheres. Hydrophobic interactions occurring between the aromatic ring of the aniline 
derivative and active site residues (L75, S72, Y263, T438, T330 and V328) stabilize this binding 
mode, while H-bond interactions between the carbene ester group and S264 are maintained (see 
Figure B24). 
 
  



Appendix B 

 302 

 
Figure B23. Analysis of substrate 1a binding in a near attack conformation for N-nucleophilic 

attack for L5-B3 variant. a, Representative snapshot corresponding to the most populated cluster 
extracted from constrained-MD simulations describing the near attack conformations for the N-
nucleophilic attack of 1a to the lactone carbene in variant P411-L5-B3. b, The ∠(N – Fe – C1 – C2) 

dihedral angle measured along independent MD trajectories (5 replicas, 500 ns each) describes the 
relative orientation explored by the carbene. In P411-L5-B3 simulations show that the lactone 
preferentially explores a single conformation (dihedral angle ca. +20º), which is stabilized by H-bond 
interactions established between the carbene ester group and N328. c, Distance vs. time plot 
describing the H-bond interaction between the N328 amide group and the O1-oxygen of the lactone 

(left) and the N328 amide group and the O2-oxygen of the lactone (right) in P411-L5-B3 variant (d1 

and d2 respectively, as shown in Figure B23a). d, Distance vs. time plot describing the interaction 

between the A264 Cb and the O1-oxygen of the lactone (left) and the A264 Cb and the O2-oxygen 

of the lactone (right) in P411-L5-B3 variant (d3 and d4 respectively, as shown in Figure B23a). e, 

Distance vs. time plot describing the H-bond interaction between the Y263 hydroxyl group and the 
O2-oxygen of the lactone in P411-L5-B3 (d5, as shown in Figure B23a). f, Distance vs. time plot 
describing the interaction between the Y263 hydroxyl group and the T438 hydroxyl group in P411-
L5-B3 (d6, as shown in Figure B23a). 
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Figure B24. Analysis of substrate 1a binding in a near attack conformation for N-nucleophilic 

attack for L6 variant. a, Representative snapshot corresponding to the most populated cluster 

extracted from constrained-MD simulations describing the near attack conformations for the N-
nucleophilic attack of 1a to the lactone carbene in variant P411-L6. b, The ∠(N – Fe – C1 – C2) 
dihedral angle measured along independent MD trajectories (5 replicas, 500 ns each) describes the 

relative orientation explored by the carbene. In P411-L6 simulations show that the lactone 
preferentially explores a single conformation (dihedral angle ca. -90º), which is stabilized by H-bond 
interactions established between the carbene ester group and S264. c, Distance vs. time plot 
describing the H-bond interaction between the S264 hydroxyl group and the O1-oxygen of the 
lactone (left) and the S264 hydroxyl group and the O2-oxygen of the lactone (right) in P411-L6 

variant (d1 and d2 respectively, as shown in Figure B24a). d, Distance vs. time plot describing the 

H-bond interaction between the Y263 hydroxyl group and the O2-oxygen of the lactone in P411-L6 

(d3, as shown in Figure B24a). e, Distance vs. time plot describing the interaction between the Y263 

hydroxyl group and the T438 hydroxyl group in P411-L6 (d4, as shown in Figure B24a).    
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Figure B25. Precise positioning of waters in the active site upon 3a-ylide formation. a, Overlay 
of 3 representative snapshots from constrained-MD simulations exploring the active site 

arrangement in P411-L5-B3 variant when 3a-ylide is formed. Water molecules are precisely 
positioned on the top-face of the lactone ring through a water channel driven by Y263 and T438, 
and nearby the protonated ylide amine group through the water channel. These water molecules 
can stereoselectively protonate the ylide intermediate from the pro-R face. Displayed water 
molecules are drawn from 25 random structures across the 100 ns MD trajectory. b, Representation 
of the normalized kernel density plot of the number of water molecules in the active site of P411 
variants nearby the 3a-ylide, considering its first solvation shell (using a distance cut-off of 3.4 Å). 

The average number of water molecules in the active site is 1.0 ± 0.9 (P411-L5-B3), 1.8 ± 1.2 (P411-

L6), and 1.6 ± 0.7 (P411-L5), respectively. The presence of water molecules is monitored through 

visual inspection of MD trajectories and using the watershell function of cpptraj.14   
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Figure B26. Analysis of active site arrangement when 3a-ylide is formed for L5-B3 variant. a, 

Representative snapshot corresponding to the most populated cluster extracted from constrained-
MD simulations describing the active site arrangement when 3a-ylide is formed (right after 

dissociation from Fe) in variant P411-L5-B3. b, Distance vs. time plot describing the H-bond 
interaction between the N328 amide group and the O1-oxygen of the lactone (left) and the N328 
amide group and the O2-oxygen of the lactone (right) in P411-L5-B3 variant (d1 and d2 respectively, 

as shown in Figure B26a). c, Distance vs. time plot describing the interaction between the A264 Cb 

and the O1-oxygen of the lactone (left) and the A264 Cb and the O2-oxygen of the lactone (right) in 

P411-L5-B3 variant (d3 and d4 respectively, as shown in Figure B26a). d, Distance vs. time plot 
describing the H-bond interaction between the Y263 hydroxyl group and the O2-oxygen of the 

lactone in P411-L5-B3 (d5, as shown in Figure B26a). e, Distance vs. time plot describing the 

interaction between the Y263 hydroxyl group and the T438 hydroxyl group in P411-L5-B3 (d6, as 

shown in Figure B26a). f, Root-mean-square-deviation (RMSD) of 3a-ylide in the active site of P411-

L5-B3. In the left, snapshots of the substrate 1a and 3a-ylide obtained from most populated clusters 
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of MD simulations are overlayed and depicted in light pink. Substrate 1a and 3a-ylide show a similar 

orientation in the P411-L5-B3 active site. In the right, RMSD of 3a-ylide in the active site of P411-

L5-B3 along five replicas of 100 ns MD simulations. RMSD is calculated with respect to the average 
structure of each replica. RMSD values indicate that ylide conformation remains stable along the 
MD simulations. 
. 
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Figure B27. Analysis of active site arrangement when 3a-ylide is formed for L6 variant. a, 
Representative snapshot corresponding to the most populated cluster extracted from constrained-
MD simulations describing the active site arrangement when 3a-ylide is formed (right after 

dissociation from Fe) in variant P411-L6. c, Distance vs. time plot describing the H-bond interaction 
between the S264 hydroxyl group and the O1-oxygen of the lactone (left) and the N328 amide group 

and the O2-oxygen of the lactone (right) in P411-L6 variant (d1 and d2 respectively, as shown in 

Figure B27a). d, Distance vs. time plot describing the H-bond interaction between the Y263 hydroxyl 

group and the O2-oxygen of the lactone in P411-L6 (d3, as shown in Figure B27a). f, Distance vs. 
time plot describing the interaction between the Y263 hydroxyl group and the T438 hydroxyl group 
in P411-L6 (d4, as shown in Figure B27a). 
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Figure B28. Spontaneous 1a substrate binding process in P411 L5-B3 and L6 variants. Plot of 
the distance (in Å) between the carbene carbon of the lactone and the nitrogen of the substrate for 

ten replicas of 250 ns cMD simulations for P411 variant L5-B3 (left) and L6 (right). Each replica is 

depicted in a different color. Spontaneous 1a substrate binding occurs in 1/10 (red) and 2/10 (green 

and red) replicas of P411-L5-B3 and L6 variants, respectively. The simulations where substrate 
binding was observed were extended up to 1000 ns (see Figure 5.7 in Chapter 5 and Figure B29). 
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Figure B29. Molecular basis of 1a substrate binding in P411-L6 variant. a, General scheme of 

the spontaneous 1a substrate binding process in P411-L6 variant. The substrate entrance channel 
calculated with CAVER24 is depicted as a blue surface. The numbers indicate the most relevant 

steps of the binding process (detailed in c). b, Plot of the distance (in Å) between the carbene carbon 
of the lactone and the nitrogen of the substrate for 1000 ns cMD simulations. The dashed lines 
indicate the distances where entrance, recognition and pre-catalytic steps take place, respectively. 
c, Molecular representation of selected key conformational states of the 1a substrate binding 

pathway in P411-L6 variant. The substrate is shown in light pink, key active site residue 264S is 
depicted in orange and key residues for each step (entrance, recognition, and pre-catalytic binding 

poses) are shown in grey sticks and surrounded with a cyan surface. In L6 variant, substrate 1a 

explores two pre-catalytic binding poses: pre-catalytic binding pose (a), where the nitrogen of the 
substrate is not oriented towards the carbon of the carbene; and pre-catalytic pose (b), where the 
nitrogen of 1a is oriented towards the lactone. Unlike the catalytic step sampled in variant L5-B3 
(see Figure 5.7, Chapter 5), more simulation time would be required to explore catalytic shorter 

distances in variant L6. 
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Figure B30. Role of L437 in 1a substrate binding in P411-L5-B3 variant. a, General scheme for 

the spontaneous substrate binding process of 1a substrate in P411-L5-B3 variant. The substrate 
entrance channel calculated with CAVER18 software is depicted as a light blue surface. The numbers 
indicate the most relevant steps of the binding process (detailed in c). b, Front and top views of 
snapshots obtained from spontaneous binding MD simulations. Molecular representation of the role 
of L437 during the substrate binding process. Snapshots corresponding to steps 1) Enzyme-
substrate recognition; 2) Substrate entrance into the active site and 3) Substrate binding in a 
catalytic pose are overlayed and depicted in light blue, cyan and grey, respectively. L437 acts as a 
gate after substrate recognition in the substrate entrance channel and entrance into the active site 
(steps 1 and 2) leading to effective substrate binding into the catalytic pocket (step 3). No large 
conformational changes of the enzyme structure are observed. c, Molecular representation of 

selected key conformational states of the characterized 1a substrate binding pathway. A and B 
describe the step 1- Enzyme-substrate recognition; C and D represent step 2- Substrate entrance 
into the active site and E and F correspond to step 3- Substrate binding in a catalytic pose. In A, C 
and E steps the role of L437 is highlighted. In B, D and F, key residues for each step are depicted 
(shown as a surface).  
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Figure B31. Comparison of P411-L5-B3 (N328) with P411-L5-R328 variant. a, Representative 
snapshot corresponding to the most populated cluster extracted from MD simulations describing 
the preferred orientation of the lactone carbene when formed in P411-L5-B3 variant (in gray) and 

P411-L5-R328 variant (in purple) respectively. b, Representation of the normalized kernel density 

plot of the number of water molecules in the active site of P411-L5-B3 (in gray) and P411-L5-R328 
(in purple) variants nearby the lactone carbene, considering its first solvation shell (using a distance 
cut-off of 3.4 Å). The average number of water molecules in the active site is 0.45 ± 0.60 (P411-L5-
B3), and 2.78 ± 1.05 (P411-L5-R328), respectively. The presence of water molecules is monitored 

through visual inspection of MD trajectories and using the watershell function of cpptraj. c, Water 
molecules present in the vicinity of the P411 active site in the most populated cluster extracted from 
MD simulations. Two water molecules are present nearby the lactone carbene of P411-L5-B3 while 

zero water molecules are found in the P411-L5-R328 variant. In the P411-L5-R328 variant, L437 

and L75 are directly interacting and preventing the access of water molecules in the active site. d, 
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The ∠(N – Fe – C1 – C2) dihedral angle measured along independent MD trajectories of L5-R328 
variant (5 replicas, 500 ns each) describes the relative orientation explored by the carbene. In P411-

L5-R328 simulations show that the lactone preferentially explores a single conformation (dihedral 
angle ca. –50º), which is stabilized by H-bond interactions established between the carbene ester 
group and R328. e, Distance vs. time plot describing the H-bond interaction between the R328 

guanidinium group and the O1-oxygen of the lactone in P411-L5-R328 variant. 
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Figure C1. Comparison of the active site conformational dynamics of WT PseFDH in the 

presence of NAD+ or NADP+ cofactor and formate. a) Plot of the distance between the carbon of 
the carboxylate group of D221 and 2’-OH group of NAD+ (left) and the distance between the carbon 
of the carboxylate group of D221 and NADP+ 2-’ phosphate group (right) along 3 representative 500 
ns replicas of MD simulations (shown in red, orange, and purple) for both WT-NAD+ and WT-NADP+ 
systems. Average distances from all replicas of  2.5 ± 1.2 Å and 4.7 ± 1.0 Å, respectively, are also 

shown with a dashed black line; and b) Plot of the distance between the carbon of the guanidinium 
group of R222 and 2’-OH group of NAD+ (left) and the distance between the carbon of the 
guanidinium group of R222 and NADP+ 2-’ phosphate group (right) along 3 representative 500 ns 
replicas of MD simulations for both WT-NAD+ and WT-NADP+ systems. Average distances (dashed 
black line) of 6.2 ± 1.9 Å and 4.3 ± 0.4 Å, respectively, are also shown. All distances are represented 
in Å. 
  



Appendix C 

 317 

 
Figure C2. MD simulations analysis with focus on mutation D221Q. a) Overlay of PseFDH WT-

NAD+ (grey) and variant V9-NADP+ (cyan) representative conformations of the binding pocket. The 
figure shows that the adenine ring of both WT-NAD+ and V9-NADP+ are found in the same 
orientation. However, the nicotinamide ring of the V9-NADP+ is rotated with respect to WT-NAD+. 
The Root-Mean-Square-Deviation (RMSD) of the cofactor NADP+ in the variant V9 with respect to 
the natural NAD+ cofactor in the WT enzyme is 2.1 Å. b) Representative structure of the frequently 
observed hydrogen bonds established between D221Q and the 2’-phosphate and 3’-OH group of 
NADP+. c) Plot of the distance of the hydrogen bond established between D221Q and the 2’-
phosphate and 3’-OH group of NADP+ along 3 replicas of 500 ns of MD simulations for the V9-
NADP+ (replicas are shown in purple, orange and red). Average distance from all replicas (dashed 
black line) of 5.2 ± 1.7 Å is also depicted. All distances are represented in Å. 
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Figure C3. MD simulations analysis with focus on residue R222. a) Representative structure of 

V9-NADP+ binding pocket with the salt-bridge interaction between the guanidinium group of R222 
and the 2’-phosphate group of NADP+ and the cation-# between the guanidinium group of R222 

and the adenine group of NADP+ highlighted. b) Plot of the distance of the salt-bridge interaction 
between the carbon of the guanidinium group of R222 and the 2’-phosphate group of NADP+ along 
3 replicas of 500 ns of MD simulations for the WT-NADP+ and the V9-NADP+ (red, orange and purple 
lines). Average distances (dashed black line) of 4.3 ± 0.4 Å and 4.4 ± 1.2 Å, respectively, are also 

included. c) Plot of the distance of the cation-# interaction between the guanidinium group of R222 
and the center of mass of the adenine group of NADP+ along 3 replicas of 500 ns of MD simulations 
for the WT-NADP+ and the V9-NADP+. Average distances (dashed black line) of 4.3 ± 0.7 Å and 5.2 
± 1.4 Å, respectively, are also shown. All distances are represented in Å. 
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Figure C4. MD simulations analysis with focus on mutation H379K. a) Representative structure 

of V9-NADP+ binding pocket with the salt-bridge interaction between the positively charged amino 
group of H379K and the 2’-phosphate group of NADP+ and the salt-bridge interaction between the 
positively charged amino group of H379K and the linker 4’-phosphate group of NADP+ highlighted. 

b) Plot of the distance between the ε-nitrogen of H379 and the 2’-phosphate group of NADP+ along 
3 replicas of 500 ns of MD simulations (shown in red, orange and purple) for the WT-NADP+ (left) 
and plot of the distance of the salt-bridge interaction between the positively charged amino group 
of H379K and the 2’-phosphate group of NADP+ along 3 replicas of 500 ns of MD simulations for 
the V9-NADP+ (right). Average distances from all replicas (dashed black line) of 9.2±2.5 Å and 
4.8±2.0 Å, respectively, are additionally included. c) Plot of the distance between the ε-nitrogen of 
H379 and the linker 4’-phosphate group of NADP+ along 3 replicas of 500 ns of MD simulations for 
the WT-NADP+ (left) and plot of the distance of the salt-bridge interaction between the positively 
charged amino group of H379K and the linker 4’-phosphate group of NADP+ along 3 replicas of 500 
ns of MD simulations for the V9-NADP+ (right). Average distances (dashed black line) of 11.0±1.2 Å 
and 6.9±2.7 Å, respectively, are also shown. All distances are represented in Å. 
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Figure C5. MD simulations analysis with focus on mutation C255A. a) Representative structure 
of V9-NADP+ binding pocket with the CH··# interaction between the adenine ring of NADP+ and the 

β-carbon of the side chain of C255A. b) Plot of the distance between the center of mass (COM) of 
the NADP+ adenine ring and the β-carbon of the side chain of C255 in the case of WT (left) and the 
β-carbon of the side chain of C255A in the case of V9 (right) along 3 replicas of 500 ns of MD 
simulations (shown in red, orange, and purple) for the WT-NADP+ and the V9-NADP+. Average 
distances from all replicas of 6.0±1.0 Å and 4.7±0.7 Å, respectively, are also shown with a dashed 
black line. All distances are represented in Å. 
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Figure C6. MD simulations analysis with focus on mutation S380V. a) Representative structures 
of WT-NADP+ (left) and V9-NADP+ (right) binding pocket with the interactions between the β-carbon 
of the side chain of S380(WT)/V380(V9) and the β-carbon of the side chain of P256 and the 
interactions between the β-carbon of the side chain of S380(WT)/V380(V9) and the nicotinamide 
ribose group of NADP+ highlighted. b) Plot of the distance between the β-carbon of the side chain 
of S380(WT)/V380(V9) and the β-carbon of the side chain of P256 along 3 replicas of 500 ns of MD 
simulations for the WT-NADP+ and the V9-NADP+. Average distances from all replicas (dashed black 

line) of 9.2±2.1 Å and 6.5±1.1 Å, respectively, are also included. c) Plot of the distance between the 
β-carbon of the side chain of S380(WT)/V380(V9) and the nicotinamide ribose group of NADP+ along 
3 replicas of 500 ns of MD simulations for the WT-NADP+ and the V9-NADP+. Average distances of 
11.1±1.3 Å and 8.3±1.4 Å, respectively, are shown with a dashed black line. All distances are 
represented in Å. 
 

b

c

WT S380–P256 V9 S380V–P256

WT S380–NADP+ V9 S380V–NADP+



Appendix C 

 322 

 
Figure C7. QM studies and conformational population analysis based on the QM-derived 

geometric criteria. a) Structure of the QM optimized Transition State for PseFDH catalyzed 
reduction of NAD+/NADP+ with the optimal angle and distance for hydride transfer reaction. A 
truncated computational model of the cofactor was used in the TS calculations (see computational 
details). b) Conformational population analysis based on the geometric criteria (hydride transfer 

distance versus angle) for PseFDH hydride transfer in the case of WT-NAD+. c) Conformational 

population analysis based on the geometric criteria (hydride transfer distance versus angle) for 
PseFDH hydride transfer in the case of V9-NADP+. The plots have been constructed using the angle 
N1NAD+/NADP+-C4NAD+/NADP+-H1HCOO- and the distance C4NAD+/NADP+-H1Hcoo- sampled along 3 replicas of 
500 ns MD simulations for WT-NAD+ and V9-NADP+. The catalytic distance (1.38 Å, represented by 

a horizontal dashed black line; value obtained from QM calculation) and the proper angle (ca. 113º, 
represented by a vertical dashed black line; value obtained from QM calculation) required for hydride 
transfer is represented by a green dot. The range of distances and angles considered as catalytically 
relevant in our MD simulations are those found within the green box (distances that range from 2 to 
4 Å and angles from 100º to 130º). 
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