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A B S T R A C T   

Diapycnal mixing in the Brazil-Malvinas Confluence Zone (BMC) is assessed on the basis of microstructure measurements done as part of an April 2017 cruise, which 
explored the mesoscalar and regional frontal dynamics. Sampling was done down to 400 m in 11 locations on both sides of the BMC, over the slope and in the abyssal 
waters. Turbulent scales, non-dimensional numbers, energy dissipation rates and diapycnal eddy diffusivities are calculated, which allow us to assess the state of the 
small-scale turbulence in the frontal region. 

Active turbulence was present at all depths and stations, with high-dissipation patches ranging from several metres to a few tens of metres. The frontal zone is 
characterized by high energy dissipation and eddy diffusivity. The geometric mean eddy diffusivity for all stations and the entire water column is 7.0 × 10-4 m2 s− 1. 
The mean values halve when only considering the more stratified seasonal thermocline, 3.8 × 10-4 m2 s− 1, and are twice larger south than north of the BMC. 

High dissipation rates coincide with high vertical shear, possibly related to the convergence of the two intense currents and/or the generation of internal waves by 
the associated mesoscalar and submesoscalar features. The layered structures related to intruding filaments favor double diffusive convection and salt fingering. 
Near-bottom mixing at the stations on the continental slope is possible related to shear-driven Kelvin-Helmoltz instabilities.   

1. Introduction 

Diapycnal mixing (across isopycnal surfaces) plays a crucial role in 
the exchange of waters between the oceanic thermocline, which are 
directly ventilated by the wind pumping, and the isolated deep abyssal 
layers. In particular, diapycnal mixing is the main driver that turns the 
abyssal dense waters into lighter overlying waters along the meridional 
overturning pathway (Munk, 1966; Wunsch and Ferrari, 2004), with 
upper-ocean mixing having a high effect on poleward heat transport 
(Gregg et al., 2018). Vertical mixing also has a crucial role in the 
biogeochemical cycles, being the principal process behind nutrient 
fluxes that sustain primary production in the photic layers (Gnanade
sikan et al., 2002; Pelegrí et al., 2006; Pollard et al., 2006; Mahadevan, 
2016). 

There is a general consensus that the global averaged diapycnal eddy 
diffusivity of mass (diapycnal mixing rates) below 1000 m is Kρ 10-4 m2 

s− 1 and in the thermocline of the open ocean Kρ 10-5 m2 s− 1 (St. Laurent 
and Simmons, 2006). Nevertheless, we have learnt to recognize that the 
diapycnal eddy diffusivity presents high spatial and temporal variability 
as a response to different processes (Meyer et al., 2015; Mackinnon et al., 
2017). Sources of mixing in the upper ocean include surface waves and 
inertial motions (Philips and Banner, 1974; Alford, 2001; Sullivan et al., 

2014; Waterhouse et al., 2014), wind stress and surface fluxes (Price 
et al., 1986; Jing and Wu, 2010), internal waves (Egbert and Ray, 2000; 
Matsuno et al., 2005) and topographic and bottom-induced turbulence 
(Inall et al., 2021, Bastida et al., 2012; Stevens, 2018). 

Frontal systems are sites of intense mean and eddy kinetic energy, 
characterized by numerous meso- and sub-mesoscale features that result 
from different types of instabilities as well as by along-isopycnal sub
duction that leads to interleaving thermohaline structures (Matsuno 
et al., 2005; Han et al., 2011; Johnston et al., 2011; D’Asaro et al., 2011). 
Caulfield (2021) recently highlighted our emerging understanding of the 
importance of layering in the energy cascade towards dissipative tur
bulence. Different mechanisms have been proposed as leading to step
like structures in stratified shear flows (Philips, 1972; Pelegrí and 
Sangrà, 1998; Taylor and Zhou, 2017). 

At the smallest scales, turbulent kinetic energy is generated by shear- 
induced gravitational instability (Geyer et al., 2010) and the breaking of 
internal waves, and the subsequent collapse of Kelvin–Helmholtz bil
lows (Mahony, 1977; Smyth and Moum, 2012) or Holmboe instabilities 
(Wunsh and Keller, 2013). Shear instabilities caused by nongeostrophic 
shear have been identified in fronts as a source of dissipating turbulence 
(Nagai, et al., 2012; Carpenter et al., 2020). Double diffusive convection 
is now accepted as a relevant mechanism driving mixing and turbulent 
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dissipation at the smallest scales (Mack, 1985; Hamilton et al., 1989; 
Sanchez and Roget, 2007), with salt fingers as a primary source for 
diapycnal mixing (St. Laurent and Schmitt, 1999; Arcos-Pulido et al., 
2014; Ferron et al., 2021). 

Thomas et al. (2016) and Wenegrat et al. (2020) have concluded that 
mixing across the Gulf Stream front exceeds what could be attributed to 
atmospheric forcing. Nagai et al. (2012) found in the Kuroshio front 
values of eddy kinetic energy dissipation between one and two orders of 
magnitude larger than expected by the law of the wall. Recently, in the 
frontal system formed by the encounter of the Brazil and Malvinas 
Currents (BC and MC) – the Brazil-Malvinas Confluence (BMC) – Gunn 
et al. (2021) also reported very high turbulent dissipation rates and mass 
diffusivities based on indirect seismic oceanography data. Koenig et al. 
(2020) studied the upper 100 m at the Artic Front and found that the 
turbulence structure was consistent with heat and momentum fluxes at 
the surface. 

An improved forecast of ocean circulation depends critically on our 
improved understanding of the different dynamic mechanisms that 
operate at different scales and lead to irreversible mixing (Canuto and 
Cheng, 2020), which connects to the necessity of resolving the energy 
pathways in geophysical dynamics (Caulfield, 2021). However, there is 
yet a major gap in the knowledge of those small-scale instabilities that 
set the turbulence parameters and determine mixing efficiency. Many 
more small-scale field observations are still needed to complement the 
laboratory and numerical studies (Gregg et al., 2018). 

The Brazil Current is the western boundary current of the South 
Atlantic subtropical gyre and the Malvinas Current is a branch of the 
Antarctic Circumpolar Current flowing northward along the South 
Atlantic slope. At the BMC, the BC separates from the slope and retro
flects northward while the Malvinas Current is subducted and partly 
deflected to the southeast (Gordon, 1989). Both retroflections generate 
eddies with horizontal scale of tens of kilometres and vertical scale up to 
a few hundreds of metres (Legeckis and Gordon, 1982; Lentini et al., 
2006; Orúe-Echevarría, et al., 2019a, 2021). The BMC zone is one of the 
strongest and deepest frontal regions in the world’s oceans (Orsi 
et al.,1999; Stramma and England, 1999) where there are exchanges 
between the warm (>10 ◦C) and salty (>35 ppt) South Atlantic Central 
Waters and the cold (<7 ◦C), fresh (<34.3 ppt) and oxygenated sub- 
Antarctic masses (Jullion et al., 2010; Orúe-Echevarría et al., 2019a, 
2021), as well as between the shelf and deep ocean waters. The frontal 
region reaches down almost to the sea floor and the sea surface tem
perature (SST) gradient can be as high as 1 ◦C km− 1 (Stramma et al., 
2004). The spatial variability in the region is very high, at all regional 
(Paniagua et al., 2018; Goni et al., 2011), mesoscalar (Orúe-Echevarría 
et al., 2019a, 2021) and submesoscalar (Orúe-Echevarría et al., 2019b) 
scales. 

Here we present first microstructure measurements in the BMC re
gion, carried out in April 2017 down to 400 m, with the objective of 
providing the mean values and spatial variability of the dissipations 
rates and mass diapycnal diffusivities. These results are then related to 
the dynamics of the region, exploring the different small-scale processes 
that may be leading to diapycnal mixing. In section 2 the field cruise is 
described, presenting the site, the meteorological, the hydrographic, 
velocity and microstructure measurements as well as the basic pro
cessing of data. In section 3 the methodological procedures are 
described, including the different variables that characterize stratifica
tion, the turbulent scales, the dissipation rates, and the ratios between 
the different small-scale forcing mechanisms that may play a role in the 
development of dissipative turbulence. In section 4 we characterize the 
observation site at the time of measurements: the water masses (4.1), the 
mean flow characteristics (4.2) and the vertical structure of the water 
column (4.3). The results regarding the turbulence are presented in 
sections 5 and 6, with a brief discussion within each subsection. Section 
5 focuses on the turbulent kinetic energy dissipation: the dissipation 
rates at different stations (5.1) and how these values compare with 
standard parametrization using the surface momentum and heat fluxes 

(5.2); this is followed by an analysis of the presence of turbulent patches 
in the permanent thermocline (5.3) and the overall state of the turbu
lence (5.4). Section 6 looks at the diapycnal eddy diffusivities: the mean 
values (6.1), the differences between different areas (6.2), and the 
driving mechanisms at the dissipative scales (6.3). We close with the 
main conclusions in section 7. 

2. Measurements and basic processing 

2.1. Site 

Microstructure measurements were recorded as part of the rETRO- 
BMC cruise (from April 8th to 28th, 2017). A full description of the 
cruise and methods is provided in Orúe-Echevarría et al. (2020) and the 
datasets are available at Pelegrí et al. (2019). In particular, the cruise 
provided a comprehensive three-dimensional (view of the frontal sys
tem, with 33 hydrographic stations down to the seafloor (or at least 
2000 m) and about 1371-km of sampling with an instrumented undu
lating vehicle (SeaSoar) _spatial resolution of about 4 × 9 km between 5 
and 360 m depths_, in all cases leading to data with 1-m vertical reso
lution. The microstructure profiles or casts were recorded down to a 
maximum depth of 400 m at 11 hydrographic stations between 13 and 
24 of April (Table 1). These stations covered different regions of the 
BMC: station 32, upstream at the Brazil Current; stations 06, 09 and 10, 
north of the front; stations 22, 23, 24 and 26, south of the front; stations 
19 and 21, over the continental slope; and station 03, along the Malvinas 
Current (Fig. 1). 

Notice that we position the BMC by its surface expression, although 
the frontal system is tilted northwards, so that those stations on the 
northern side actually sample the subsurface frontal structure (Fig. 2). In 
the frontal region, the vertical thermal structures vary largely between 
stations and well-defined interleaving thermal structures are often 
observed presenting a complex field of thermohaline intrusions between 
the subtropical and subantarctic water masses. 

2.2. Meteorological measurements 

During the campaign, standard meteorological data were recorded 
every hour at a height of 15.35 m from instruments on the ship’s mast, 
and with an anemometer placed at a height of 27.50 m. The near sea- 
surface (about 5 m depth) temperature was also recorded in a near- 

Table 1 
Location, date and total depth of those stations where microstructure data were 
recorded. The microstructure casts performed at each station are also indicated.  

Station Date / Day 
(2017) 

Location Depth 
(m) 

Microstructure 
casts 

03 13 April / 103 41 12.67 S / 56 
48.28 W 

1090 P3 to P5 

06 14 April / 104 39 53.00 S / 54 
28.71 W 

3150 P8 to P11 

09 15 April / 105 38 58.20 S / 53 
54.61 W 

3294 P15 to P18 

10 15 April / 105 38 49.38 S / 54 
17.49 W 

1190 P19 

19 16 April / 106 39 36.04 S / 55 
45.34 W 

428 P20 to P23 

21 16 April / 106 39 52.64 S / 54 
55.29 W 

547 P25 to P27 

22 19 April / 109 40 36.07 S / 54 
54.82 W 

3305 P28 to P30 

23 19 April / 109 40 19.50 S / 55 
15:68 W 

1688 P31 and P32 

24 19 April / 109 40 05.55 S / 55 
35:53 W 

1200 P33 to P34 

26 22 April / 112 40 16.08 S / 55 
27.42 W 

1450 P35 to P39 

32 24 April / 114 37 00.07 S / 53 
00.14 W 

2900 P40 and P41  
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Fig. 1. Surface view of the BMC during the rETRO-BMC cruise, 8 to 28 April 2017. (a) Mean SST (coloured) and surface geostrophic velocities (grey vectors) as 
obtained from gridded altimetry, with the axes of the Brazil and Malvinas Currents sketched as solid purple and olive thick curves, respectively. The black lines 
correspond to the 200, 500, 1.000, and 5.000 m isobaths (GEBCO, 2008), and the microstructure stations are numbered. (b) Absolute dynamic topography (ADT) 
overlapping the isobaths with the Brazil Current Front (BCF) and Subantarctic Front (SAF) shown as dashed lines. The SeaSoar tracks during 17–18 April (black line) 
and during 19–21 April (magenta line) are shown. The stations are coloured according to locations: upstream the BC (32), north of the front (6, 9, 10), south of the 
front (22, 23, 24, 26), over the continental slope (19, 21) and along the MC (3). The SST is obtained from the global ocean Sea Surface Temperature and Sea Ice 
Analysis (OSTIA) and the ADT and surface geostrophic velocities come from the DUACS delayed-time altimeter gridded maps provided by the Copernicus Marine 
Environment monitoring service. 

Fig. 2. (a and b) Three-dimensional temperature as viewed during the SeaSoar1 and SeaSoar2 transects (17–18 April and 19–21 April, respectively); SeaSoar1 went 
through or close to stations 22, 23, 24 and 26 about one day before microstructure measurements and through station 6 about four days after; SeaSoar 2 went close to 
stations 9 and 10 about five days after the microstructure measurements (adapted from Orúe-Echevarria et al., 2019a). (c) Vertical section of the temperature along 
the SeaSoar1 transect marked with an arrow in (a); the white lines represent selected potential density contours (26.2, 26.8 and 27.0 kg m− 3). (d) Horizontal section 
of temperature at 50 m as obtained during SeaSoar1. 
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continuous mode (every 6 s). Based on these data, the wind stress, the 
sensible and latent heat fluxes and the net long wave heat flux have been 
computed using the standard bulk formulas implemented on the sea- 
mat/air-sea toolbox for Matlab (https://github.com/sea-mat/air-sea). 
The short wave radiation into the sea was computed using the Zillman 
(1972) equation for radiation under cloudless skies, which considers the 
air vapour pressure (Lengfeld et al., 2010), corrected for the cloudiness 
according to the formula proposed by Payne (1972). In Fig. 3 the air and 
sea temperatures, the different components of the total heat flux and the 
wind stress are presented. 

The front was repeatedly crossed during the cruise, moving from 
regions where the water temperature was up to about 5 ◦C higher than 
the air to others where this difference was considerably lower or even 
opposite (Fig. 3a). Most of the stations were sampled during the night 
and only stations 09 and 23 were sampled during the day. Station 22 was 
recorded at dawn and station 24 at dusk. Net heat flux was close to zero 
or slightly negative in almost all stations, except in stations 10 and 32 
where negative fluxes were>300 W m− 2 and in station 23 where the 
total flux was positive (Fig. 2b). The sea-surface wind stress was 
always<0.5 N m− 2, except in station 10 (Fig. 3c) where it was at the 
limit for working conditions and only one profile was recorded. Station 
26 was sampled under calm conditions following strong winds. 

The maximum and minimum values of the friction velocity u* and 
the buoyancy flux JB are calculated for the time periods of measure
ments (Table 2). The friction velocity is computed from the wind stress τ 

and the sea surface density ρ0, according to u* =
̅̅̅̅̅̅̅̅̅̅
τ/ρ0

√
. The buoyancy 

flux is computed from the net heat flux, QT as Jb =
gαQT
ρCp

+ gβS(E − P), 
where ρand S have been taken as the density and salinity at the sea 
surface, cp is the specific heat for the seawater and α and β are the 
thermal expansion and saline contraction coefficients. E is the evapo
ration and P the precipitation. Precipitation was absent during mea
surements, and evaporation is calculated as E = HL/ρLv where Lv is the 
latent heat of vaporization for the seawater. 

2.3. Hydrophysical measurements 

The microstructure data were recorded with a falling profiler MSS-90 
from Sea and Sun Technology (Prandke et al., 2000). It contains two 
small airfoil probes PNS6 with vertical resolution limited to 2 cm due to 
sensor geometry and one fast thermistor NTC with a sensitivity of 10-3 ◦C 
and response time of 7 ms. There are also standard pressure and preci
sion conductivity-temperature (CT) sensors, which were calibrated 
before the campaign by the manufacturing company. The profiler was 
deployed on the windward side of the drifting ship, hence minimizing 
any turbulence associated with the vessel. The sampling rate of the 
profiler is 1000 Hz but CTD data were averaged every 10 points. The 
falling speed was around 0.7 m/s. Potential density is computed from 
pressure, conductivity and temperature using the UNESCO EOS 80 al
gorithm implemented in the CSIRO seawater toolbox (Morgan, 1994). 
Previously, a standard recursive filter (Lueck and Picklo, 1990) is 
applied to conductivity in order to avoid artificial spikes in the salinity 
which would contaminate the density profile. Sigma-theta is calculated 
as σ = ρ − 1000

[
kgm− 3]. 

At each station, together with the microstructure casts, velocity data 
were also obtained with a RDI Workhorse Monitor lowered acoustic 
Doppler current profiler (LADCP) mounted on a rosette, consisting of a 
dual-head set-up used in synchronized mode, with a working frequency 
of 300 kHz and set to obtain velocities in 4-m bins. Data were processed 
with the Matlab LDEO IX toolbox (https://www.ldeo.columbia.edu/~a 
nt/LADCP/) which uses CTD, vessel’s navigation and bottom-tracking 
data. Simultaneously with LADCP measurements, conductivity- 
temperature-depth (CTD) data were obtained with a Sea-Bird Elec
tronics multiparametric probe (SBE 911 + ), which was accompanied by 
other sensors, such as dissolved oxygen. The probe sampled at a rate of 
24 measures per second and was vertically averaged at 4 m to fit the 

Fig. 3. Meteorological variables during the microstructure measurements, starting from day 102 (12 April 2017). The station numbers are indicated in black and 
correlatively highlighted with red and blue dots to distinguish the consecutive stations. (a) Air and surface sea water temperatures; (b) the components of total heat 
flux, Qtotal: Qsw incoming short wave radiation, Qlw, long-wave radiation, Hlat, latent and Hsen, sensible heat fluxes and the sum Qlw + Hlat + Hsen; (c) total sea surface 
wind stress. 

Table 2 
Ranges of the friction velocities and buoyancy fluxes during the time intervals 
when the microstructure casts were performed.  

Station u* (10-2 m s− 1) Jb (10-8 W kg− 1) 

03 [0.73, 1.05] [-1.37, − 1.90] 
06 [0.13, 0.14] [-1.77, − 2.07] 
09 [0.50, 1.58] [-1.45, − 14.4] 
10 [1.51, 2.57] [-20.1, − 26.7] 
19 [0.79, 1.71] [-7.14, − 12.02] 
21 [0.71, 0.71] [-5.35, − 5.35] 
22 [0.92, 2.11] [-3.98, 4,63] 
23 [0.65, 2.16] [30.3, 30,4] 
24 [0.70, 1.00] [-1.16, − 3.20] 
26 [0.52, 0.72] [-3.89, − 4.95] 
32 [1.39, 1.39] [-34.1, − 34.1]  
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velocity intervals, using the Sea-Bird Electronics Data Processing soft
ware (https://www.seabird.com/software). In this article, the LADCP 
and CTD SBE data are only used for the computation of the Richardson 
number. 

In the following, flow and turbulence variables used in the paper are 
described and the procedures followed to obtain them are presented in 
detail. 

3. Methods 

3.1. Brunt–Väisälä frequency 

The stratification of the water column is characterized by the square 
of the buoyancy or Brunt–Väisälä frequency N2 = −

g
ρ0

∂ρ
∂z, where z is the 

vertical coordinate, g the gravity acceleration and ρ the potential den
sity. Followings the standard method included in the seawater sub
routines, N2 has been calculated from the point to point density 
gradients as obtained from the microstructure data and then averaged 
within segments of several different thickness (0.5 m, 1 m, 2 m, 4 m and 
5 m). These results are almost equal to values obtained either averaging 
the density data every 25 cm previous the gradient calculation or 
averaging the sorted density every 10 cm and calculating the density 
slope within each data segment (Fig. 4). 

3.2. Limits of the seasonal pycnocline 

The surface mixed layer and the underlying seasonal pycnocline are 
those portions of the water column that experience the direct influence 
of the atmosphere, usually expressed in terms of daily to seasonal 
variability. Below the seasonal pycnocline we find the permanent (or 
main) thermocline, which is the region indirectly affected by the at
mosphere through either wind-induced downwelling-upwelling (sub
duction or obduction, respectively) or buoyancy-induced deep-winter 
convection (Sprintall and Cronin, 2011). In most ocean locations, such 
as the BMC, the thermocline coincides largely with the pycnocline; 
hence, hereafter we will refer indistinctly to thermocline or pycnocline. 

We have determined the upper and lower depths of the seasonal 
pycnocline, which is the region that displays maximum vertical strati
fication, based on the gradient of the filtered sigma profiles. The sigma 
profile displays substantial variability, in some stations with step-like 
structures that can be>10 m (Fig. 5c). Hence, we have applied a low- 
pass filter of 1.5 m to the sorted sigma profile and have used a 
threshold value of 0.008 kg m− 4 for the density-gradient profile. Ex
amples of the results obtained for four profiles recorded at different 
representative stations are shown in Fig. 5. A single exception occurs in 
station 19 (Fig. 5b) where the first oscillation in the sigma gradient has 
not been considered when applying the threshold. 

3.3. Thorpe scale 

The vertical extension of the turbulent overturns is characterized by 
the Thorpe scale, LT , defined as the root mean squared of the Thorpe 
displacements, dT. The Thorpe displacements are calculated as the dis
tance that each water parcel has to move vertically, up or down, in order 

Fig. 4. Density and buoyancy frequency from microstructure data, as illus
trated for cast P40 in station 22. (a) Sorted sigma profile. (b) Logarithm of the 
squared buoyancy frequency, log(N2), as obtained through different methods: 
from the point to point gradient of the non-sorted density profile (grey line) or 
from the gradient of the density averaged every 25 cm (blue line) and afterward 
averaging the gradients over 2-m segments (green circles and magenta dots); or 
averaging the sorted density every 10 cm and calculating the density slope 
within segments of 2 m (black line). 

Fig. 5. Application of a density-gradient criterion to four casts (station and cast 
number as indicated), used to establish the upper and lower limits of the sea
sonal pycnocline. The sigma profile (red) and its vertical gradient after applying 
a low-pass filter with a cut-off of 1.5 m (blue) are presented; the vertical black 
line corresponds to the threshold value of 0.008 kg m− 4 and the horizontal 
green lines set the limits of the seasonal pycnocline as determined by 
the method. 

Fig. 6. Cast P25 recorded at station 21. Profiles of (a) potential sigma σ, (b) the 
logarithm of the sigma gradient,log(∂σ/∂z), (c) the Thorpe displacements, dT(ntc), 
computed from the fast response temperature NTC, (d) the accumulated vertical 
addition of dT(ntc) and (e) the Thorpe scale, LT(ntc). 
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to obtain a density profile which increases monotonically with depth, 
assumed to be the initial stable profile over which turbulence develops 
(Thorpe, 1977). The density resolution that comes from CT precision 
sensors does not allow obtaining the Thorpe scale for relative low 
stratification. However, in some locations the mean temperature profile 
changes also monotonically in depth so the Thorpe displacements can 
also be obtained reordering the temperature profile. For this purpose, 
the fast response temperature profile, NTC, which has a resolution ten 
times higher than the precision temperature, is used. In this study, only 
at stations 19 and 21 there were no intrusions observed and the tem
perature profiles decrease monotonously with depth, and so the Thorpe 
scale can be computed. 

An example of Thorpe scale calculation is presented in Fig. 6. Fig. 6a 
and 6b show the vertical distribution of potential density and potential 
density gradient, respectively. In Fig. 6c, the largest values of 
dT(ntc)are about ± 20 m and are observed between 150 and 200 m depth, 
coinciding with a weakly stratified portion of the water column 

(Fig. 6b). In Fig. 6d, the accumulated addition of dT(ntc)is presented. 
Based on this addition, the individual turbulent overturns can be iden
tified because when the turbulent patches are independent from each 
other the accumulated addition goes to zero (Mater et al., 2015). Note 
the correspondence between the values of the cumulative addition and 
the patch structure of the displacements (Fig. 6c,d). Patch distribution is 
an important variable typically associated with significant local fluxes 
(Planella Morato et al., 2011; Cui et al., 2018). 

Based on the Thorpe scale, the available potential energy (APE) of 
the turbulent instabilities in the density profile can be estimated as 
N2L2

T. Because the decaying time of the instability can be considered 
τ N/8 (Smyth and Moum, 2000), the rate of APE to turbulent kinetic 
energy (TKE) transformation is expected to be ~.N3L2

T/8 

3.4. Dissipation rate of the turbulent kinetic energy 

The amount of TKE per unit mass that is dissipated by the viscous 
stresses per unit time, ε, is obtained by comparing the small-scale shear 
spectrum with the one-dimensional (1D) theoretical Panchev-Kesich 
model (Gregg et al., 1996). We obtain the best fits by adapting the 
maximum likelihood spectral method proposed by Ruddick et al. (2000) 
to the Panchev-Kesich spectra (Roget et al., 2006, 2007). In this case, the 
TKE dissipation rate, ε, is the only fitting parameter. 

Following Ruddick et al. (2000), we assume that the statistical 
variability of the fit follows a chi-squared distribution with d degrees of 
freedom, χ2

d , which can be tested by comparing the ratio of the experi
mental spectra and the Panchev-Kesich theoretical spectra with the 
theoretical probability distribution. The variability of the fit agrees well 
with a chi-squared distribution with 6 degrees of freedom (Fig. 7). 
Therefore, we use the χ2

6 probability distribution to obtain the likelihood 
function, which has a single maximum. 

To quantify the goodness of this fit, we used the median absolute 
deviation (MAD) of the ratio between the experimental and theoretical 
spectra within the data domain. Ruddick et al. (2000) proposed a 
threshold equal to 2 (2/d)1/2, where d are the degrees of freedom of the 
chi-squared distribution which follow the statistical variability of the 
data (d = 6 in our case). For a more precise fit we reduced the threshold 

Fig. 7. Histogram of the ratio of the spectra computed from the recorded small- 
scale shear data (Sexp) with the Panchev-Kesich model (Stheor) and the theoret
ical χ2

6 pdf (blue line) for 4 aleatory segments of 30 m length. 

Fig. 8. Examples of the dissipation rates using the maximum likelihood spectral method to fit the Panchev-Kesich model (black curves). The best fits are shown in 
blue and the corresponding dissipating rates, the 95 % confidence limits and MAD are indicated; the data points used to fit the model are shown in blue. The examples 
correspond to 2-m segments centred at (top panels) 13 m in station 19 (P21), 64 m in station 32 (P31), 177 m in station 22 (P20), and (bottom panels) 205 m in 
station 26 (P35), 215 m in station 23 (P31) and 122 m in station 21 (P26). 
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to 1.5 (2/d)1/2, which in our case is 0.87. 
The theoretical Panchev-Kesich spectra for different dissipation 

rates, ranging from 10-9 to 10-4 W kg− 1, are represented in Fig. 8. 
Furthermore, the experimental shear spectra for 2-m segments are also 
represented. The profiler generates eddies of approximately its own 
length but only those of half its length can be resolved (Nyquest fre
quency). Accordingly, for the spectral analysis a window of 512 points 
has been used which considering a falling speed of 0.7 m s− 1 correspond 
to a length of about 0.35 m. The transformation from frequencies to 
wavenumbers has been done considering the mean falling velocity of the 
probe at each segment so the wavenumber data points are not exactly 
the same in all plots. 

As observed from the different panels in Fig. 8, in some segments the 
power of the spectra is higher than the theoretical spectra at 
scales>20 cm, indicating some contamination; further the statistical 
significance of the smallest wave numbers is low. On the other side of the 
spectra, at scales below 4.5 cm, for high dissipation rates the response of 
the sensor decreases and the noise dominates at low dissipation rates. 
Accordingly, to standardize our analysis we restricted the fitting range 
from 6 cpm to 22 cpm. 

In this study, the dissipation rates below 5 m depth have been 
computed for all profiles fitting the shear spectra for segments of either 1 
or 2 m, showing consistent results. In particular, between 5 and 11 m 
there are 27 spectra fits (out from 5587) giving ε 10− 3 − 10− 2 W kg− 1, 
which fulfil the MAD threshold criteria and satisfy visual inspection, so 
there is no objective criteria to reject them although some contamina
tion can’t be completely disregarded. In the following section, the values 
of ε obtained by fitting the small-scale shear spectrum are compared to 
indirect estimates. 

3.5. Ozmidov scale and indirect estimations of ε 

The Ozmidov or buoyancy scale, defined as LO = ε1/2N− 3/2, is a 
theoretical estimation of the length scale where buoyancy and inertial 
forces balance. This scale represents the maximum vertical extension 
where turbulence is not influenced by the background stratification. In 
this study LO has been computed using N2 obtained from the micro

structure profiler data (section 3.1). 
In active shear driven turbulence, including Kelvin-Helmholtz in

stabilities with relatively small overturns, it is well accepted that L0 aLT 
(Mater et al., 2015) where a = 0.8 (Dillon, 1982) is usually taken, 
although other authors have found values ranging between 0.35 and 
1.55 (Crawford, 1986; Wesson and Gregg, 1994; Ferron et al., 1998). In 
general, bulk averages agree with LT LO and, accordingly, the dissipa
tion rate can be estimated from the Thorpe scale following ε ≅ εT =

0.64L2
TN3. 

For all the casts recorded at stations 19 and 21 (where the Thorpe 
scale can be computed, recall section 3.3), the ratio of the Ozmidov and 
Thorpe scales, R0 = LO/LT , has been obtained for 2-m segments. With 
the aim to indirectly test the values of the low dissipation rates 
computed from the small scale shear, the statistics of ROfor those seg
ments where ε < 10− 6.5W kg− 1 is presented in Fig. 9. The cumulative 
probability fits a lognormal distribution with a mean value of 0.77, close 
to the canonical value of 0.8 (Fig. 9b). These results support the values of 
the dissipation rates computed from the small-scale shear signal (Section 
3.4). 

3.6. Corrsin scale and gradient Richardson number 

The Corrsin or shear scale is defined as LC = ε1/2S3/2 where S = ∂U/

∂z is the mean flow shear. LC is approximately the minimum length 
where the background shear starts feeding the turbulence field. As 
already commented, for stratified shear flows, buoyancy starts sup
pressing the turbulence at a vertical scale of about LO, so sheared tur
bulence is expected to be generated from the mean flow on the scales 
ranging approximately between LC and LO. 

In stratified sheared flows, the gradient Richardson number, defined 
as Ri = N2/S2, compares the suppression of turbulence by vertical 
stratification to shear production by the mean flow. A critical value, Ricr, 
is usually considered to determine the conditions where background 
stratification does not prevent shear instabilities from developing.Ricr is 
usually considered equal to 1/4 (linear stability, Miles, 1961). Thorpe 
and Liu (2009) suggested that real flows can be in a marginal stability 
state where, recursively, external forcing tend to strength the shear until 
it becomes instable but turbulence deaccelerates the shear making the 
flow stable. Practically, Ri values depend on how the gradients are 
calculated. Based on laboratory experiments, Smyth and Moum (2000) 

Fig. 9. Statistical representation of RO = Lo/LT computed every-two metres for 
all casts at stations 19 and 21. (a) Histogram and (b) cumulative distribution of 
both the measured Ro and the data fit to the lognormal distribution. 

Fig. 10. Example of calculation of the Richardson number from the SBE-CTD 
and LADCP data with a vertical resolution of 4 m. (a) Measured sigma and 
sorted sigma profiles. (b) N2 computed directly from the gradient of density 
between consecutive data points. (c) Original velocity dada measured every 4 m 
(blue stars) and after being filtered with a cut-off of 8 m (2 points) (red dots). 
(d) Shear squared as computed from the two velocity data presented in previous 
panel. (e) Corresponding Richardson numbers. Colours are coherent with pre
vious panels: blue, no filter; red, 2 points filter. 
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proposed critical numbers between 0.32 and 0.45. Note that Ri = N2/

S2 = (LC/LO)
4/3 so Ricr < 1 also indicates that, in stratified shear flows, 

turbulence is produced in the scales larger than LC and smaller than LO. 
However, for Kelvin-Helmholtz (KH) instabilities Ric ≅ 1 and for 
Hölmböe instabilities Ric ≅ 3 (Strang and Fernando, 2001). 

The values of N2used in the Ri computation are obtained based on the 
point to point density gradient as obtained from the SBE-CTD mea
surements with the same resolution as the LADCP. Although the LADCP 
velocity data are averaged every 4 m and data quality is good, there are 
some profiles where the velocity values show intermittent high oscilla
tions. In a first analysis, previous to the computation of the Richardson 
number, we used a Butterworth filter with a cut-off wn = 1/2 (2 points; 
8 m). However, as expected, even a very slight filtered velocity modifies 
the sharp velocity interfaces and the corresponding shear, modifying the 
local Richardson numbers by more than one order of magnitude 
(Fig. 10). 

The depth intervals with high velocity fluctuations often coincide 
with regions of high turbulence. Accordingly, we decided to recalculate 
the shear without filtering the velocity profiler. Although there are local 
differences when computing Ri from original or filtered velocity data 
(Fig. 10e), the general statistics are very similar. 

3.7. Kolmogorov scale and buoyancy Reynolds numbers 

The Kolmogorov scale LK =
(
ν3/ε

)1/4 is the approximately scale 
where turbulence starts to be affected by viscous dissipation produced 
by the small-scale stresses. The Buoyancy Reynolds number is defined as 
Reb = ε/

(
νN2) and compares the destabilising effect of the turbulence to 

the stabilising effect of stratification and viscosity. Note that Reb =

(LO/LK)
4/3 so that only when Reb > Rebcr the turbulence is considered 

active; Rebcr has been established to be between 15 and 30 (Rohr et al., 
1984; Gibson, 1991). We calculate Reb within segments of 2 m from the 
corresponding values of ε and N2 and considering the dependence of the 
viscosity on the temperature and salinity. 

3.8. Overturn (or turbulent) Froude and Reynolds numbers 

Considering that turbulent scales are computed from microstructure 
profile measurements recorded at some random stage of the measured 
turbulent overturn, the state of the turbulence can be analysed based on 

the overturn Froude number FrT =
(
ε/
(
N3L2

T
) )1/3

= (LO/LT)
2/3 and the 

overturn Reynolds number ReT =
(

ε1/3L4/3
T /ν

)
= (LT/Lk)

4/3 which 

compare the Thorpe scale with the Ozmidov and Kolmogorov scales, 
respectively. Note that FrT = (Reb/ReT)

1/2. Maffioli et al. (2016) argued 
that for sufficiently high Rebthe most appropriate measure to generically 
parametrize mixing is FrT. 

Ivey and Nokes (1989) showed that viscosity suppresses the turbu

lence when ReT ≤ 15. In general, for ReT > 15 when FrT <
(

Rebcr
ReT

)1/2 
the 

viscosity also supresses turbulence (here Rebcr is the critical Reynolds 
number). It is commonly accepted that shear instabilities retain FrT ≅ 1 
at the time of maximum turbulent intensity (Peters et al. 1995; Kantha 
and Clayson, 2000). A scattering of the observations around FrT ≅ 1is 
expected considering that there may be other sources of turbulence 
besides small scale shear instabilities (Imberger and Ivey, 1991). 

For the stations on the continental slope, FrTand ReT have been 
computed from ε, N2 and LT calculted within segments of 2 m, and 
considering the dependence of ν on temperature and salinity. The rep
resentation of FrT as a function of ReThas been named a hydrodynamic 
diagram (Ivey and Imberger, 1991) or regime diagram (Portwood et al., 
2016). 

3.9. Diapycnal eddy diffusivities 

Following Osborn (1980), the diapycnal eddy diffusivities are 
calculated every 2 m as Kρ = 0.2ε/N2, with the buoyancy frequency 
characterizing the environment stratification calculated both over 2-m 
and 5-m segments (Fig. 11). In our data, computing N2 in 5-m seg
ments instead of 2-m segments decreases the mean diffusivities by a 
factor of 0.89 over the entire water column and by a factor of 0.88 in the 
seasonal pycnocline. The results presented in this paper correspond to 
this enlarged segmentation of N2. 

3.10. Turner angle 

The Turner angle (Turner, 1973; Ruddick, 1983) is an indicator of 
the stability of the water column to double diffusion. It is defined as Tu =

tan− 1[(αTz + βSz)/(αTz − βSz) ], where α is the thermal expansion coef
ficient, β is the saline contraction coefficient, and Tz and Sz are respec
tively the background temperature and salinity gradients. 

WhenTu = 0◦, Sz > 0 and Tz < 0 so, the temperature and salinity 
gradients have both a stabilizing effect on the water column and 
contribute equally to the density gradient. From this point if either the 
absolute value of Sz or Tz decreases, |Tu|increases until Tu=± 45◦, when 
the decreasing gradient vanish. If Sz < 0 and Tz < 0 – warm and salty 
water overlies cold and fresh water – then 45◦< Tu < 90◦ and salt- 
fingering (SF) instabilities are favoured. On the other hand, if Tz > 0 
andSz > 0 – cold and fresh water overlies warm and salty water – then −
90◦ < Tu < − 45◦ and the water column is susceptible to double- 
diffusive convection (DDC). The highest probability of SF or DDC oc
curs for Tu close to 90◦ or − 90◦, respectively. Finally, if Tu > 90◦ or Tu <
− 90◦, Sz < 0 and Tz > 0 – warm and fresh water overlies cold and salty 
water – the profile is gravitationally unstable. 

Computation of the background gradients of T and Sto obtain the Tu 
angle has been done from data obtained with the microstructure profiler 
after being interpolated every cm and passing a moving average low- 
pass filter with a 4-m window. Finally, the T and S vertical profiles 
were interpolated every 0.5 m. 

Fig. 11. (a) Sorted sigma for the cast P37 and (b) the corresponding diffusiv
ities calculated every 2 m considering the 2-m segmentation for the computa
tion of N2 (blue), and considering a 5-m segmentation for the computation of 
N2 (red). 
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4. Observation site at the time of measurements 

4.1. Water masses 

The temperature-salinity diagrams (Fig. 12) clearly illustrate that the 
BMC region represents a crossroads between waters of subtropical, 
subantarctic and shelf origin. In station 32 upstream the BC, and in 
stations 9 and 10 located north of the front, the upper part of the water 
column is occupied by Subtropical Shelf Waters (T > 18.5, S < 36.0; 
Piola et al., 2000; Möller et al., 2008), which are shelf waters formed by 
the dilution of BC waters with coastal origin waters, and with the 
contribution of river water from Rio de la Plata (S < 33.6; Berden et al., 
2020). In the 50 to 100 m depths, we find the warmest and saltiest 

(T > 19 ◦C, S > 36.38) Tropical Water (TW), formed at tropical latitudes 
and advected within the BC. Below and down to 400 m, we find South 
Atlantic Central Water (SACW), characterized by a straight line in the T- 
S diagram between (12.0 ◦C, 35.4) and (18 ◦C, 36.2) (Valla et al., 2018; 
Orúe-Echevarría et al., 2021). 

Stations 19 and 21, located over the continental slope, display the 
same vertical arrangement of water masses as those stations located 
south of the front (22, 23, 24, 26) and along the BC (03), but with the 
influence of the summer shelf Patagonian waters (slightly warmer, 
T > 4.8 ◦C, and fresher, S < 34.05, conditions down to 400 m); in sta
tions 19 and 21 no intrusions are observed (Fig. 12b). Waters at stations 
19, 21, 22, 23, 24 and 26 are of subantarctic origin, substantially fresher 
and colder than in those stations over the BC. The first 100 m of the 

Fig. 12. (a) T-S diagram for the water masses at the different stations, identified by colour; depth values are also coloured by station (32, 60, 88, 104, 204, 304 and 
404 m). (b) Detail of the T-S diagram for waters below 100 m. In both panels, the black thin lines correspond to the isopycnals. 

Fig. 13. Temperature, salinity, density and dissolved oxygen profiles in stations 03, 06, 09, 21, 22, 24 and 32. All profiles correspond to selected casts of the 
microstructure probe, except for the dissolved oxygen that comes from the SBE cast. 
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water column are occupied by Subantarctic Shelf Water (SASW, 
S ≅ 33.8) which flows along the Patagonian shelf from 55◦S and is 
partly exported offshore close to the BMC (Franco et al., 2018, Berden 
et al., 2020). Immediately below, we find Subantarctic Mode Water 
(T ≅ 5.1 ◦C, S ≅ 34.1; Piola and Gordon, 1989) formed in deep winter 
convection along the Sub-Antarctic Zone of the northern Drake Passage 
(Paniagua, et al., 2018). The eastern stations, located over the retro
flection of the MC (22, 23, 26), at depths below 100 m display high 
variability. This corresponds to the presence of intrusions as thick as 
50 m during the cruise (Orúe-Echevarría et al., 2019). At station 06, an 
intense interleaving structure, formed by the two different types of 
water masses, can be identified. 

In Fig. 13, several representative profiles of temperature, salinity and 
sigma, as obtained with the microstructure profiler, are presented. The 
oxygen vertical structure, as sampled with the SBE probe, is also pre
sented, as it can be used as a tracer for these water masses. The warmer, 
saltier and lighter northern stations (06, 09 and 32) are also less 
oxygenated (<6 ml l− 1). The presence of continental water causes that 
these northern stations present substantial variability in the shallow 
(<100 m) layers. 

4.2. Mean flow 

During the campaign, the flow field displayed substantial spatial 
variability, with the maximum speed along the continental slope and the 
frontal system, and lower values on the northern side of the BMC 
(Fig. 14). A comparison with density profiles (Fig. 13) shows some clear 
associations in the more stratified stations. In station 9, located north of 
the BMC (Fig. 1), the speed is maximum and directed offshore in the 
surface layer (0.4 m s− 1 at 28 m), decreases in the seasonal thermocline 
(0.15 m s− 1 at 80 m) and increases again in the permanent thermocline 

but flowing along-slope to the southwest (mean speed about 0.3 m s− 1). 
In contrast, in station 6 there is an interleaving vertical structure 
composed by water masses of northern and southern origin, with fairly 
low speeds. 

In those stations located south of the BMC, the flow velocity at each 
station was fairly constant in depth, with velocities up to about 
0.5 m s− 1. This can be observed in stations 24, 23 and 22, which are 
located along a section normal to coast, with stations 24 and 22 closest 
and farthest offshore, respectively. Station 21, which is located over the 
continental slope, displays a maximum speed near the sea surface 
(0.37 m s− 1 at 16 m) and a subsurface secondary maximum (0.2 m s− 1 at 
134 m). Finally, stations 03 and 32, located along the MC and upstream 
the BC, display fairly large and vertically-homogeneous speeds 
(0.5 m s− 1 and 0.25 m s− 1, respectively). 

4.3. Vertical stratification and shear 

Our study covers the upper portion of the water column: the surface 
mixed layer, the seasonal pycnocline, where stratification reaches 
maximum values, and the upper part of the permanent pycnocline. The 
upper and lower limits of the seasonal pycnocline are determined for 
each cast based on the gradient of the filtered sigma profiles (section 
3.2) and the mean values at each station are presented in Table 3. 

A joint view of mean values of the stratification, absolute velocity, 
velocity shear and Richardson numbers for both the seasonal and per
manent pycnoclines (down to 400 m) is presented in Fig. 15. All values 
are based on data recorded with the LADCP and SBE with a vertical 
resolution of 4 m, so statistics are computed for 10–20 data points in the 
seasonal pycnocline and from about 80 points in the permanent pyc
nocline (Table 3). 

In the seasonal pycnocline N2 10− 4s− 2, one order of magnitude 

Fig. 14. Latitudinal (green) and zonal (blue) components of the velocity. The positive meridional and zonal velocities are northward and eastward, respectively. The 
absolute speed (modulus of the velocity vector) is also shown (red line). 

Table 3 
Upper and lower limits of the seasonal pycnocline.  

Stations 03 06 09 10 19 21 22 23 24 26 32 

Hupp(m) 20 <6 23 10 17 11 24 12 12 <6 83 
Hlow(m) 62 99 103 93 65 69 78 78 78 88 109  
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higher than in the permanent pycnocline, where N2 10− 5s− 2 (Fig. 15a, 
b). For each station, the velocities at the seasonal and permanent pyc
noclines are fairly similar (Fig. 15c, d), ranging from about 0.5 m s− 1 at 
station 03 in the MC to<0.1 m s− 1 at station 06, north of the front. The 
corresponding shear in the permanent pycnocline (Fig. 15e), S2 10− 5s− 2, 
is larger than in the permanent pycnocline, where S2 10− 6s− 2 (Fig. 15f). 

In Fig. 15g, h the statistics of the Richardson numbers are compared 
with the 0.25 and 0.45 values, which are considered as critical for shear 
instability (section 3.6). In the permanent pycnocline, most stations 
show segments with Richardson numbers lower than the critical values 
(Fig. 15h), so we can conclude that there are favourable conditions for 
shear-induced turbulence. In the highly stratified seasonal thermocline, 
in contrast, there are few segments where Ri < Ric(Fig. 15g). Note that 
the Richardson numbers have been computed over a vertical scale of 4 m 
simply because velocity data at smaller scales are not available. 

5. Energy dissipation 

5.1. Dissipation rates of turbulent kinetic energy 

Considering that only irreversible processes contribute to effective 
turbulent diapycnal diffusivities (Ma and Peltier, 2021), the intensity of 
mixing in each station can be assessed through the TKE dissipation rates 
as estimated for each individual cast. Fig. 16 illustrates the time evo
lution of these dissipation rates as inferred from the different micro
structure casts done in four representative stations. The Richardson 
number, Ri, is computed from the density obtained from CTD sensors 
and the velocity recorded simultaneously from the LADCP (section 3.6) 
and also from N2obtained with the microstructure profiler (section 3.1). 
The most relevant features in the contour plots are the high rates of 
dissipation within the upper ocean but away from the sea surface, and 
the existence of high-dissipation patches in the permanent pycnocline, 
with vertical extension ranging from several metres to a few tens of 
metres. Note that large thermohaline intrusions below 100 m show up in 
the T-S diagram (Fig. 12b), particularly in the stations 22, 23 and 26. 
Notice also that stations located on the continental slope are shallow 
(541 m in station 21) so that near-bottom mixing resulting from the 
breaking of internal waves can be expected. 

The prevalence of relatively low Ri values points at an environment 
favourable to shear instability, although without clear correspondence 
between high dissipations rates and low Ri numbers. This may be due to 
the fact, already commented, that the vertical resolution of the velocity 
data used to compute Ri is low and that the microstructure measure
ments were done from a non-anchored ship between 1 and 4 h of dif
ference with the velocity measurements, in a region where there is a 
high spatial and temporal variability of the flow. Turbulent events are 
expected to decay in times of the order of τ = 8 N− 1 so, for example, if 
N2 = 10-5 s− 2 then τ = 0.7 h, and the horizontal scales can be expected to 
be about 10 times larger than the vertical scales (Smyth and Moum, 
2012). Non local balance between production and dissipation of TKE 
cannot be disregarded either (Nash et al., 2012; Lozovatsky et al., 2012). 

5.2. Dissipation near the sea surface 

The dissipation rates down to 120 m, obtained from all the cast at 
nine representative stations are shown in Fig. 17. The sigma profiles 
differ markedly between stations, often presenting layers typically 
several meters thick. In all stations, the velocity changes rapidly with 
depth throughout the seasonal pycnocline. 

The dissipation rates peak near the sea surface and decrease rapidly 
with depth, probably reflecting the influence of the surface waves (Annis 
and Moum, 1995). Lozovatsky et al. (2005), based on data in the North 
Atlantic, proposed the curve ε(z) = 0.184e− 0.85z to simulate the effect of 
surface waves in the near-surface turbulence, which shows good 
agreement with the data (Fig. 17). 

For all stations, the wall law ε(z) = 1.5u2
*/(kz), where u* is the 

friction velocity (Table 2) and k = 0.4 the von Karman constant, is also 
represented for every hour during measurements. Furthermore, in order 
to include the convective effect of the buoyancy flux JB (Table 2), the 

curves ε(z) = 1.5 u2
*

kz +0.8JB (Lozovatsky et al., 2005) are also plotted. 
These theoretical profiles seem to set the lower limit of the mean 
dissipation rates within the seasonal pycnocline, although dissipation 
rates as much as two orders of magnitude larger are observed. 

The velocity profiles in Fig. 17 show the presence of high vertical 
shear, which may be the result of flow convergence at the frontal region 
(Fig. 2) and can lead to shear-driven mixing. Near the continental shelf 

Fig. 15. Box plots of the squared buoyancy frequency, the speed, the squared velocity shear and the Richardson number within the seasonal pycnocline and in the 
permanent pycnocline down to 400 m, based on LADCP and SBE data. The edges of each box are the 25th and 75th percentiles, the whiskers extend to the most 
extreme data not considered outliers; outliers are shown with red dots. In the Richardson number panels the red horizontal lines stands for Ricr = 0.25and 0.45. 
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break in the East China Sea, Matsuno et al. (2005) found large ε in the 
upper thermocline which they interpreted was likely generated by in
ternal waves. Based on seismic oceanographic techniques, Gunn et al. 
(2021) also found dissipation rates between 10-5-10-4 W kg− 1 at about 
100 m in the BMC, which is the shallower portion of the water column 

that they could resolve. 

5.3. Turbulent patches in the permanent pycnocline 

For the stations 19 and 21, located on the continental slope, 

Fig. 16. Contour plots of the dissipation rates at 
stations 26, 09, 21 and 03. The time of mea
surements is indicated with vertical lines of 
different colours, referred to the time when 
LADCP measurements were performed; accord
ingly, negative times in station 21 indicate that 
the microstructure measurements were per
formed before the deployment of the LADCP. 
Isopycnals are plotted superimposed in grey 
colour. The black diamonds on the right panels 
stand for the Richardson numbers as computed 
with the velocity and density recorded simulta
neously from the standard CTD and the LADC at 
t = 0. The coloured Richardson numbers dots 
stay for Ri computed using N2 calculated from 
the microstructure casts (using the same colours 
as in the left panels); the vertical lines in the 
Richardson plots correspond to the values of 0.25 
and 0.45.   
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Fig. 17. Dissipation rates obtained for 2-m segments within the upper 120 m for all casts at stations 26, 23, 22, 21, 19, 06, 09, 32 and 03 (grey stars). The bin-average 
values are shown with brown squares (arithmetic mean) and black circles (geometric mean). The number of data points per bin is indicated. For each station, the 
velocity measured with the LADCP and the density profiles measured during the microstructure casts are presented in the right panels. The dissipation-rate curves are 
ε(z) = 0.184e− 0.85z for z ≥ -18 m (black line), and ε(z) = 1.5u2

*/(kz) (blue dot-line) and ε(z) = 1.5u2
*/(kz)+0.8JB (blue solid-line) for z < -18 m; different shades of 

blue correspond to different meteorological forcing measured 1 h apart during measurements. The horizontal green lines in the velocity panels indicate the upper 
(when it exists) and lower limits of the seasonal pycnocline. 

Fig. 18. Rate of transformation of available potential energy (APE) plotted as a function of dissipation rates for all the turbulent patches in stations 19 and 21, over 
the continental slope. The numbers indicate the thickness in meters of the patches. 
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patches>3.5 m in the permanent pycnocline (below 70 m) have been 
identified through the method of the accumulative Thorpe displacement 
(section 3.3); recall that these are the only two stations where we have 
been able to apply this method. In total there are 80 patches ranging up 
to 36 m with mean dissipations from 8.5 × 10-9 to 4.7 × 10-6 W kg− 1. 

In Fig. 18 the expected rate of APE to TKE transformation, N3L2
T/8, 

has been represented as a function of the dissipation rate, ε (section 3.3). 
The straight-line fit would represent that the APE release from shear 
instabilities is balanced by the dissipation rate. During each cast 
different stages of the mixing events are sampled, but the curve 
regression gives an integrated result. The lineal fit between N3L2

T/8 and 
ε, in logarithmic scale, indeed has a slope close to 1 (R2 = 0.33), sup
porting the idea of the predominant local balance between production 
and dissipation in the permanent thermocline as it would be the case for 
small-scale shear instabilities. The relatively large scatter suggests other 
mechanism like internal waves (Palmer et al., 2015). 

The entire set of patches in Fig. 18 covers 1025 m out of a total of 
1572 m in the permanent pycnocline, so that patches represent 65 % of 
the water column, with patches thicker than 3.5 m occupying 19 % of 
the total sampled depth. In 23 % of the patches the dissipation rate is 
higher than 10-7 W kg− 1. This patch analysis has been done only for 
stations on the continental slope where LT could be computed. Alter
natively, the percentage of the water column in the permanent pycno
cline where ε > 10− 7W kg− 1 has been calculated for all the stations 
based on the mean dissipation rates within segments of 2 m (Fig. 19). For 
the casts in stations 19 (P20-P21) and 21 (P25-P27), these percentages 
are approximately 15 % and 27 %, respectively, consistent with the 
results based on the patch analyses. The mean percentage at these 
continental slope stations is about three times larger than in other sta
tions, except for stations 10 and 32 that were sampled under relatively 
high-wind conditions (Table 2). 

5.4. The state of the turbulence 

Considering all casts in all stations, about 95 % of the 2-m segments 
fulfil the condition Reb > 30, so turbulence can indeed be considered 
active. Complementary to this, for those stations where the Thorpe scale 
can be computed (19 and 21), the FrTand ReTnumbers have been 

Fig. 19. Percentage of the water column in the permanent pycnocline where ε 
> 10− 7 W kg− 1, considering all different casts; the horizontal black lines indi
cate the mean value for the corresponding stations. 

Fig. 20. (a) Hydrodynamic diagram of 2-m segments within the seasonal 
thermocline (in green) and the permanent thermocline (in blue) of all the casts 
recorded on stations 19 and 21. (b) Brunt-Väisälä frequency and (c) Thorpe 
scale for the same segments. 

Fig. 21. (a) Diapycnal eddy diffusivities computed in 2-m segments for all casts. The empty circles stand for the geometrical (blue) and arithmetic (black) means for 
all segments in the seasonal and permanent pycnocline, respectively. The coloured symbols indicate the segments located within the seasonal pycnocline: green when 
the mixed layer is deeper than 10 m and magenta when shallower. (b) Geometrical mean diffusivities every 10 m and the corresponding 5 and 95 percentiles. The 
vertical line stands for the geometrical mean of all segments from the sea surface down to 400 m. (c) Density profiles of representative stations in this study. 
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calculated for 2-m segments and represented in the hydrodynamic dia
gram (Fig. 20). In Fig. 20a we present the lines FrT = 15 and Reb = 30, 
which correspond to values where the turbulence is considered to decay 
(sections 3.7 and 3.8). The data points show that the turbulence remains 
active at all depths, with ReT > 15 stretching over about 5 orders of 
magnitude. In Fig. 20b and 20c, both N2and LT are represented as a 
function of ReT. N2 is plotted to evaluate whether large ReT are biased 
toward weak stratification. At the seasonal and permanent pycnoclines 
LT increases with ReT, but the largest LT are observed in the permanent 
pycnocline, with relatively low stratification and high ReT. The arith
metic mean of FrT is 1.6 and the geometric mean 1.1 (2.3/1.6 in the 
seasonal pycnocline and 1.4/1.0 in the permanent pycnocline). As 
already commented, it is expected that FrT ≅ 1 at the time of maximum 
turbulent intensity. 

6. Vertical mixing 

6.1. Mean diapycnal eddy diffusivities 

The diapycnal turbulent buoyancy flux is calculated as Jb = − KρN2, 
where Kρ is the diapycnal eddy diffusivity of mass and N2 the environ
ment stratification. Following Osborn (1980), who assumed a local 
balance between εand the production of TKE energy from the mean 
shear P and the buoyancy flux B, the diapycnal eddy diffusivity becomes 
Kρ = γ ε

N2 , where γ =
Rif

1− Rif is the mixing coefficient. Setting the 
Richardson flux number or mixing efficiency, Rif = B/P = 0.15 leads 
to.γ = 0.2 

There is a vast bibliography where Rif is parameterized with 
different variables describing the relative importance of the stratifica
tion with respect to the shear and the intensity of the turbulence, like Ri 
and Reb, (Phillips, 1972; Gibson 1980; Lozovatsky et al., 2006) and even 
on the time life of the event (Pelegrí and Sangrà, 1998; Smyth, 2001). 
Caulfield (2021) argued that, in general, a flow is characterized by four 
non-dimensional parameters, but Gregg et al. (2018) recall that tracer 
experiments confirm that γ = 0.2 over a 30-fold range of diapycnal 
diffusivities. Accordingly results presented here have been computed 
following Kρ = 0.2ε/N2 (section 3.9). 

The diffusivities calculated during the campaign are presented in 
Fig. 21a. Diffusivities span five orders of magnitude, even in the per
manent pycnocline, and their variability is also very high with depth, 
mirroring the regions with the high dissipation rates. 

The data recorded during 12 days in 11 stations (41 casts) in the 
frontal region of the encountering of subtropical and subantarctic waters 
should provide a robust statistic value of the regional diapycnal diffu
sivity. However, given the large range of variability, the extreme values 
dominate and the arithmetic mean is not a good representative of the 
measured values (Fig. 21a). Wells and Wells (1921) faced similar 
problem when studding the population of bacteria that present high 
spatial and temporal variability and introduced the geometric mean to 
better describe the size of the population and its evolution. The arith
metic mean considers the set of events as independent and the geometric 
mean considers them as sequential, hence addressing the combined ef
fect of mixing events on the total fluxes. As stated by Wells and Wells 
(1921), when the variability is low, the geometric mean is slightly 
smaller but remains close to the arithmetic mean. However, the geo
metric mean is less sensitive to extreme values and, for situations of high 
variability, gives values that are more representative of the measure
ments than the arithmetic mean (Fig. 21a). 

By introducing the geometric mean we have an objective method to 
compare different frontal locations and different layers. In Fig. 21b, the 
geometric mean for segments of 10 m is presented together with the 
percentiles 5 and 95. A coherent background vertical structure is 
observed with maximum values in the surface layers, minimum values in 
the seasonal thermocline extending roughly down to 150 m, and inter
mediate values in the permanent pycnocline – although with high 

individual diffusivities. Gunn et al. (2021) found the highest mixing 
rates at about 200 m, associated with submesoscale features about 
30–40 km long. Orúe-Echevarría et al. (2019), based on the vertical 
correlation analysis of high-resolution SeaSoar measurements under
taken during the same campaign, found intrusions about 10–50 m thick 
and 10–20 km long. 

The arithmetic mean of the seasonal-pycnocline diffusivity for all 
stations is Kρ = 1.2 × 10− 2m2 s− 1 and the geometric mean is Kρ = 3.8×

10− 4m2 s− 1. For the permanent pycnocline, the arithmetic mean is Kρ =

9.9 × 10− 2m2 s− 1 and the geometric mean is Kρ = 6.8× 10− 4m2 s− 1, 
about twice as in the seasonal pycnocline. The geometric mean for the 
entire column, including the upper mixed layer, is Kρ = 7.0 ×

10− 4m2s− 1 (Table 4). 
Overall, our data at the BMC show very high mixing rates in the 

upper 400 m of the water column, which are one or two orders of 
magnitude greater than the canonical value in the thermocline of 
10− 5m2s− 1, which makes sense considering that the BMC is among the 
most energetic regions in the world ocean (Chelton et al., 1990). The 
quantitative and qualitative results found in this study are in agreement 
with those obtained from seismic data in the BMC by Gunn et al. (2021). 
These authors hypothesize that the elevated mean mixing rates result 
from the proximity to the continental slope and the intense open-ocean 
dynamics. 

6.2. Eddy diffusivities in different frontal areas 

When exploring the mixing activity in different areas, the number of 
casts is substantially reduced but yet the geometric mean for the sea
sonal and permanent pycnocline provides consistent information. In 
Fig. 22 and Table 4, the results are compiled after dividing the BMC in 
areas north and south of the front, on the continental slope and over the 
paths of the BC (station 03) and MC (station 32). 

In general, the mean diffusivity for the entire water column is similar 
to the mean diffusivity of the permanent pycnocline. The mean diffu
sivities in both the seasonal and permanent pycnoclines for those sta
tions located south of the front (Fig. 22b, c, e) are about double than 
those located to the north (Fig. 22a, d). It is possible that the higher 
stratification and weaker currents of the BC as compared with the MC is 
the cause for this difference. The mean diffusivities in those stations over 
the slope are the largest and also present the highest variability 
(Fig. 22c). As has been commented before, the water masses of these 
stations are essentially the same as in those stations to the south of the 
front. 

6.3. Driving mechanisms at the dissipative scales 

In order to explore the driving dissipative mechanisms, we examine 
the distribution of the Turner angles and the Richardson numbers 
together with the turbulent kinetic energy dissipation rates – and the 
background temperature,T, salinity, S and sigma-theta, σ – for individ

Table 4 
Geometric means of the diffusivities.   

Stations 
Kρ (10-4 m2 s− 1) 

Seasonal 
pycnocline 

Permanent 
pycnocline 

Entire water 
column 

All  3.8  6.8  7.0 
North of the front (09, 

10, 06)  
2.4  3.7  3.9 

Upstream along the BC 
(32)  

1.3  4.2  13.2 

South of the front (22, 
23, 24, 26)  

5.9  7.5  7.4 

Over the continental 
slope (19, 21)  

3.8  8.8  8.3 

Along MC (03)  1.8  7.0  6.2  
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ual casts. The Turner angle Tu tells us if specific segments are gravita
tionally stable (-45◦< Tu < 45◦), unstable (Tu > 90◦ or Tu < − 90◦), or 
may experience salt fingering (SF, 45◦< Tu < 90◦) or double diffusion 
convection (DDC, − 90◦ < Tu < − 45◦). A similar approach has been 
used by Zhu et al. (2021) in the Sub-Arctic Front. The Turner angle 
values are obtained from 1-cm microstructure data, which is low-pass 
filtered to 4 m and interpolated every 0.5 m (section 3.10). The 
gradient Richardson Ri values are also calculated every 4-m, using the 4- 
m LADCP velocity data and the 4-m median value for the squared 
buoyancy frequency N2as obtained from the microstructure profiles. The 
whole set of N2values combined with a unique value of the square of the 
vertical shear, S2, has been used to determine the interquartile range 

(IQR) for Ri within the 4-m segment. Fig. 23 shows these variables for 
casts P36 (station 26) and P25 (station 21). 

Station 26 (Fig. 23a) is a deep station located at the southern site of 
the front where subduction is very important (Fig. 2c). As commented, 
this is a highly dynamic region with the presence of strong currents, 
associated with fronts and mesoscale structures, such as eddies and fil
aments, which originate multiple intrusions at different levels in the 
water column and submesoscale structures are identified at all depths. 
At this station an intrusion of fresher water is observed extending from 
about 10 to 50 m depth coinciding with a layered structure on the 
temperature and sigma profiles. At these depths the Ri values are close to 
0.25 for some segments and the lower limits of the IQR are below 0.25 in 

Fig. 22. Geometric mean of the diapycnal diffusivities in the seasonal (green) and permanent (grey) pycnoclines for clusters of stations grouped according to their 
relative position with respect to the front: (a) northern side, (b) southern side, (c) over the continental slope, and (d) far upstream along the BC (station 32) and (e) far 
upstream along the MC (station 03). Vertical lines stand for the geometric mean for the entire water column. 

Fig. 23. Turner angles, turbulent kinetic energy dissipation rates and Richardson numbers as a function of depth for (a) cast P36 in station 26 and (b) cast P25 in 
station 21; for Ri, the interquartile range is represented. The corresponding temperature, salinity and potential density profiles are also presented. 

E. Roget et al.                                                                                                                                                                                                                                    



Progress in Oceanography 211 (2023) 102968

17

most cases. These values indicate favourable conditions for vertical 
overturns caused by shear instabilities, probably generating K-H billows. 
Development of K-H instability is consistent with values of Tu > 90◦, 
which indicates gravitational instability, coinciding with the step 
structure of the density profile. At the upper and lower parts of this 
highly dissipative region, the conditions are slightly favourable for salt 
fingers formation (Tu > 45◦). Further, the high dissipation rates around 
300 m depth coincide with a colder and fresher water intrusion with a 
thickness of about 20 m. In this case, Ri values are slightly larger and the 
Tu angle indicates double diffusive convection, a possible source of the 
high dissipation rates. Similar phenomenology is observed at about 
200 m depth. 

Station 21 (Fig. 23b) is a shallow station (547 m depth) with a mixed 
layer between 150 and 200 m (Fig. 6b). The values of Ri are below 1 
within these depths, with the lowest values (<0.25) coinciding with the 
highest dissipation rates in a layer extending between 160 and 180 m. K- 
H instabilities due to internal waves breaking induced by the bathym
etry could explain this event (Matsuno et al., 2005; Seim and Fer, 2011). 
The fact that high dissipation rates are not observed throughout the 
entire mixed layer, from 150 m to 200 m depth, could be interpreted as 
indicative of secondary instabilities occurring after primary K-H bil
lowing (Smyth and Moum, 2012). This appears to be corroborated by 
the Tu angles, with stable layers where − 45◦ <Tu < 45◦ alternating with 
other layers where Tu > 90◦ confirms gravitational instability. At both 
sides of this high energetic core, the Tu angles also denote gravitational 
unstable conditions. 

The uncovering of the mechanisms that drive diapycnal mixing in the 
BMC deserves a wide and deep analysis, which falls beyond the original 
aim of this article. However, the examples presented here show that K-H 
instabilities are important mechanisms that drive mixing. Further, our 
results suggest that double-diffusion convection and salt fingering may 
also have a relevant role, although their relative importance has not yet 
been determined. Whether double diffusion regimes can actually occur 
without being disrupted by the mechanical turbulence, are still unclear 
(Nagai et al., 2021). 

7. Conclusions 

During the cruise, turbulence has been found to be very energetic in 
all BMC stations, exceeding ReT = 15 and Reb = 30. The arithmetic 

mean of FrT is 1.6 and the geometric mean 1.1. In the permanent pyc
nocline, most stations exhibit high-dissipation patches with vertical 
extensions ranging from several metres to about 30 m. Over the slope, 
ε > 10− 7W kg− 1 in about 20 % of the 2-m segments, and for the 
remaining stations, ε > 10− 7W kg− 1in about 7 % of these segments. In 
stations 10 and 32, where weather conditions were fairly rough, the 
percentages are higher. 

In the upper 120 m, the modified law of the wall (considering the 
buoyancy flux, εwall + 0.8Jb) fits the background dissipations well, but in 
all stations there are segments with dissipation rates up two orders of 
magnitude higher (up to 10− 5Wkg− 1). High dissipation rates within 
these upper layers coincide with high vertical shear, possibly related to 
the convergence of the two currents or to the generation of internal 
waves by the submesoscalar features. Remarkable layered structures are 
observed, which appear related to intruding filaments generated at the 
front. 

Below the mixed layer, active turbulence appears mostly related to 
small-scale shear-driven instabilities, as shown by the low Ri numbers. 
In those stations over the continental slope, our data is consistent with 
near-bottom mixing resulting from the breaking of internal waves. In the 
thermocline layers, there are thermohaline intrusions that create in
versions in the temperature and salinity profiles, leading to double 
diffusive convection (DDC) and salt fingering (SF), with high-dissipation 
layers. The relative intensity and effect of both DDC and SF on the 
diapycnal fluxes remains yet to be determined. 

As a result of the high variability and large range of Kρ values, which 
greatly mirror the ε distribution, the arithmetic mean is largely domi
nated by extreme values. In contrast, the geometric which is less sensi
tive to extreme values and is a good estimate of the most likely value. 
The geometric mean of the diffusivities in the seasonal pycnocline is 
3.8× 10− 4m2 s− 1, while in the permanent pycnocline this mean reaches 
6.8× 10− 4m2 s− 1. The geometric mean for the entire water column 
(from the sea surface down to about 400 m) is Kρ = 7.0× 10− 4m2s− 1. 
These values are considerably greater than the canonical value in the 
thermocline of 10− 5m2s− 1. 

The geometric mean values of Kρin the more homogeneous and en
ergetic waters to the south of the front (7.4× 10− 4m2s− 1) are about 
twice those in the more stratified and slower waters to the north (3.9×

10− 4m2s− 1). It seems likely that the higher stratification and weaker 

Fig. 24. Schematics with some major features of the spatial distribution of the TKE dissipation rates ε and the diapycnal eddy diffusivities K in the BMC frontal 
region. (a) Horizontal distribution of the (surface to 350 m) depth-averaged ε and K values. The dotted curve shows the position of the continental shelf break and the 
dashed curves the position of the front at the sea surface and at 350 m; the blue line illustrates a cross-frontal section that runs approximately between stations 26 and 
10. (b) Vertical distribution along this cross-frontal section, illustrating the potential density (σ) distribution together with the near-surface and permanent ther
mocline K values and the percentage of the water column with ε values above 10-7 W kg− 1 on both sides of the front. 
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vertical shear of the BC as compared with the MC is the cause for this 
difference. 

Our results have shown that vertical diffusivity and diapycnal fluxes 
are largely enhanced in an intense frontal system such as the Brazil- 
Malvinas Confluence (Fig. 24). This is of special relevance as frontal 
systems are often imagined as barriers between different water masses, 
as actual frontiers between subpolar, subtropical and tropical regions. 
However, intense vertical mixing in frontal systems, which often ac
companies the unstable mesoscale and submesoscale frontal features, 
may prove that fronts are indeed highly energetic regions that sustain 
the worldwide vertical transfer of key properties such as heat and 
nutrients. 
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