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Abstract 

The larger stability of phenacenes compared to their acene isomers in their ground states is attributed 

to the larger aromaticity of the former. To our knowledge the relative stability of acenes and 

phenacenes in their lowest-lying triplet states (T1) has not been discussed yet. Using unrestricted 

density functional theory calculations, our results show that for the smallests members of the series, 

acenes in their T1 states are more stable than the corresponding phenacenes. However, when the 

number of the rings (n) involved increases, the energy difference is reduced and for n > 12, 

phenacenes become more stable than acenes in their T1 states. To rationalize this trend, we analyze 

the aromaticity of acenes and phenacenes using a set of aromaticity descriptors. We find that in the 

T1 states of both acenes and phenacenes, the outer rings form aromatic Clar π-sextets. In acenes, 

delocalization of spin density in the central rings leads to the preferred formation of the largest 

antiaromatic diradical. Resonant structures in the form of antiaromatic diradical Baird π-octadectets 

and π-tetradectets are the major contributors, while the smaller ones, such as π-doublets and π-sextets, 

contribute the least. In phenacenes, structures with diradical antiaromatic Baird π-sextets in some of 

the central rings contribute the most. These results are relevant to understand the (anti)aromaticity of 

larger polycyclic aromatic hydrocarbons in their triplet states. 
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Introduction 

Aromaticity is a very popular property used in organic chemistry to explain the unusual 

stability of several cyclic conjugated compounds.1 Although this property does not have a 

clear definition, aromaticity is applied in molecular design for the modulation of 

photoreactivity or in the development of materials for singlet fission, triplet-triplet anhilation 

or thermally activated delayed fluorescence among others, through the (de)stabilization of 

ground and excited states.2–7 In the closed-shell singlet ground state, aromaticity obeys a 

series of rules8 that allow the characterization of a compound as aromatic, non-aromatic or 

antiaromatic. 

The most popular rule is Hückel's,9 which states that compounds containing 4n+2 (4n) are 

considered aromatic (antiaromatic), the best-known example is benzene, which has 6π 

electrons (n = 1) and is considered the archetype of the aromatic compounds. When 

attempting to extend this concept to compounds with multiple rings, such as polycyclic 

aromatic hydrocarbons (PAHs), Hückel's rule is not applicable. For the case of benzenoid 

compounds, i.e. PAHs containing only six-membered rings (6MR), local aromaticity is 

understood qualitatively through a series of rules provided by Clar in his now classic "The 

aromatic Sextet".10,11 On the other hand, in non-benzenoid compounds, the (anti)aromaticity 

can be characterized through the Glidewell-Lloyd rule12 which arises as a generalization to 

Clar's π-sextet rule. 

Acenes (PAHs with straight topology, Figure 1), and phenacenes (PAHs with kinked 

topology) constitute a series of isomeric PAHs families of great importance both from the 

theoretical point of view and in materials science, being the subject of multiple studies that 

have been reviewed recently.13,14 One of the most striking features is the difference in the 
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stabilities between the isomers belonging to these families, with the phenacenes being more 

stable than the acenes. This characteristic has received several explanations based on 

aromaticity15–17 or H···H bonding interaction.18–22 One of the most accepted explanations is 

that the difference between the stabilities is due to a more effective π-bonding interaction in 

phenacenes. Local rings in phenacenes are more aromatic than in acenes, thus showing that 

the property that drives the greater stability of the phenacenes with respect to the acenes in 

the ground state is aromaticity. Their results are related to Clar's π-sextet model as 

phenanthrene has two aromatic π-sextets while anthracene has only one migrating π-sextet. 

Interestingly, dicationic linear anthracene is more stable than dicationic kinked phenanthrene 

by about 16 kcal.mol-1.23 But the dicationic anthracene has two π-sextets, the same number 

as dicationic phenanthrene. Therefore, if aromaticity is similar, the linear isomers are more 

stable than the kinked because the latter suffer from H···H repulsions in the bay regions of 

phenacenes.24 

Beyond classical counting rules, several strategies and indicators have been developed to not 

only determine the (anti)aromatic character of a system, but also to quantify it.25–27 There is 

a plethora of indicators of aromaticity that are based on different magnetic,28 geometric,29 

electronic,30 reactivity,31,32 and orbital localization properties,33 and more recently also 

derived from the information-theoretic approach.34 However, the first three are the most 

popular and used criteria to quantify aromaticity. 

For the case of excited states, specifically the lowest-lying triplet state, Hückel's rule is 

replaced by Baird's rule,35 which is basically the inverse form of the first one. This rule states 

that a monocyclic conjugated compound is aromatic (antiaromatic) if it contains 4n (4n+2) 

π-electrons. The use of both rules (i.e. Hückel and Baird) has led to the development of design 
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strategies for the modulation of the photoelectronic properties of diverse compounds with 

potential technological applications.36–39 However, for the study of PAHs in excited states, 

there are no known rules analogous to those proposed by Clar. To the best of the authors’ 

knowledge, there are only a few studies in which the aromaticity of PAHs in the excited states 

has been explored,39–46 so we consider necessary to make an exhaustive evaluation of local 

aromaticity in representative PAHs such as acenes and phenacenes. 

The present article is aimed at the analysis of (anti)aromaticity in the lowest-lying triplet (π-

π*) T1 state of a series of acenes and phenacenes using some of the most popular criteria of 

aromaticity, namely, magnetically induced current density (MICD),47 out-of-plane 

component of the nucleus independent chemical shift (NICSzz) at 0 and 1 Å above the 

molecular plane,25,48,49 harmonic oscillator model of aromaticity (HOMA),50 multicenter 

index (MCI),51 para-delocalization index (PDI),52 and aromatic fluctuation index (FLU).53 

We are aware that the impact of the T1 state in the photochemistry of acenes and phenacenes 

is marginal compared to that of the S1 state.54–57 We focus on the T1 state for three reasons: 

first, Baird’s rule applies primarily to the T1 state, second, the aromaticity of the T1 and S1 

states is usually quite similar,58 and, third, the S1 state in acenes has an intrinsic 

multiconfigurational character that makes its study cumbersome especially for large 

acenes,59–61 while T1 states are well-described with unrestricted methods.62 

Computational Methods 

All structures studied in this work have been optimized without symmetry restrictions at the 

UB3LYP63–65/6-311G(d,p)66,67 level using Gaussian 16 computational package.68 It has been 

ensured that all compounds are minima in the potential energy surface through vibrational 

frequency calculations. Since PAHs have a biradical character as the number of rings 
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increases, the broken symmetry approach has been applied to study the singlet state for n ≥ 

7.69,70 To evaluate the reliability of the results obtained, single-triplet gaps were obtained and 

compared with experimental values reported in the literature. The magnetic criterion of 

aromaticity has been assessed through the Gauge Independent Atomic Orbital (GIAO) 

method in gas phase71 using NICSzz at 0.0 and 1.0 Å above the molecular plane and in the 

center of each ring of the polycycle. Additionally, vector maps of magnetically induced 

current density (MICD) at 1 a.u. above the molecular plane are reported using the VisIt 

program.72 For MICD calculations, an external B field was placed perpendicular to the molecular 

plane of the molecules. This magnetic field generates an electron movement and a ring current in 

accordance with the Biot-Savart law.73 The GIAO-CD (GIAO Current Density) method 

proposed by Keith74 have been applied for MICD calculation. This method allows to obtain 

current densities directly from the GIAO results in the context of the Quantum Theory of 

Atoms in Molecules75 developed by Bader and implemented in AIMALL software.76 On the 

other hand, the delocalization criteria have been tested using the MCI, PDI, and FLU using 

the ESI-3D program77,78 in conjunction with the QTAIM space partitioning performed with 

AIMAll.76 The evaluation of aromaticity with geometric criteria has been done using HOMA, 

which involves the measurement of the bond distance and equalization deviation of the ideal 

aromatic benzene molecule. Finally, the spin density was depicted using the Multiwfn79 and 

Chemcraft programs80 and numerically obtained through NBO calculations.81 All indices of 

aromaticity have been obtained with the UB3LYP/6-311G(d,p) method. 

Results and discussion 

Studied acenes and phenacenes and their respective geometrical parameters are show in 

Figures 1 and S1 – S9 respectively. <S2> values close to 2.00 in Table S1 show that spin 
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contamination in the T1 state of our systems is low and the obtained wavefunctions are 

appropriate in the description of this state in these systems. Furthermore, Mulliken spin 

densities at the DFT and CCSD(T) level have been compared for those n = 3 - 5 systems in 

the triplet state (see Table S2). The results show a reasonable correlation, supporting our 

calculations. This conclusion has been reinforced by T1 test calculations performed at the 

CCSD(T) level for systems with n = 3 - 5 (see Table S3). Additionally, singlet-triplet energy 

gaps have been computed for acenes and phenacenes. For phenacenes and acenes with n < 7, 

we have considered the closed-shell singlet state as the ground state. For higher acenes (ca. 

n ≥ 7), the ground state has an open-shell singlet character59,60,69,82 or even polyradical 

character.83 For acenes with n ≥ 7, the open-shell singlet is the ground state at the UB3LYP/6-

311G(d,p) level of theory. For p-benzyne, the open-shell singlet-triplet energy gap obtained 

at the B3LYP/6-31G(d) level of theory is of similar quality than that obtained with the 

CASPT2/cc-pVDZ method when compared to the experimental result.68 Therefore, the 

UB3LYP/6-311G(d,p) singlet-triplet energy gaps (ΔES-T) are deemed to be reliable.  

 

Figure 1. Structures of polycyclic aromatic hydrocarbons studied in this work. 

Table 1 shows that our singlet-triplet energy gaps (ΔES-T) of [n]acenes are in good agreement 

with experimental data reported in the literature and calculations at the CCSD(T) level.82,84 

It is interesting to observe that in the case of acenes the value of ΔES-T decreases as the 
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number of six membered rings (6MR) increases. Benzene (Ac1) and naphthalene (Ac2) have 

the highest values (84.0 and 59.2 kcal.mol-1 respectively) while for Ac8 to Ac10 it is observed 

that the triplet state is less stable than the open-shell singlet state by only 5.0 kcal.mol-1. These 

results indicate that in the acenes, the triplet state is becoming more and more stable as a 

6MR is added up to n = 10, after that, the value of ΔES-T increases again, for n = 15 the value 

is 13.5 kcal.mol-1 (see Table S4 in SI). Phenacenes present larger deviations of ΔES-T from 

the experimental reports and CCSD(T) calculations, although the agreement is still 

acceptable. ΔES-T values are also reduced for the largest members of the series, however to a 

lesser degree with respect to acenes, so it is possible to state that triplets are less stable than 

singlets for the whole series. 

Table 1. ZPE-corrected singlet-triplet energy gaps (in kcal.mol-1) of acenes and phenacenes 

at the UB3LYP/6-311G(d,p) level. Experimental values are taken from refs. 82 and 84. 

Values in parentheses show the results obtained at the CCSD(T)/6-311G(d,p)///UB3LYP/6-

311G(d,p) level. 

Acenes ΔES-T ΔES-Texp Phenacenes ΔES-T ΔES-Texp 

Ac1 84.0 (90.3) 84.3 - - - 

Ac2 59.2 (65.1) 60.9; 61.0 - - - 

Ac3 39.6 (46.3) 42.6; 43.1 Ph3 60.5 (69.9) 61.5 

Ac4 26.0 (33.6) 29.5; 29.3 Ph4 55.3 (65.7) 60.9 

Ac5 16.5 (24.6) 19.8 Ph5 55.9 (70.4) 46.5 

Ac6 9.5 12.4 Ph6 55.1 42.5 

Ac7 6.8 - Ph7 54.9 - 

Ac8 5.4 - Ph8 54.7 - 

Ac9 5.0 - Ph9 54.7 - 

Ac10 5.3 - Ph10 54.7 - 

 

As commented before, several studies show that kinked PAHs (phenacenes) are more stable 

than their straight isomers (acenes). This result is confirmed by our results showed in Table 

2. Additionally, it is possible to note that in the closed-shell singlet state, the addition of a 
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6MR leads to a periodic destabilization of approximately 5 kcal.mol-1 of the acenes with 

respect to the phenacenes (see Table 2). By a linear adjustment of least squares, it is possible 

to determine an empirical equation that allows predicting ΔErel in the closed-shell singlet 

state (see Figure S10 in SI). On the other hand, in the triplet state, relative energies show a 

different pattern, where acenes are more stable than their corresponding phenacene isomers 

up to 12 rings, while from 13 onwards, the phenacenes are again the most stable. The relative 

energies can be predicted through a quadratic adjustment which can be seen in Figure S10 in 

the SI. Additionally, energy differences between the triplet vertical (at the geometry of the 

closed-shell singlet) and adiabatic states of the phenacenes have been computed to quantify 

the stabilization due to loss of planarity of phenacenes in the T1 state. The results in Table 2 

show a constant energy difference of about 10 kcal.mol-1 between adiabatic and vertical T1 

states, which will be discussed in detail later. 

Table 2. Relative energies (in kcal.mol-1) between phenacenes and acenes in their singlet 

ground states and triplet states and relaxation energy for phenacenes at the UB3LYP/6-

311G(d,p) level. ΔErel calculated as EAcene – EPhenacene and ΔErelax as Ever-T – ET. 

PAHs Singlet Triplet 

N° rings ΔErel ΔErel ΔErelax 

3 4.80 -16.09 10.48 

4 9.63 -19.67 9.20 

5 15.60 -23.83 10.19 

6 21.88 -23.70 9.07 

7 25.94 -22.18 9.68 

8 30.04 -19.26 9.41 

9 34.03 -15.61 9.59 

10 38.10 -11.30 9.33 

11 42.24 -6.55 9.54 

12 46.44 -1.69 9.52 

13 50.64 2.81 9.53 

14 54.85 12.05 9.54 

15 59.04 17.92 9.53 
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The change in stability trends is related to the loss of planarity of the phenacenes in the triplet 

state due to changes in the aromaticity of the 6MRs. The study of local aromaticity in both 

singlet and triplet states have been carried out using multiple indexes based on magnetic, 

electronic, and geometric properties. As mentioned above, regarding PAHs in the closed-

shell singlet ground state, Poater et al.24 showed that the differences in stability of anthracene 

(Ac3) and phenanthrene (Ph3) are due to the fact that the latter presents two aromatic rings 

located at the ends, while anthracene presents only a migrating sextet, according to Clar's 

rules. Figure 2a lists MCI values for Ac3 (Anthracene) and Ph3 (Phenanthrene) that confirm 

the previous reported results showing that the outer rings at Ph3 are more aromatic than the 

Ac3 rings. However, for the case of the triplet state, the story is different. In the triplet state, 

the outer rings in Ac3 retain similar MCI values, whereas the central ring has close to zero 

values. In addition, MICD vector maps (Figure 2b) show a strong paratropic (anticlockwise) 

ring current in the central ring in agreement with their antiaromatic behavior, whereas the 

outer rings show diatropic currents at the ring borders and paratropic currents inside them, a 

typical behavior of aromatic rings.85 The paratropic current in the central ring is stronger 

because is reinforced by the diatropic currents of the outer rings due to the direction of the 

vectors. Figure S11 gathers the values of computed NICSzz descriptors, delocalization 

indexes, and HOMA confirming that there is a remarkable reduction in the aromaticity of the 

central Ac3 rings in the triplet state and that the aromatic character of the outer rings is 

preserved. When the spin density of Ac3 in the triplet state is plotted (Figure 2c), it is possible 

to observe that the electrons are preferentially located in the central ring in para-carbons 9 

and 10. Ac3 can be described as a diradical antiaromatic Baird π-doublet located in the central 

ring and two aromatic Hückel π-sextets in the external rings (Figure 2d, left) or a diradical 

antiaromatic Baird π-tetradectet delocalized through the whole molecule. 
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Regarding Ph3 in its T1 state, the three rings present paratropic currents being stronger in the 

central ring showing antiaromatic behavior. MCI values indicate that the aromaticity of the 

external rings are reduced by up to 40% as compared to the same rings in the ground state, 

while the central ring presents a high concentration of spin density (Figure 2c, right) and MCI 

values close to zero indicating antiaromatic character. Other computed aromaticity 

descriptors confirm these findings (see Figure S12). The reason (see Figure 2d) for the greater 

stability of Ac3 with respect to Ph3 in their T1 states is twofold: 1) the outer rings in Ac3 are 

more aromatic, whereas in Ph3 these rings are weakly aromatic and 2) the presence of a 

H···H repulsion in the bay region of Ph3 destabilizes it by ca. 5 kcal.mol-1.24 

 

Figure 2. a) MCI values (units in e-) in singlet (black) and triplet (blue) states for anthracene 

and phenanthrene. b) Magnetically induced current density vector maps, c) spin density plots 

(isosurface of ±0.005 a.u.) in triplet state for both compounds and d) 

Aromaticity/antiaromaticity schemes for anthracene and phenanthrene in their triplet states. 



11 
 

When the number of rings in the PAHs increases (n > 3) the spin density in the acenes is 

mostly located in the central ring(s) (Figure 3a and Figure S13), while the outer rings show 

low contribution from the spin density. Figure 3b and Figure S14 in SI shows the MCI values 

of acenes n = 4 – 10. The central rings in the triplet state present values close to zero (blue), 

while in the case of the outer rings they present similar or higher values to those in the singlet 

state, showing that the aromatic behavior of outer rings is preserved, and the central rings 

become antiaromatic. The remaining indicators based on the electron delocalization criterion 

support the remarkable variation of the aromaticity of the central ring and the conservation 

of the property in the outer rings. The results can be seen in Figures S15 – S17 in the SI. 

 

Figure 3. a) Spin density isosurfaces and b) MCI values of acenes (n = 4 – 7) in singlet 

(black) and triplet (blue) states at the UB3LYP/6-311G(d,p) level. 

Additionally, the magnetic criteria through the MICD maps (Figure 4a and Figure S18 in SI) 

and NICSzz values (see Figures S19 and S20 in SI) show that the outer rings of the acenes in 

triplet state present diatropic ring currents in accordance with their aromatic behavior, while 
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the central rings show paratropic ring currents in agreement with the delocalization criteria 

shown previously. Figure 4b shows a scheme that describes the aromaticity of the [4]acene 

in the triplet state, where the outer rings retain their aromaticity and present two π-sextets 

while the central rings become a diradical antiaromatic Baird π-sextet. In the case of acenes 

with an odd number of rings, these present a delocalized pattern in form of π-doublets, π-

dectects, and π-octadectets (Figure 4b), whereas in even (n > 4) acenes, the patterns are 

presented in the form of antiaromatic π-sextets and π-tetradectets. 

 

Figure 4. a) Magnetically induced current density vectorial maps for [n]acenes (n = 4 – 7) at 

the triplet state and b) schemes which best describe their (anti)aromatic behaviour. 

The respective normalized weights of antiaromatic resonant structures have been obtained 

from the sum of the spin density values obtained from the NBO analysis of the carbon atoms 
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(see SI for full details). The results gathered in Table 3 numerically confirm the above. The 

highest amount of spin density is located in the form of the largest diradical, presenting 

contributions from 63 to 86% (for n > 4, see Table 3). In the cases of [7]acene and [9]acene, 

which have intermediate diradicals, these also have larger contributions than the smaller 

ones. We found that acenes prefer to delocalize spin density resulting in two aromatic Hückel 

islands in the outer rings and in the formation of the largest antiaromatic diradical Baird 

islands, thus providing an alternative explanation to that reported by Gershoni-Poranne et 

al.62 It is worth noting that biphenylene in its T1 state shows an Baird aromatic π-dodected 

instead of a π-octet or π-quartet.39 

Table 3. Estimation of weights for antiaromatic Baird's π-doublets, π-sextets, π-dectets, π-

tetradectets, and π-octadectets in [n]acenes in their T1 state.[a] 

[n]Acene Doublet Sextet Dectet Tetradectet Octadectet 

3 100 - - - - 

4 - 100 - - - 

5 14 - 86 - - 

6 - 29 - 71 - 

7 7 - 35 - 58 

8 - 21 - 79  

9 5 - 28 - 67 

10 - 37 - 63 - 
  [a] See SI for the description of the method used. 

On the other hand, concerning the phenacenes, the spin density distribution (Figure 5a and 

S21) is less homogeneous and is mostly located in the central rings that become antiaromatic, 

whereas the outer rings retain the aromaticity they had in the ground state. When analyzing 

the MCI values in the triplet state (Figure 5b, Figure S22), it is possible to observe that 

aromaticity is mostly affected in central rings. This behavior is maintained when observing 

the other computed geometrical and delocalization indicators (see Figures S23 – S25). Due 
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to the loss of symmetry and planarity, it is not possible to obtain vectorial maps of MICD, so 

to have more detail of the antiaromaticity through the magnetic criterion and to understand 

the deformation of these compounds, we have analyzed the MICD plots of the vertical triplet 

states of phenacenes. 

 

Figure 5. a) Spin density isosurfaces and b) MCI values of for phenacenes (n = 4 – 7) in 

singlet (black) and triplet (blue) states at the UB3LYP/6-311G(d,p) level in their adiabatic 

T1 states. 

Figures 6a and S26 show the vector maps of the vertical triplet state of phenacenes. As can 

be seen, the central rings present strong paratropic currents, while the outer rings present very 

weak currents. These results are similar to those obtained for the triplet adiabatic state (see 

Figure S27). The aromaticity pattern that allows explaining the vertical triplet state is the one 

observed in Figure 6b. 
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The outer rings retain their aromatic character in the form of aromatic Clar π-sextets, while 

the central rings possess an antiaromatic character and exhibit the behavior of diradical 

antiaromatic Baird π- sextet or π-dectet. 

 

Figure 6. a) Magnetically induced current density vectorial maps for phenacenes (n = 4 – 7) 

at the vertical triplet state and b) Clar structures which best describe their (anti)aromatic 

behavior. 

It has been shown that for the vertical triplet state the antiaromatic rings are symmetrically 

located in the center of the compound, while for the adiabatic state these are located in the 

second, third, fourth or fifth rings as can be seen in Figure 7. These differences can be 

attributed to the loss of symmetry due to the loss of planarity of the phenacenes, however, 

what explains these geometrical changes in the T1 states of phenacenes? 
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The results of MCI in the vertical triplet state show similar values to the MCI of the adiabatic 

state (see Figure S27 in SI) so it is possible to indicate that the antiaromaticity is not the 

driving force that leads to the loss of planarity. On the other hand, as mentioned previously, 

the relaxation energy (ΔErelax) of the triplet vertical and adiabatic states is about 10 kcal.mol-1 

(Table 2). These energies can be explained by taking into account the H···H repulsion.24 

Figure 7 (in red) shows the effect of two steric repulsions between the hydrogen atoms for 

[n]phenacenes with n = 4 and 10, which leads to this molecule losing its planarity. Previous 

studies have reported that this repulsion destabilizes the molecule by approximately 5 

kcal.mol-1.24 The relaxation energy for chrysene is 9.2 kcal.mol-1 according to the two 

repulsions shown. The same can be extrapolated to the rest of the phenacenes studied, where 

release of two H···H repulsions explains the loss of planarity of the systems. The relaxation 

energy values for the rest of the systems are found around 9 - 10 kcal.mol-1 allowing to 

suggest that the driving force that leads to the loss of symmetry of these systems is the steric 

H···H repulsion. Additionally, Figure 6 (right) shows that the aromatic pattern for 

phenacenes in the triplet state is composed of pairs of outer aromatic π-sextets while the 

central rings (in blue color) present an antiaromatic character, according to the results of 

MICD, MCI, and the rest of computed descriptors. The distortion from planarity disfavors 

electronic delocalization and, consequently, occurs around the antiaromatic central rings 

because the energy penalty charged is minimal in this case.24 Rings with largest spin density 

are also the most Baird antiaromatic.62,86 
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Figure 7. Aromaticity patterns for [n]phenacenes (n = 4 – 10) in the first adiabatic triplet 

state according to MCI calculations. Red bonds represent some H···H repulsions. 

The (anti)aromaticity patterns for acenes and phenacenes in the triplet adiabatic state have 

serious consequences on their relative stability. In the case of acenes, they have antiaromatic 

rings in the central position and the outer rings retain their aromaticity in the form of two 

Clar π-sextets. Additionally, it is observed that planarity of this family is preserved. On the 

other hand, the aromaticity pattern in the triplet state of phenacenes shows that the 

antiaromatic rings are in most of the cases in the third and fourth positions, while the most 

outer rings retain their aromaticity in form of aromatic π-sextets. The rest of the rings show 

delocalization values that allow them to be assigned as non-aromatic. Additionally, it has 

been shown that the loss of planarity is due to the H···H repulsion of the antiaromatic rings 

with those next to them (see Figure 7). These differences also explain the trend in the relative 

stabilities of phenacenes with respect to acenes. However, when the systems gain more rings 

a second resonant structure becomes more relevant, as can be seen for the [8]phenacene in 
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Figure 8. For this reason, for n = 12 onwards and for the T1 state, the phenacenes become 

again more stable than the acenes. We believe that the proposed Clar structures are a good 

representation of the (anti)aromaticity patterns in both vertical and adiabatic triplet states. 

 

Figure 8. Most relevant Clar structures for describing aromaticity of [8]phenacene in the 

triplet state. 

 

Conclusions 

An exhaustive analysis of the stability and local aromaticity of the 6MR in acenes and 

phenacenes in their lowest-lying triplet state has been performed using multiple descriptors 

based on magnetic, delocalization, and geometric criteria. The results show similarities and 

differences between the vertical and adiabatic states studied. The vertical and adiabatic triplet 

states in acenes show that the central rings present an antiaromatic character in the form of a 

combination of diradical antiaromatic Baird π-doublets, π-sextets, π-dectets, π-tetradectets or 

π-octadectets, while the outer rings retain their aromaticity in the form of traditional Clar π-

sextets. The pattern shown for the vertical and adiabatic T1 states is the same since the system 
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retains its planarity. For phenacenes in their vertical triplet state, the central rings become 

diradical antiaromatic Baird π-sextets or π-dectets, while the external rings are aromatic in 

the form of Clar π-sextets. On the other hand, the triplet adiabatic state presents a remarkable 

loss of planarity which is translated into a change in the aromaticity pattern. The antiaromatic 

Baird π-sextets are no more in the central positions due to the loss of symmetry. The 

differences in the aromaticity of the vertical and adiabatic states for phenacenes are due to 

H···H repulsions like those observed in the singlet state, generating a change in the aromatic 

pattern of this family of compounds. Additionally, changes in relative stability between 

phenacenes and acenes are related to aromaticity patterns. In the T1 state, the acenes are more 

stable because they have the same number of aromatic π-sextets as phenacenes, but they do 

not suffer from H···H repulsions. However, when the number of rings increases, the 

phenacenes become more stable again. This is because a second resonant structure that 

present additional localized aromatic Clar π-sextets becomes more important, stabilizing the 

phenacenes. The shown representations provide a clear understanding of the changes in 

aromaticity of [n]acenes and [n]phenacenes in their triplet state. 
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