
F U L L P A P E R

How accurate are TD-DFT excited-state geometries compared
to DFT ground-state geometries?

Jun Wang1,2 | Bo Durbeej1

1Division of Theoretical Chemistry, IFM,

Linköping University, Linköping, Sweden

2Institut de Química Computacional i Catàlisi,

Facultat de Ciències, Universitat de Girona,

Girona, Spain

Correspondence

Bo Durbeej, Division of Theoretical Chemistry,

IFM, Linköping University, SE-58183,

Linköping, Sweden.

Email: bodur@ifm.liu.se

Funding information

Linköpings Universitet, Grant/Award Number:

N/A; Stiftelsen Olle Engkvist Byggmästare,

Grant/Award Number: 184-568;

Vetenskapsrådet, Grant/Award Number:

2019-03664

Abstract

In this work, we take a different angle to the benchmarking of time-dependent den-

sity functional theory (TD-DFT) for the calculation of excited-state geometries by

extensively assessing how accurate such geometries are compared to ground-state

geometries calculated with ordinary DFT. To this end, we consider 20 medium-sized

aromatic organic compounds whose lowest singlet excited states are ideally suited

for TD-DFT modeling and are very well described by the approximate coupled-

cluster singles and doubles (CC2) method, and then use this method and six different

density functionals (BP86, B3LYP, PBE0, M06-2X, CAM-B3LYP, and ωB97XD) to

optimize the corresponding ground- and excited-state geometries. The results show

that although each hybrid functional reproduces the CC2 excited-state bond lengths

very satisfactorily, achieving an overall root mean square error of 0.011 Å for all

336 bonds in the 20 molecules, these errors are distinctly larger than those of only

0.004–0.006 Å with which the hybrid functionals reproduce the CC2 ground-state

bond lengths. Furthermore, for each functional employed, the variation in the error

relative to CC2 between different molecules is found to be much larger (by at least a

factor of 3) for the excited-state geometries than for the ground-state geometries,

despite the fact that the molecules/states under investigation have rather uniform

chemical and spectroscopic character. Overall, the study finds that even in favorable

circumstances, TD-DFT excited-state geometries appear intrinsically and compara-

tively less accurate than DFT ground-state ones.
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1 | INTRODUCTION

Benchmark studies investigating the performance of quantum chemi-

cal methods for the calculation of electronically excited states of

molecular systems usually focus on excitation energies.[1–21] At the

same time, the ability of theoretical methods to provide a deep

understanding of photophysical emission processes and photochemi-

cal reaction mechanisms is best explored by letting other properties

of the states take center stage, such as their equilibrium geometries.

However, except for small molecules,[22] reliable reference data on,

for example, excited-state geometries and vibrational frequencies

needed for alternative benchmarks are scarce and not easily obtained
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by experimental or computational means. Although excited-state

geometries can now be calculated using a wide variety of methods for

which efficient implementations of analytic gradients are

available,[22–38] it is of special interest to assess the performance of

time-dependent density functional theory (TD-DFT)[39–46] for such

calculations, as this is the most popular approach to the modeling of

excited states in present-day quantum chemistry.

In a pioneering study on this topic, Furche and Ahlrichs[22] investi-

gated how well TD-DFT reproduces experimental excited-state geom-

etries of 24 small (2–4 atoms) inorganic and organic molecules

deducible from vibrationally resolved gas-phase fluorescence spectra.

Thereby, they found the calculated geometries of these systems to

differ quite marginally from one density functional to another and, in

many cases, the experimental bond lengths to be reproducible to

within 0.01–0.02 Å.[22] These conclusions were later reinforced by Liu

et al,[35] who employed the B3LYP[47–49] global hybrid and the

ωB97[50] range-separated hybrid functionals to calculate TD-DFT

geometries for the same benchmark set of small molecules. Specifi-

cally, these authors reported mean absolute errors (MAEs) of 0.014

(B3LYP) and 0.017 Å (ωB97) relative to the experimental bond

lengths.[35]

Focusing on formal C C single and C C and C O double bonds

in the lowest ππ* and nπ* excited states of five small (4–5 heavy

atoms) organic molecules, Guareschi and Filippi[51] instead evaluated

the accuracy of TD-DFT using geometries determined through varia-

tional Monte Carlo (VMC)[52,53] calculations as reference (notably,

these geometries were shown to be close to those determined by the

high-level correlated CASPT2[54] and NEVPT2[55,56] methods[51]).

Testing the B3LYP, PBE0,[57] and M06-2X[58] global hybrid and the

CAM-B3LYP[59] and LC-BLYP[60] range-separated hybrid functionals,

one particularly interesting observation in this study was that all of

these methods yield C O bond lengths in nπ* states that are too

short relative to the VMC results, in some cases by up to 0.05 Å.[51]

However, from the study as a whole, it was not possible to reach any

clear conclusion as to which functional should be preferred over the

other.

In a related study, Guido et al[61] also explored how well the

lengths of formal single (C C) and double (C C, C O, and C N)

bonds in low-lying ππ* and nπ* excited states of small organic mole-

cules are reproduced by TD-DFT, but using CASPT2 data as refer-

ence. Performing calculations with five global hybrids (B3LYP,

B3P86,[48,62] BH&HLYP,[47,63] PBE0 and BMK[64]) and one range-

separated hybrid (CAM-B3LYP), they found the results to be more

sensitive to the bond type, with MAEs ranging from 0.010–0.021 Å

for C C bonds to 0.031–0.038/0.063–0.082 Å for polar C N/C O

bonds, than to the choice of functional.[61]

More recently, Brémond et al[65] reported the first extensive

assessment of the accuracy of TD-DFT for geometries of small

organic molecules in valence excited states. Testing a panel of 48 dif-

ferent functionals and using geometries previously calculated[66] with

CASPT2 or a high-order coupled cluster (CC) method (CC3[67] or

CCSDR(3)[68]) as reference, these authors concluded that excited-

state bonds lengths obtained with TD-DFT are on average of

somewhat lesser quality than the corresponding DFT ground-state

bond lengths.[65] Consistent with the above-described findings,[51,61]

this effect was manifested especially through an underestimation of

C O excited-state bond lengths.[65]

As for benchmarks focused on TD-DFT geometries of medium-

sized organic molecules, which have not been the subject of many

studies, Bousquet et al[69] reported overall reasonable (but system-

dependent) agreement between TD-PBE0 and the SAC-CI[26,70]

method in predicting excited-state geometries of nine heteroaromatic

compounds. In another study, Guido et al[71] looked at bond length

alternation in excited states of eight conjugated systems, comparing

TD-DFT results (B3LYP, PBE0, and CAM-B3LYP) with those obtained

with the approximate coupled-cluster singles and doubles (CC2)[72]

method. Thereby, it was noted that the best reproduction of CC2 data

is achieved by CAM-B3LYP.[71] Finally, in a study comparing excited-

state geometries of 32 medium-sized organic molecules as calculated

with CC2, TD-B3LYP, and two orthogonalization-corrected semiem-

pirical methods, Tuna et al[73] documented MAEs for TD-B3LYP rela-

tive to CC2 of 0.003 (CH), 0.004 (NH), 0.011 (CC), 0.020 (CN), and

0.038 Å (CO) (this analysis includes CC, CN, and CO bonds with dif-

ferent bond orders).

From the survey above, it is clear that a benchmark investigating

the accuracy of TD-DFT for excited-state geometries of medium-sized

organic molecules using several different density functionals is still

missing. Accordingly, it is the aim of this work to carry out such a

study. However, the present work also has a few other notable char-

acteristics with respect to previous works on the topic of TD-DFT

geometries. The first is that the assessment is carried out in a particu-

lar two-pronged way, whereby the accuracy of calculated TD-DFT

geometries is probed both through a comparison with a higher-level

reference method, and through a comparison with how well DFT per-

forms relative to the very same reference method for the ground-state

geometries of the molecules considered.

A second key feature of our work relates to the very selection of

the reference method/geometries. Specifically, for a study concerned

with medium-sized systems, reference geometries are not readily

available from experiments, although it should be pointed out that

vibrational normal modes probed by resonance Raman spectroscopy

contain information on the differences between ground- and excited-

state geometries.[74–79] Therefore, the quality of reference geometries

obtained computationally needs to be ascertained, either by per-

forming the calculations with a quantitatively accurate method in

combination with a large basis set (which may be too costly), or by

some other means. Herein, we meet this challenge by focusing on

20 systems selected from a benchmark set of organic molecules

assembled by Hättig and co-workers,[15] for which large-basis-set CC2

calculations reproduce experimentally available adiabatic excitation

energies (ΔE00) in the gas phase very well (MAE of 0.10 eV, see fur-

ther Section 3.1) and much more closely than analogous TD-DFT cal-

culations do (MAEs of 0.18 − 0.41 eV). Since ΔE00 energies are

energy differences between ground and excited states at their respec-

tive equilibrium geometries, with inclusion of zero-point vibrational

energy (ZPVE) corrections, the fact that CC2 yields much more
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accurate ΔE00 energies than TD-DFT makes it sensible to adopt the

corresponding excited-state geometries as reference for the TD-DFT

geometries calculated in this work.

A third distinguishing characteristic of this work is that it con-

siders a fairly large set of structural parameters: 336 bond lengths in

20 medium-sized organic molecules. Given that all of these molecules

are heterocyclic or substituted aromatic compounds whose bright sin-

glet excited states under investigation have quite uniform character,

our calculations will provide a statistically sound assessment of how

well TD-DFT performs for excited-state geometries of the important

class of organic chromophores that these compounds represent. In

our opinion, this approach is preferable to an alternative approach

wherein a similarly-sized benchmark set encompassing greater chemi-

cal variation between the chromophores is considered. Indeed,

although perhaps offering a potentially broader picture, the latter

strategy would inevitable reduce the statistical significance of the

results obtained for each individual class of chromophores.

2 | COMPUTATIONAL METHODS

2.1 | Composition of the benchmark set

The 20 aromatic compounds, ranging in size from 12 atoms in

tetrafluorobenzene to 24 atoms in tryptamine, and the corresponding

excited states considered are listed in Table 1, with chemical struc-

tures and atom labeling given in Figures S1 and S2 of the Supporting

information. For each compound/isomer, the excited state in question

is the lowest singlet excited state (S1) and originates from a one-

electron excitation out of a closed-shell ground state (S0) into a

valence state with either ππ* (all states except the 1A00 states of

2-methylpyrimidine and 5-methylpyrimidine) or nπ* character.[15] As

such, the states are ideally suited for calculation with TD-DFT

methods.[44,46,80] As for types of bonds included in the benchmark

set, except where otherwise noted, the covalent interactions present

in the 20 molecules are hereafter denoted X–Y based exclusively on

the identities X and Y of the constituting atoms, without dis-

tinguishing formal single, double, and triple bonds. This is because

excited-state geometry optimization will inevitably change the bond

order of many bonds, rendering single/double/triple bond designa-

tions somewhat ambiguous. With this notation, the 336 covalent

interactions in the benchmark set comprise 149 C C, 24 C N,

20 C O, 6 C F, 117 C H, 5 N H, and 15 O H bonds.

Given that TD-DFT has been found to underestimate[51,61,65] and

CC2 to overestimate[51,66] the lengths of formal C O double bonds in

nπ* excited states of small molecules like acetone where C O is the

dominant chromophoric moiety, using CC2 geometries of such mole-

cules/states as reference for TD-DFT geometries warrants caution.

Herein, out of the 20 C O bonds included in the benchmark set,

17 are formal single bonds and three are formal double bonds, occur-

ring in salicylic acid (C8 O10, see Figure S2), 5-methoxysalicylic acid

(C9 O12) and 3P-propionic acid (C9 O10). However, as can be

inferred from results that will be presented in Section 3.2, inclusion of

the two C O bonds in 5-methoxysalicylic acid and 3P-propionic acid

in the benchmark set is not a source of concern, likely because the S1

states of these molecules have ππ* character and utilize benzene as

the dominant chromophoric moiety. Regarding salicylic acid, in turn,

the analysis in Section 3.2 will pay particular attention to exaggerated

discrepancies between the TD-DFT and CC2 results for this

compound.

2.2 | Electronic structure methods

The excited-state equilibrium geometries of the molecules in the

benchmark set were optimized using TD-DFT, the CC2[72] method

and, for comparative purposes, the configuration interaction singles

(CIS)[24] method. Similarly, the corresponding ground-state equilibrium

geometries were optimized with DFT, CC2, and the Hartree–Fock

(HF) method. Employing analytic gradient techniques,[24,30,33,81] all

optimizations were done with the large correlation-consistent aug-cc-

pVTZ basis set,[82,83] which includes diffuse functions on all atoms.

The CC2 calculations were performed within the resolution-of-the-

identity (RI) approximation,[84–86] using an auxiliary aug-cc-pVTZ basis

set[87] for density fitting.

The DFT and TD-DFT optimizations were carried out with six dif-

ferent density functionals—BP86,[62,88] B3LYP,[47–49] PBE0,[57]

M06-2X,[58] CAM-B3LYP,[59] and ωB97XD[50,89]—based on the gener-

alized gradient approximation (GGA) and belonging to different rungs

of “Jacob's ladder”.[90] Since many TD-DFT benchmarks have found

that these functionals typically yield reliable excitation

TABLE 1 Molecules and excited states in the benchmark seta

Molecule State Molecule State

2-methylpyrimidine 11A00 (S1) m-fluorophenol,

trans

21A0 (S1)

5-methylpyrimidine 11A00 (S1) Phenylacetylene 11B2 (S1)

7-azaindole 21A0 (S1) Resorcinol,

isomer 1

21A (S1)

7-hydroxyquinoline,

trans

21A (S1) Salicylic acid 21A0 (S1)

2-hydroxyquinoline,

enol

21A0 (S1) m-cresol, cis 21A (S1)

Pyrrolo[3,2-h]

quinoline

21A0 (S1) p-cresol 21A (S1)

Tryptamine, A-phb 21A (S1) 1-naphthol, cis 21A (S1)

Tetrafluorobenzene 11B1 (S1) 2-naphthol, cis 21A0 (S1)

Benzonitrile 11B2 (S1) 5-methoxysalicylic

acid

21A0 (S1)

o-fluorophenol,

trans

21A (S1) 3P-propionic acid,c

gauche

21A (S1)

aThe molecules are depicted in Figure S1 of the Supporting information.

Symmetry labels reflect molecular geometries after excited-state

relaxation.
bAnti-ph.
c3-phenyl-1-propionic acid.
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energies,[4,6,7,9,11,12,14,19] it is of particular interest to also assess how

well they perform for excited-state geometries. Briefly, BP86 is a pure

GGA that lacks exact HF exchange; B3LYP and PBE0 are global hybrid

GGAs that contain a fixed fraction of HF exchange (20 and 25%,

respectively); M06-2X (54%) is a global hybrid meta-GGA that addi-

tionally include a dependence on the kinetic energy density; and

CAM-B3LYP and ωB97XD are range-separated hybrid GGAs that con-

tain variable fractions of HF exchange (19–65% and 22–100%,

respectively) depending on the interelectronic distance: smaller at

small distances and larger at large distances.

Although CAM-B3LYP and ωB97XD have been developed with

an eye toward applications to charge-transfer excited states,[50,59,89]

whose energies are usually underestimated by global hybrids,[44] it is

pertinent to also investigate how accurately these two functionals

describe other types of excited states, such as the valence ones con-

sidered in this work. Furthermore, regarding ωB97XD, it is of interest

to explore whether the capability of this functional to treat dispersion

interactions, owing to the inclusion of empirical 1/R6 terms involving

ground-state parameters (dispersion coefficients, van der Waals radii,

and one damping parameter[89,91]), is compatible with good perfor-

mance for excited states of compounds where such interactions are

of minor importance.

Based on the optimized geometries, ground- and excited-state

frequency calculations were done to both confirm that the resulting

structures are minima on the respective potential energy surfaces

with real vibrational frequencies only, and to obtain ZPVE corrections

needed to evaluate ΔE00 energies as

ΔE00 = Eel S1,R1ð Þ+ZPVE S1,R1ð Þ−Eel S0,R0ð Þ−ZPVE S0,R0ð Þ ð1Þ

where Eel denotes electronic energy and R1/R0 is the geometry

(excited/ground) at which the different terms are calculated. Without

exception, for any given structure the frequency calculation was car-

ried out at the same level of theory as the preceding geometry optimi-

zation. While the DFT/TD-DFT and HF/CIS frequencies were

calculated using analytic Hessians,[24,92] all ground- and excited-state

CC2 frequencies were determined through numerical differentiation

of analytic gradients by means of finite differences.

All calculations were done with the Gaussian 16[93] and

TURBOMOLE 6.3[94,95] (for CC2 calculations with the RICC2 mod-

ule[86]) suites of programs.

3 | RESULTS AND DISCUSSION

3.1 | Calculated ΔE00 energies

Before analyzing how well the optimized TD-DFT geometries com-

pare to the CC2 ones, it is of interest to establish how accurately the

different methods reproduce the experimental ΔE00 energies of the

states in the benchmark set. This is done in Table 2, which presents

the full set of calculated ΔE00 energies and the corresponding experi-

mental values first compiled by Hättig and co-workers.[15] Besides

quantifying the performance of the methods in terms of their MAEs

relative to the experimental data, the statistical analysis also considers

their maximum absolute errors (MaxAEs) and their mean signed errors

(MSEs). From this analysis, it is clear that none of the density func-

tionals matches the MAE and MaxAE achieved by CC2, which are only

0.10 and 0.20 eV, respectively. Paralleling the results of previous

studies,[15,17–19] these values testify to the accuracy and robustness

of CC2 in treating singly excited states of closed-shell organic mole-

cules. Indeed, the values are markedly smaller than those of 0.18 and

0.34 eV shown by B3LYP, which is the best-performing functional in

terms of both MAE and MaxAE, followed by PBE0 (0.20 and 0.46 eV),

CAM-B3LYP (0.27 and 0.52 eV), ωB97XD (0.27 and 0.53 eV),

M06-2X (0.30 and 0.56 eV), and BP86 (0.41 and 1.03 eV).

The “ranking” of the functionals afforded by the data in Table 2

reinforces the conclusion from an extensive TD-DFT benchmark

focused on vertical excitation energies that global hybrids with

20–25% HF exchange offer the best performance for the calculation

of valence excited states of organic molecules.[7] However, it is nota-

ble that it is only among the functionals whose MAEs and MaxAEs are

larger than those of B3LYP and PBE0 with which the errors are “per-

fectly” systematic, meaning that the calculated ΔE00 energies for all

systems are either consistently smaller (BP86) or consistently larger

(CAM-B3LYP and ωB97XD) than their experimental counterparts

(i.e., MAE = MSE). This observation also applies to the CIS energies,

which, as expected, throughout lie well above the experimental ones

(MSE = 1.04 eV).

As a complement to the statistical analysis in Table 2, it is also of

interest to evaluate the predictive power of the methods as quantified

through linear regression analysis between the calculated and experi-

mental ΔE00 energies for all states in the benchmark set. Such ana-

lyses are reported in Figure S3 of the Supporting information. As can

be seen, the best performer by some margin is again CC2, which

achieves an excellent R2 value of 0.979. Similarly, at the other end of

the spectrum, the worst performers are BP86 (0.760) and CIS (0.690),

which is consistent with the analysis in Table 2. However, in the inter-

mediate R2 range occupied by the hybrid functionals, the MAE-based

ranking that places B3LYP and PBE0 ahead of CAM-B3LYP and

ωB97XD, is reversed. Specifically, while the former two methods have

R2 values of 0.938 and 0.943, respectively, the latter two methods

fare somewhat better with R2 values of 0.953 and 0.954.

All in all, since ΔE00 energies are energy differences between gro-

und and excited states at their equilibrium geometries, the marked dif-

ference in performance between TD-DFT and CC2 highlighted by the

results in Table 2 and Figure S3 shows that it is sensible to assess the

accuracy of the TD-DFT geometries calculated for the present bench-

mark set using the corresponding CC2 geometries as reference. Of

course, the CC2 geometries are by no means “exact” and, as pointed

out by Loos and Jacquemin,[21] may well contain errors that are not

revealed by an analysis of ΔE00 energies alone. However, based on

the data in Table 2 and Figure S3, the CC2 geometries appear suffi-

ciently more accurate than the TD-DFT ones for them to enable a

meaningful assessment of the latter's accuracy. Furthermore, even in

the presence of inevitable errors in the CC2 geometries, comparing
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TD-DFT to CC2 seems worthwhile merely on account of the fact that

CC2, despite its ability to capture dynamic electron correlation effects

in a cost-effective manner, is a much more expensive method than

TD-DFT, especially for geometry optimizations and frequency

calculations.

3.2 | Calculated bond lengths: Individual molecules

Our first order of business for the comparison of the TD-DFT and

CC2 excited-state bond lengths will be to assess the extent to which

the outcome of this comparison varies from one molecule in the

benchmark set to another. For each of the six density functionals

employed (and CIS), this is done in Figure 1. Specifically, for each mol-

ecule in the benchmark set, Figure 1 plots the root mean square

deviation (RMSD) of the TD-DFT bond lengths relative to the CC2

ones, calculated as

RMSD=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
ri−ri,CC2ð Þ2

r
ð2Þ

where the sum runs over all N bonds in the molecule and ri is a TD-

DFT bond length and ri,CC2 is the corresponding CC2 bond length. In

line with the purpose of the study, Figure 1 also includes a RMSD-

based analysis of how well the DFT ground-state bond lengths com-

pare to those obtained with CC2. The actual bond lengths of the

20 molecules calculated with the different methods are listed in

Tables S1a-S20a (ground state) and S1b-S20b (excited state) of the

Supporting information, which for clarity also includes the RMSD

values in Figure 1 in Table S21.

TABLE 2 Calculated ΔE00 energies for all states in the benchmark set (in eV)a

Method

Molecule State BP86 B3LYP PBE0 M06-2X CAM-B3LYP ωB97XD CIS CC2 Exp.

2-methylpyrimidine 11A00 3.19 3.60 3.68 3.73 3.87 3.84 5.17 3.67 3.78

5-methylpyrimidine 11A00 3.19 3.64 3.72 3.77 3.91 3.88 5.17 3.73 3.82

7-azaindole 21A0 3.69 4.06 4.19 4.47 4.44 4.44 5.11 4.30 4.29

7-hydroxyquinoline, trans 21A 2.95 3.50 3.59 3.75 3.87 3.83 4.77 3.83 3.78

2-hydroxyquinoline, enol 21A0 3.50 3.83 3.94 4.18 4.15 4.14 4.82 3.94 3.89

Pyrrolo[3,2-h]quinoline 21A0 3.17 3.48 3.61 3.86 3.91 3.93 4.54 3.65 3.66

Tryptamine, A-ph 21A 3.29 4.08 4.20 4.46 4.45 4.48 4.82 4.29 4.32

Tetrafluorobenzene 11B1 4.32 4.67 4.82 4.91 4.87 4.86 5.78 4.60 4.53

Benzonitrile 11B2 4.51 4.81 4.92 5.08 4.97 5.02 5.64 4.73 4.53

o-fluorophenol, trans 21A 4.37 4.67 4.79 4.95 4.89 4.90 5.65 4.65 4.58

m-fluorophenol, trans 21A0 4.52 4.79 4.91 5.03 4.98 4.98 5.84 4.71 4.57

Phenylacetylene 11B2 4.32 4.66 4.76 4.99 4.96 4.95 5.22 4.65 4.45

Resorcinol, isomer 1 21A 4.36 4.63 4.77 4.90 4.84 4.84 5.40 4.57 4.49

Salicylic acid 21A0 3.31 3.74 3.82 4.10 4.06 4.00 5.13 3.60 3.70

m-cresol, cis 21A 4.39 4.64 4.76 4.89 4.85 4.85 5.63 4.58 4.46

p-cresol 21A 4.29 4.52 4.64 4.77 4.72 4.73 5.42 4.48 4.38

1-naphthol, cis 21A 3.25 3.58 3.68 3.95 3.92 3.94 4.58 3.90 3.87

2-naphthol, cis 21A0 3.58 3.78 3.87 4.09 4.06 4.07 4.64 3.93 3.83

5-methoxysalicylic acid 21A0 2.94 3.36 3.46 3.75 3.66 3.68 4.67 3.34 3.49

3P-propionic acid, gauche 21A 3.76 5.01 5.13 5.23 5.19 5.20 5.82 4.86 4.67

MAEb 0.41 0.18 0.20 0.30 0.27 0.27 1.04 0.10 —

MaxAEb 1.03 0.34 0.46 0.56 0.52 0.53 1.43 0.20 —

MSEb –0.41 0.00 0.11 0.29 0.27 0.27 1.04 0.05 —

MAE(CC2)c 0.46 0.12 0.14 0.25 0.23 0.23 0.99 — —

MaxAE(CC2)c 1.10 0.33 0.27 0.50 0.46 0.40 1.53 — —

MSE(CC2)c −0.46 −0.05 0.06 0.24 0.23 0.23 0.99 — —

aExperimental values compiled in Reference [15], see also references therein.
bMean absolute error (MAE), maximum absolute error (MaxAE) and mean signed error (MSE) relative to the experimental values for all states.
cMean absolute error (MAE), maximum absolute error (MaxAE) and mean signed error (MSE) relative to the CC2 values for all states.
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At this point, before discussing the results in Figure 1, two issues

should be commented upon. The first concerns the reference ground-

state geometries, which possibly could have been derived with a bet-

ter method than CC2, such as the “gold-standard” CCSD(T) method.

However, using reference geometries obtained at a different level of

theory for the ground state than for the excited state, would make it

difficult to realize the central goal of the study to present a balanced

assessment of how accurate TD-DFT excited-state geometries are

compared to DFT ground-state geometries. In other words, the choice

of CC2 as reference method for the excited-state geometries is the

deciding factor in this regard. The second issue is ascertaining that the

CC2 reference geometries are converged at the aug-cc-pVTZ basis-

set level chosen for the calculations. To this end, for six representative

molecules in the benchmark set (2-methylpyrimidine, 7-azaindole,

benzonitrile, m-fluorophenol, p-cresol and 1-naphthol), Tables S22–

S27 of the Supporting information compare CC2 bond lengths (both

S0 and S1) obtained with the cc-pVDZ ! cc-pVTZ ! aug-cc-pVTZ

sequence of increasingly larger basis sets. Encouragingly, the final

addition of diffuse functions to the cc-pVTZ basis set is associated

with very small effects on the calculated bond lengths. Indeed, for

each of the six molecules and for both states, the effect never

exceeds 0.003 Å. Accordingly, the CC2/aug-cc-pVTZ geometries

appear well converged with respect to the choice of basis set. In this

context, it may also be mentioned that this basis set has been used in

several of the previous benchmarks on the topic of excited-state

geometries that have included the CC2 method.[51,66,71]

The first observation that can be made in Figure 1 is that the

RMSD(S1) values of ~0.09–0.11 Å uniformly shown by the different

density functionals for salicylic acid vastly exceed the RMSD(S1)

values of ~0.01 Å that these methods exhibit for most of the other

F IGURE 1 S0 and S1 bond-
length RMSD values relative to
CC2 for different methods
evaluated for individual
molecules in the benchmark set.
Average RMSD values are
denoted RMSD(S0)av and
RMSD(S1)av, standard deviations
are denoted SD(S0) and SD(S1).

Percentages indicate how much
larger the RMSD(S1)av and SD(S1)
values are than the RMSD(S0)av
and SD(S0) values, respectively
[Color figure can be viewed at
wileyonlinelibrary.com]
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molecules. As can be inferred from the S0 and S1 bond lengths of sali-

cylic acid in Tables S14a and S14b, this is because CC2—but none of

the density functionals—predicts a transfer of the H15 proton (see

Figure S2) from O7 to O10 when salicylic acid is promoted to the

excited state. For this reason, when later turning to the RMSD values

for different types of bonds (see Section 3.3), the analysis will exclude

the C2 O7, C8 O9, C8 O10, and O7 H15 bonds in salicylic acid. It

appears likely that this discrepancy between TD-DFT and CC2, which

has also been documented in studies of excited-state intramolecular

proton transfer reactions in other compounds similar to salicylic

acid,[96] relates to the aforementioned tendencies of TD-DFT to

underestimate and CC2 to overestimate the lengths of formal C O

double bonds in excited states,[51,61,65,66] although these tendencies

have mostly been manifested in studies of nπ* states of small mole-

cules where C O is the main chromophoric moiety.

A second key observation in Figure 1 concerns the RMSD(S1)

values shown by the functionals for 5-methoxysalicylic acid and 3P-

propionic acid, both of which also feature a formal C O double bond

(C9 O12 and C9 O10, respectively, see Figure S2). Notably, how-

ever, the corresponding TD-DFT bond lengths fall in ranges that are

not indicative of a systematic underestimation vis-à-vis the CC2 bond

lengths. Specifically, as can be seen from Tables S19b and S20b, the

TD-DFT bond lengths of 1.250–1.277 (for C9 O12 in

5-methoxysalicylic acid) and 1.201–1.299 Å (for C9 O10 in 3P-

propionic acid) are not distinctly smaller than the corresponding CC2

bond lengths of 1.279 and 1.217 Å, respectively. Furthermore,

although Figure 1 shows that BP86 has a large RMSD(S1) value of

0.034 Å for 3P-propionic acid, this is chiefly because this method pre-

dicts a much longer C9 O10 bond in the excited state (1.299 Å) than

both CC2 (1.217 Å) and the other functionals (1.201–1.209 Å).

From Figure 1, it is also interesting to note that although the

average (over all molecules) RMSD(S1) values for the different func-

tionals are small, ranging from 0.008–0.009 (all hybrid functionals)

to 0.014 Å (BP86), they consistently exceed the average RMSD(S0)

values, which fall between 0.004–0.006 (all hybrid functionals) and

0.010 Å (BP86). More precisely, depending on the functional, the

average RMSD(S1) value is 36–108% larger than the average

RMSD(S0) value. Thus, while TD-DFT reproduces the CC2 excited-

state bond lengths rather well, the agreement is not comparable to

that between DFT and CC2 for the ground-state bond lengths. To

the best of our knowledge, this is the first time that the accuracy of

TD-DFT for excited-state geometries of medium-sized organic mole-

cules is assessed in this two-pronged way, including not only the

customary comparison with a higher-level reference method, but

also a direct comparison with how DFT performs relative to the very

same reference method for the ground-state geometries of the mol-

ecules in question.

Another notable difference between the RMSD(S0) and

RMSD(S1) values in Figure 1 is that the latter vary much more

between the different molecules in the benchmark set than the for-

mer. Specifically, evaluating the standard deviations (SDs) in the calcu-

lated RMSD values as (where the sum runs over all M molecules

except salicylic acid, and RMSDav is the average RMSD value)

SD=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

X
RMSDi−RMSDavð Þ2

r
ð3Þ

the variation in the RMSD(S1) values is for each functional found to

be at least a factor of 3 larger (i.e., 200% larger) than that in the

RMSD(S0) values. Hence, the performance of any given functional—as

evaluated relative to CC2—depends much more strongly on the chem-

ical system studied for excited-state geometries than for ground-state

geometries. In other words, even for the present set of chemically and

spectroscopically similar organic molecules/states, the challenge to

obtain geometries of uniform quality is far greater at the TD-DFT level

than at the DFT level. As best we know, no previous benchmark study

has probed the magnitude of this effect in a similarly direct and quan-

titative fashion.

Having already highlighted that all functionals exhibit their larg-

est RMSD(S1) value for salicylic acid, it can also be seen from

Figure 1 that the two molecules for which all hybrid functionals

show their second and third largest RMSD(S1) values are pyrrolo

[3,2-h]quinoline (~0.03 Å) and 7-hydroxyquinoline (~0.02 Å). As can

be deduced from the S1 bond lengths in Table S6b, the sizable

RMSD(S1) values for pyrrolo[3,2-h]quinoline are largely attributable

to the prediction by the hybrid functionals that the C17 N18 bond

(see Figure S2) is noticeably longer than the C10 N18 bond in the

excited state (1.395–1.408 vs. 1.331–1.336 Å), which is qualita-

tively opposite to the prediction by CC2 (1.348 vs. 1.378 Å). No

such difference between the hybrid functionals and CC2 is

manifested in the descriptions of these bonds in the ground state

(see Table S6a), with all methods yielding a slightly longer C17 N18

bond and with all hybrid functionals reproducing the CC2 bond

lengths to within 0.006 (C17 N18) and 0.007 Å (C10 N18).

Regarding 7-hydroxyquinoline, in turn, the magnitudes of the

RMSD(S1) values shown by the hybrid functionals are also primarily

due to a discrepancy between these methods and CC2 in calculated

C N bond lengths. Specifically, as revealed by the data in

Table S4b, the hybrid functionals consistently yield shorter C2 N1

(by up to 0.025 Å) and C6 N1 (by up to 0.038 Å) bond lengths

than CC2.

3.3 | Calculated bond lengths: Different types of
bonds

We now move on to analyze the RMSD(S0) and RMSD(S1) values that

the different density functionals show when the comparison with the

CC2 bond lengths extends over all 336 bonds in the benchmark set,

or is made over all bonds of a given type (C C, C N, C O, C F,

C H, N H, or O H) in the benchmark set. This is done in Figure 2,

with precise numerical values and further information given in

Table S28 of the Supporting information. Starting with the RMSD(S1)

values evaluated over all 336 bonds, the differences in performance

between the hybrid functionals are virtually negligible, with each of

B3LYP, PBE0, M06-2X, CAM-B3LYP and ωB97XD achieving an accu-

racy of 0.011 Å relative to CC2 (the corresponding BP86 value is
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worse, 0.016 Å). These results parallel the observation in Figure 1 that

the average RMSD(S1) values for the hybrid functionals over individ-

ual molecules fall in a narrow 0.008–0.009 Å range. Also, the 0.011 Å

accuracy is similar to that of 0.009 Å found by Brémond et al[65] for

the best-performing functionals in their extensive benchmark on TD-

DFT geometries of small organic molecules.

Noting from Table 2 that the MAEs in the ΔE00 energies of the

hybrid functionals relative to CC2 vary from 0.12 to 0.25 eV (these

MAEs complement the MAEs relative to experiment already discussed

in Section 3.2), it appears clear from a statistical viewpoint that the

dependence on the choice of hybrid functional is much less pro-

nounced for the calculation of excited-state geometries than for the

calculation of ΔE00 energies. As an aside, the MAE-based ranking of

the functionals according to the accuracy in their ΔE00 energies rela-

tive to CC2 is exactly the same as that according to the accuracy in

their ΔE00 energies relative to the experimental values, with the

smallest MAE achieved by B3LYP (0.12 eV), followed by PBE0

(0.14 eV), CAM-B3LYP/ωB97XD (0.23 eV), M06-2X (0.25 eV), and

BP86 (0.46 eV).

Continuing with the RMSD(S1) values evaluated over the full

benchmark set, but now assessing them in relation to the

corresponding RMSD(S0) values, Figure 2 reaffirms that although the

hybrid functionals on the whole reproduce the CC2 excited-state

bond lengths very satisfactorily (RMSD(S1) = 0.011 Å), their accuracy

is still not comparable to that with which they reproduce the CC2

ground-state bond lengths (RMSD(S0) = 0.004–0.006 Å). Importantly,

this finding also applies to each of the C C, C N, C O, C F, C H,

N H, and O H subgroups of the benchmark set. Notably, the overall

RMSD(S0) values of 0.004–0.006 Å are comparable to the MAEs of

~0.005 Å documented for the best-performing functionals in a previ-

ous extensive benchmark investigating the accuracy of DFT for

ground-state geometries of small and medium-sized organic

molecules,[97] using CCSD(T) data as reference.[98] As an aside, and

given that it has proven difficult to assign a value to the range-

separation parameter employed by the CAM-B3LYP and ωB97XD

hybrids that is suitable for excited states whilst simultaneously also

enabling an accurate description of ground-state properties,[99] it is

noteworthy that these two functionals perform almost just as well for

F IGURE 2 S0 and S1 bond-
length RMSD values relative to
CC2 for different methods
evaluated over all bonds in the
benchmark set and over all bonds
of a given type in the benchmark
set. See text for further
information. CAM-B3LYP is
denoted CB3LYP [Color figure

can be viewed at
wileyonlinelibrary.com]
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the ground-state bond lengths as the B3LYP and PBE0 global

hybrids do.

As a further test of whether the default values of the range-

separation parameter of CAM-B3LYP (0.33 Bohr−1)[59] and ωB97XD

(0.20 Bohr−1)[89] are appropriate for the task at hand, these func-

tionals and B3LYP were used to calculate ionization potentials (IPs)

for the 20 molecules in the benchmark set in two different ways:

(a) as the vertical energy difference between the ionized and parent

species, and (b) as the negative of the energy of the highest occupied

molecular orbital of the parent species (–εHOMO). In principle, and in

accordance with Koopmans' theorem in HF theory, the latter

approach should be a reasonable approximation to the former, pro-

vided that the functionals meet certain criteria.[100,101] Denoting the

corresponding IPs as VIP and KIP, respectively, the results of these

calculations are summarized in Figure S4 of the Supporting informa-

tion. As expected,[99] at the reference B3LYP level without any range-

separation, the KIP values are noticeably smaller than the VIP values,

by on average 1.97 eV. However, with CAM-B3LYP and ωB97XD, the

agreement between the two approaches is much improved, reaching

on average 0.68 (CAM-B3LYP) and 0.12 eV (ωB97XD). Thereby, the

default values of the range-separation parameter used by these func-

tionals seem suitable.

Moving on to the RMSD(S1) values obtained for the different types

of bonds, Figure 2 shows that the results for the C C bonds essentially

mirror the results for the full benchmark set. Specifically, all the hybrid

functionals have similar RMSD(S1) values somewhat smaller

(0.012–0.014 Å) than that of BP86 (0.016 Å). For the C H bonds, in

turn, the hybrid functionals have RMSD(S1) values of a mere

0.001–0.004 Å, and thus achieve near-perfect agreement with the CC2

excited-state bond lengths. In contrast, the corresponding BP86 value

is larger, 0.011 Å. Continuing with the results for the polar bonds, it is

firstly interesting to note that the RMSD(S1) values of 0.009–0.014 Å

that the hybrid functionals show for the C O bonds are similar to the

values of 0.012–0.014 Å that they show for the C C bonds. Accord-

ingly, having already seen in Section 3.2 that the tendency of TD-DFT

to underestimate and CC2 to overestimate the lengths of formal C O

double bonds (observed in studies of nπ* states of small mole-

cules[51,61,65,66]) is not generally manifested in the descriptions by hybrid

functionals of such bonds, it appears clear that this tendency is of no

immediate consequence for the descriptions of formal C O single

bonds either (recalling here that all C O bonds in the benchmark set

except C8 O10 in salicylic acid, C9 O12 in 5-methoxysalicylic acid

and C9 O10 in 3P-propionic acid are nominally single bonds). While

the BP86 RMSD(S1) value for the C O bonds is large (0.034 Å), this is

primarily because this functional overestimates the C9 O10 and

C9 O11 bond lengths in 3P-propionic acid by a whopping

0.08–0.09 Å relative to CC2 (see Table S20b).

In contrast to the results for the C O bonds just described, for

the C N bonds the hybrid functionals have somewhat larger

RMSD(S1) values (0.019–0.021 Å) than they have for the C C bonds

(0.012–0.014 Å), as clearly seen in Figure 2. This finding is consistent

with the results of Tuna et al,[73] who tested the performance of two

semiempirical methods and a single hybrid functional (B3LYP) in

reproducing the CC2 excited-state geometries of organic molecules,

and found MAEs for B3LYP of 0.020 Å for C N bonds and 0.011 Å

for C C bonds.[73] Similar to the present work, the analyses in that

study did not distinguish between C C, C N, and C O bonds with

different bond orders. However, one notable difference between the

two studies is that Tuna et al[73] reported much poorer agreement

between B3LYP and CC2 for C O bonds (MAE = 0.038 Å) than for

C N bonds (MAE = 0.020 Å), whereas B3LYP and all other hybrid

functionals employed in the present work show smaller RMSD(S1)

values for the C O bonds (0.009–0.014 Å) than for the C N bonds

(0.019–0.021 Å). One likely explanation for this discrepancy is that

among the systems studied by Tuna et al[73] are several nπ* states of

small molecules such as formaldehyde, acetaldehyde and acetone for

which, as noted above, TD-DFT and CC2 respectively overbinds and

underbinds formal C O double bonds,[51,61,65,66] possibly due to an

underestimation/overestimation of electron correlation effects by

TD-DFT/CC2.[102] In the present work, on the other hand, 18 of the

20 excited states studied are ππ* states and neither of the two nπ*

states considered is associated with a C O moiety, corresponding

as they do to the 1A00 states of 2-methylpyrimidine and

5-methylpyrimidine.

Assessing, finally, the RMSD(S1) values for the C F, N H, and

O H bonds in Figure 2, it should be recalled that only six C F and

five N H bonds are included in the benchmark set. With this caveat

in mind, neither of these three subgroups of bonds seems to pose a

greater challenge for TD-DFT modeling than the four subgroups

already discussed (i.e., C C, C N, C O, and C H). For example, both

BP86 and the hybrid functionals show RMSD(S1) values for the C F

bonds that are smaller than the ones for the C N and C O bonds.

4 | CONCLUSIONS

In summary, using six different density functionals (BP86, B3LYP,

PBE0, M06-2X, CAM-B3LYP, and ωB97XD), we have investigated

how well the S1 geometries of 20 heterocyclic or substituted aromatic

compounds calculated with TD-DFT compare to those calculated with

the CC2 method. This endeavor is motivated both by the scarcity in

the existing literature of TD-DFT benchmark studies focused on

excited-state geometries of medium-sized organic molecules, and by

the fact that CC2 is generally a much more precise, robust, and expen-

sive method than TD-DFT.[15,17–19]

From the calculations, it is found that the B3LYP, PBE0, M06-2X,

CAM-B3LYP, and ωB97XD hybrid functionals reproduce the CC2

excited-state bond lengths very satisfactorily, with each functional

achieving an overall (for all 336 bonds in the benchmark set) RMSD

relative to CC2 of 0.011 Å only. At the same time, this accuracy is

noticeably worse than that with which the functionals reproduce the

corresponding CC2 ground-state bond lengths, which translates into

RMSD values of a mere 0.004–0.006 Å. Thus, even for a benchmark

set like the present one consisting of low-lying singly excited valence

states ideally suited for TD-DFT modeling, the performance of con-

ventional TD-DFT (e.g., invoking the adiabatic approximation[80]) for
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excited-state geometries is not comparable to that of DFT for ground-

state geometries. Furthermore, for each functional employed, it is also

found that the variation in the RMSD error from one molecule in the

benchmark set to another is much larger for the excited-state geome-

tries than for the ground-state geometries—in terms of the associated

SDs and depending on the functional used, the variation is at least

three times larger for the former geometries. Hence, given the chemi-

cal and spectroscopic similarity of the molecules/states under investi-

gation, there seems to be an intrinsic—but hitherto unquantified—

difference in the abilities of DFT and TD-DFT to produce molecular

structures of uniform quality. All in all, the calculations support the

conclusion that TD-DFT geometries are comparatively less accurate

than DFT ones, even in favorable circumstances.

As for the performance of TD-DFT relative to CC2 for the differ-

ent types of bonds in the benchmark set, the aforementioned hybrid

functionals are found to have the largest RMSD errors for C N

bonds, whose values of 0.019–0.021 Å can be compared with the

corresponding errors of 0.011 Å over all bonds in the benchmark set.

A comparison can also be made with the RMSD errors of

0.009–0.014 Å for the description of C O bonds, whose smallness

suggests that the difficulty in reconciling the descriptions by TD-DFT

and CC2 of such bonds in nπ* excited states[51,61,65,66] is of minor

consequence for the ππ* excited states that predominantly make up

the current benchmark set.

As for identifying a preferred functional for TD-DFT calculation of

excited-state geometries, which has not been the primary motivation

for our work, the present results strongly favor hybrid functionals over

BP86. However, singling out a preferred hybrid is less straightforward,

since each of them achieves an overall RMSD relative to CC2 of

0.011 Å (the corresponding BP86 value is 0.016 Å). Notwithstanding, if

particular significance is attributed to the description of C C, C N and

C O bonds, then none of the M06-2X, CAM-B3LYP, and ωB97XD

hybrids performs better than B3LYP and PBE0. Combined with the fact

that B3LYP and PBE0 are widely used methods for calculating ground-

state geometries, and herein indeed show the smallest overall RMSD

errors relative to the CC2 ground-state geometries, the recommenda-

tion from this work is therefore that B3LYP and PBE0 are suitable func-

tionals for TD-DFT calculation of excited-state geometries.

Finally, we note that a natural goal of future work aimed at fur-

ther establishing the accuracy of TD-DFT for excited-state geometries

is to include among the target systems molecules taking center stage

in many fertile areas of current photochemical modeling, such as

transition-metal compounds,[103,104] chromophores of photosensory

proteins,[105,106] and molecular photoswitches.[107–109] Moreover, it is

also of interest to bring the benchmarking of excited-state calcula-

tions beyond properties like excitation energies and molecular geome-

tries, toward properties that better reflect the character and chemical

reactivity of excited states. Initial work along those lines includes an

insightful study focused on exciton properties[110] and assessments of

how accurately TD-DFT reproduces experimental free-energy barriers

and equilibrium constants of excited-state intramolecular proton

transfer reactions.[111,112]
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