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Abstract

In this modern world, energy has become an absolutely essential good in any de-
veloped society. As the technological and scientific advances that we enjoy today
have been progressively adopted by society, we can see just how much they need
and depend on the generation, storage and distribution of the various kinds of en-
ergy that are used nowadays, and which is why the demand for energy is constantly
increasing.

Recently, serious concerns about the sustainability of the system have been raised
because, unfortunately, not all of the energies we use are renewable. Furthermore,
some of the energies in use nowadays can produce unwanted effects, such as, for
example, the well-known CO, emissions. As a result of such concerns, recently
researchers have aimed their efforts at improving the uses we make of energy, im-
proving the efficiency of the various processes linked to energy, and searching for
cleaner and more efficient sources. The new regulations and directives, created by
both the European Union and various governments around the world, are helping
to move towards a more sustainable future. These new regulations encourage the
use of renewable energies and try to encourage the improvement of energy uses.
This thesis focusses on the uses of the various energies found in buildings and, in
particular, controlling and monitoring these uses.

The lack of supervision or control of energy use has often been the cause of many
energy losses. These losses are often caused by the complexity that monitoring all
the possible uses of the conceivable types of energy requires. Even if we look at
this problem only within the framework of buildings, there is clearly a lack of tools.
In fact, not having enough versatile and powerful tools has led to mismatches in
the multiple uses that are made of the huge amount of energy that we have at our
disposal.

In order to reduce mismatches between real and expected consumption, this
thesis explores the use of PCA (Principal Component Analysis) as a modelling
tool for buildings. PCA is a statistical technique that allows complex systems to
be modelled, and, subsequently, to monitor them to detect abnormal behaviours
with respect to the conditions initially modelled. The work in this thesis includes
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adapting PCA to take full advantage of its potential in buildings. Such adaption is
also verified by applying it to various use cases.

This thesis has been divided into tasks in an attempt to obtain a new methodol-
ogy and tools with which to monitor buildings. The results obtained as these tasks
were carried out, have resulted in three publications that have allowed thesis to be
presented as a compendium of articles. In each of the publications, the following
contributions have been made to the state of the art.

The first publication [4], takes as its initial point, a variant of PCA, MPCA
(Multiway Principal Components Analysis) or Unfold-PCA. This variant of PCA
allows batch processes to be analysed. In order to adapt them to the monitoring of
buildings, this publication defines the two types of redundancy that we can find in
buildings i.e., redundancy in time patterns (daily, weekly, seasonal, annual) and re-
dundancy in physical spaces (room, apartment, plant, building). Considering these
redundancies and assimilating them to the temporary redundancy of the batch pro-
cesses, it is possible to obtain new ways of modelling buildings or parts of buildings,
by considering the building as a whole and not as a set of independent systems.

The second publication [1], takes the first publication as its starting point and
builds on the concept of the two types of redundancy being useful for modelling.
The second publication defines the concept of the granular system. A granular
system, in our case a building, is a system that has one or several redundancies
in time (granularity) and/or variables/structure (modularity). In order to allow
PCA, or other data-mining techniques that need a two-dimensional input, to take
advantage of this inherent peculiarity, the data is mathematically defined using a
fold and unfold technique (the way of organizing the data in N-dimensional arrays)
that allows the structured data required to achieve a model that captures the desired
behaviours to be obtained.

The third publication, which has been sent to a magazine, describes the imple-
mentation of the tools and methods developed in this thesis as web services included
in a web application. This web application allows online PCA models to be used
with the historical data of buildings. It also allows, when new data is available, the
pre-existent models to be used for monitoring purposes. This tool is integrated into
the European project HIT2GAP’s platform platform as an external module. This
module allows users who are not experts in PCA, to carry out control and detection
tasks using the previously created models. These models can be created with the
same online tool by users expert in PCA modelling.

While this thesis was being undertaken, and and as part of the publications,
the correct functioning of the methodology was verified using real data from var-
ious buildings. In short, the data used came from three different buildings (both
architecturally and in terms of uses and available technical solutions) provided by
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the Barcelona Patronat de I’Habitatge, the buildings on the Montilivi campus of the
University of Girona and the AHU (Air Handling Unit) of the Alice Perry Building
of the National University of Ireland Galway. In fact, the collaboration with the NUI
Galway allowed us to have three-month internship and also to request the mention
of international doctorate for this thesis.






Resum

En aquest mén modern, ’energia ha esdevingut un bé necessari per no dir essencial
en tota societat desenvolupada. A mesura que s’han anat fent els avencos tecnologics
i cientifics dels quals gaudim avui en dia, hem pogut anar constatant com aquests
depenen en major o menor mesura de la generaci6é, emmagatzematge i distribucio
de les diverses energies que enguany s’utilitzen. Es per tot aixd que, al llarg dels
anys, la demanda d’energia ha anat augmentant.

Darrerament hi comencen a haver serioses preocupacions per la sostenibilitat del
sistema, ja que malauradament no totes les fonts d’energia que utilitzem sén renov-
ables i també cal tenir en compte que el seu s pot produir efectes no desitjats, com
per exemple, les ja conegudes per tothom emissions de CO,. Aquesta problematica
ha fet que molts esforcos d’investigadors en els darrers anys hagin anat encaminats
a millorar els usos que fem de ’energia, millorar I'eficiencia dels diversos processos
lligats a l'energia, o també la recerca de noves fonts més netes i eficients. També
ha ajudat a avancar cap a un futur més sostenible les noves regulacions i directives,
creades tant per part de la Unié Europea com dels diversos governs arreu del mon.
Aquestes noves regulacions fomenten 1'is d’energies renovables i tracten d’incentivar
la millora dels usos que es fan de ’energia. En aquesta tesi ens centrarem en els
usos que es fan de les diverses energies que podem trobar en edificis, centrant-nos
especialment en el control i el monitoratge d’aquests diversos usos.

Una font de malbaratament d’energia ha estat sovint la manca de supervisié o
control dels usos que fem de les energies. Molts cops aquesta deixadesa ha estat
provocada per la complexitat que pot arribar a tenir monitoritzar totes les energies
que s’utilitzen i tots els possibles usos que se’n fa. Fins i tot si acotem el problema
només en el marc dels edificis, apareix una clara manca d’eines. El fet de no tenir
eines prou versatils i potents ha provocat desajustos en els multiples usos que es fa
de la ingent quantitat de fonts d’energia que tenim al nostre 1’abast.

Per tal de reduir els desajustos entre el consum real i 'esperat, en aquesta tesi
s’explora I'is de PCA (les sigles en Angles d’Analisi de Components Principals) com
a eina de modelat per edificis. PCA és una tecnica estadistica que permet modelar
sistemes complexes i posteriorment monitoritzar-los per detectar comportaments
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anomals respecte a les condicions modelades inicialment. Els treballs d’aquesta tesi
inclouen 'adaptacié de PCA per poder aprofitar tot el seu potencial en edificis i la
verificacié de I'adaptacié realitzada mitjancant ’aplicacié en diversos casos d’ts.

Aquesta tesi s’ha dividit en tasques encaminades a aconseguir una nova metodolo-
gia i una nova eina per tal de monitorar edificis. Els resultats obtinguts durant la
realitzaci6 d’aquestes tasques han derivat en tres publicacions que han permes la
presentaciéo d’aquesta tesi en format de compendi d’articles. En cada una de les
publicacions s’han realitzat les segiients aportacions a l'estat de I'art.

A la primera publicacié [4], es parteix de la variant de PCA, MPCA (sigles en
Angles de Analisis de Components principals Multilineal) o Unfold-PCA que permet
analitzar processos batch per adaptar-la a la monitoritzacié d’edificis. En aquesta
publicacié es defineixen els 2 tipus de redundancia que podem tenir presents en
edificis. La redundancia en patrons temporals (diari, setmanal, estacional, anual) i
la redundancia en espais fisics (habitacid, apartament, planta, edifici). Considerant
aquestes redundancies i assimilant-les a la redundancia temporal que tenen els pro-
cessos batch s’aconsegueix obtenir noves maneres de modelar edificis o parts d’aquest
considerant 'edifici com un tot i no com a un conjunt de sistemes independents.

La segona publicacié [1], parteix de la primera, on es descobreix que els edificis
presenten 2 tipus de redundancies utils per modelar. En aquesta segona publicacio
es defineix el concepte de sistema granular. Un sistema granular en el nostre cas
un edifici, és un sistema que presenta una o diverses redundancies en el temps
(granularitat) i/o en les variables/estructura (modularitat). Per tal permetre PCA o
també altres tecniques de datamining que necessiten una entrada bidimensional,
aprofitar aquesta peculiaritat inherent en les dades es defineix matematicament una
tecnica de doblat i desdoblat (forma d’organitzar les dades en arrays N-dimensionals)
que permet obtenir les dades estructurades per tal d’aconseguir un model que capturi
els comportaments desitjats.

La tercera publicacié actualment enviada a revista descriu la implementacié de
les eines i metodes desenvolupats en aquesta tesi com a serveis web i inclosos en
una aplicacié web. Aquesta aplicacié web permet totalment en linia crear models
PCA amb les dades historiques d’edificis. També permet un cop creat un model el
posterior monitoratge de dades noves a mesura que aquestes van arribant. Aque-
sta eina esta integrada com un modul extern a la plataforma desenvolupada en el
projecte europeu HIT2GAP i permet a usuaris no experts amb PCA portar a terme
les tasques de control i deteccio utilitzant els models previament creats per usuaris
experts en modelitzacio.

Durant la tesi i com a part de les publicacions s’ha verificat el correcte fun-
cionament de la metodologia utilitzant dades reals provinents de diversos edificis.
A tall de resum, s’ha utilitzat dades de 3 edificis diferents (tant arquitectonicament
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com pel que fa a usos i solucions tecniques que disposen) facilitades pel patronat de
I’habitatge de Barcelona, els edificis del campus de Montilivi de la Universitat de
Girona i ’AHU (de I’Angles Air Handling Unit, equip de climatitzacid) de 1'edifici
Alice Perry de la Universitat Nacional d’Irlanda, Galway. La col-laboraci6 amb
aquesta Universitat va permetre fer una estada de 3 mesos i sol-licitar la mencié de
doctorat internacional per aquesta tesi.






Resumen

En este mundo moderno, la energia se ha convertido en un bien necesario por no
decir esencial en toda sociedad desarrollada. A medida que se han ido haciendo los
avances tecnologicos y cientificos de los que disfrutamos hoy en dia, hemos podido
ir constatando como estos dependen en mayor o menor medida de la generacion,
almacenamiento y distribucion de las diversas energias que hoy en dia se utilizan. Es
por todo ello que, a lo largo de los afios, la demanda de energia ha ido aumentando.

Ultimamente surgen serias preocupaciones por la sostenibilidad del sistema, ya
que desgraciadamente no todas las fuentes de energia que utilizamos son renovables
y también hay que tener en cuenta que su uso puede producir efectos no deseados,
como por ejemplo, las ya conocidas por todos emisiones de CO,. Esta problematica
ha hecho que muchos esfuerzos de investigadores en los tltimos anos hayan ido
encaminados a mejorar los usos que hacemos de la energia, mejorar la eficiencia
de los multiples procesos ligados a la energia, o también la busqueda de nuevas
fuentes mas limpias y eficientes. También ha ayudado a avanzar hacia un futuro
mas sostenible las nuevas regulaciones y directivas, creadas tanto por parte de la
Unién Europea como de los diversos gobiernos en todo el mundo. Estas nuevas
regulaciones fomentan el uso de energias renovables y tratan de incentivar la mejora
de los usos que se hacen de la energia. En esta tesis nos centraremos en los usos que
se hacen de las diversas energias que podemos encontrar en edificios, centrandonos
especialmente en el control y la monitorizacién de estos usos diversos.

Una fuente de derroche de energia ha sido a menudo la falta de supervisién o
control de los usos que hacemos de las energias. Muchas veces esta dejadez ha
sido provocada por la complejidad que puede llegar a tener monitorizar todas las
energias que se utilizan y todos los posibles usos que se hacen de estas. Incluso
si acotamos el problema sélo en el marco de los edificios, aparece una clara falta
de herramientas. El hecho de no tener herramientas suficientemente versatiles y
potentes ha provocado desajustes en los multiples usos que se hace de la ingente
cantidad de fuentes de energia que tenemos a nuestro alcance.

Con el fin de reducir estos desajustes entre el consumo real y el esperado, en
esta tesis se explora el uso de PCA (las siglas en Ingles de Andlisis de Componentes
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Principales) como herramienta de modelado para edificios. PCA es una técnica es-
tadistica que permite modelar sistemas complejos y posteriormente monitorizarlos
para detectar comportamientos andémalos respecto a las condiciones modeladas ini-
cialmente. Los trabajos de esta tesis incluyen la adaptaciéon de PCA para poder
aprovechar todo su potencial en edificios y la verificacién de la adaptacion realizada
mediante la aplicaciéon en varios casos de uso.

Esta tesis se ha dividido en tareas encaminadas a conseguir una nueva metodolo-
gia y una nueva herramienta para monitorizar edificios. Los resultados obtenidos
durante la realizacion de estas tareas han derivado en tres publicaciones que han
permitido la presentacion de esta tesis en formato de compendio de articulos. En
cada una de las publicaciones se han realizado las siguientes aportaciones al estado
del arte.

En la primera publicacion [4], se parte de la variante de PCA, MPCA (siglas
en Inglés de Andlisis de Componentes principales Multilineal) o Unfold-PCA que
permite analizar procesos batch para adaptarla a la monitorizacién de edificios. En
esta publicacién se definen los 2 tipos de redundancia que podemos tener presentes
en edificios. La redundancia en patrones temporales (diario, semanal, estacional,
anual) y la redundancia en espacios fisicos (habitacién, apartamento, planta, edifi-
cio). Considerando estas redundancias y asimildndolas a la redundancia temporal
que tienen los procesos batch se consigue obtener nuevas maneras de modelar edifi-
cios o partes de este considerando el edificio como un todo y no como un conjunto
de sistemas independientes.

La segunda publicacién [1], se parte de la primera, donde se descubre que los
edificios presentan 2 tipos de redundancias utiles para modelar. En esta segunda
publicacién se define el concepto de sistema granular. Un sistema granular en nue-
stro caso un edificio, es un sistema que presenta una o varias redundancias en el
tiempo (granularidad) y/o en las variables/estructura (modularidad). Para permitir
PCA, o también otras técnicas de datamining que necesitan una entrada bidimen-
sional, aprovechar esta peculiaridad inherente en los datos se define matematica-
mente una técnica de doblado y desdoblado (forma de organizar los datos en arrays
N-dimensionales) que permite obtener las datos estructurados para conseguir un
modelo que capture los comportamientos deseados.

La tercera publicacién actualmente enviada a revista describe la implementacion
de las herramientas y métodos desarrollados en esta tesis como servicios web e
incluidos en una aplicacién web. Esta aplicacion web permite totalmente en linea
crear modelos PCA con los datos histéricos de edificios. También permite una
vez creado un modelo la posterior monitorizaciéon de datos nuevos a medida que
éstos van llegando. Esta herramienta esta integrada como un moédulo externo a
la plataforma desarrollada en el proyecto europeo HIT2GAP y permite a usuarios
no expertos en PCA llevar a cabo las tareas de control y deteccién utilizando los



Resumen xxiii

modelos previamente creados por usuarios expertos en modelizacion.

Durante la tesis y como parte de las publicaciones se ha verificado el correcto
funcionamiento de la metodologia utilizando datos reales provenientes de varios ed-
ificios. A modo de resumen, se ha utilizado datos de 3 edificios diferentes (tanto
arquitectonicamente como en cuanto a usos y soluciones técnicas que disponen) fa-
cilitados por el patronato de la vivienda de Barcelona, los edificios del campus de
Montilivi de la Universidad de Girona y el AHU (del Inglés Air Handling Unit,
equipo de climatizacion) del edificio Alice Perry de la Universidad Nacional de Ir-
landa, Galway. La colaboracion con esta Universidad permitié hacer una estancia
de 3 meses y solicitar la menciéon de doctorado internacional para esta tesis.






Chapter 1

Introduction

Nowadays, climate change and global warming are facts, awareness about the prob-
lem is growing and governments are starting to move. For example, in the European
Union (EU), residential and commercial buildings represent around 40% of all energy
use and are responsible for 36% of the EU’s total CO4 emissions. In the face of such
evidence, the European Parliament launched the Energy Performance of Buildings
Directive (2010) and the Energy Efficiency Directive (2012) [5] as legislative instru-
ments to promote the improvement of the energy performance of buildings within
the EU.

Despite these efforts, a gap between the monitoring and real usages still exists in
terms of really understanding how energy is being consumed in buildings, identifying
major loads and losses, and uncovering the relationships between energy consump-
tion and the activities performed by the users. Enhanced monitoring methods that
provide significant information which is useful in terms of understanding energy
consumption patterns, are required to perform cost-effective analyses of conserva-
tive measures, identify deviations, and help to define and evaluate the new design
requirements of buildings.

Energy measuring and monitoring is an essential aspect of understanding energy
use. It is necessary to assist energy management activities and to support decision-
making based on quantitative and objective information. Thus, actual energy mon-
itoring systems need to be enhanced and evolve towards systems being capable of
exploiting the information contained in the variety of data being collected by build-
ing management systems (BMS) and other data acquisition systems installed in
buildings and facilities, such as weather stations, wireless sensor networks (WSN)
or access control systems, among others.

This huge number of data sources and types is also one of the principal challenges
in industry’s current transformation to the Industry 4.0 paradigm. Integrating,
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managing, processing and exploiting data to benefit business is a challenging task.
While the Internet of Things (IoT) paradigm provides the infrastructure required for
integration and management, data mining provides the background for processing
according to the required exploitation goals.

Energy consumption in buildings is related not only to the building’s physical
characteristics but also to weather, building usages and the interactions among build-
ing sub-systems, etc. A simple and easy-to-understand example of such relationships
can be found in heating consumption. Heating consumption is related to wall and
window insulation, heater efficiency and the distinct elements involved in the heat
generation process working properly, but also important correlations with related
variables such as outdoor temperature, humidity, sunlight hours and/or the season
of the year, among others. Furthermore, occupant behaviour related to routines
affect heating demand. Such user-related influencing factors could be, for example,
opening and closing windows or blinds, or cooking etc. Correlations with power
consumption can also be found with, for example, light bulbs, ovens, fridges, tele-
visions, computers and many other electric devices that produce heat as a residual
product of their usage.

Having all these data stored and having techniques capable of gathering corre-
lations among them, will result in models that are more accurate to the reality in
buildings. With all this information in the models, detecting deviations in building
behaviour should be much easier. Obtaining these models is an affordable task in
terms of complexity and time-consuming points of view.

Nowadays, the challenge is to take advantage of multivariate techniques. With
this aim, in this thesis a technique used in the batch process industry is adapted
to building energy monitoring. Thus, not only does a modelling approach have
to gather information about the relationships that exist between consumption and
weather or occupancy, but also with regard to dependencies that exist with other
variables and factors that can affect energy consumption.

1.1 Hypothesis formulation

Energy consumption in buildings is related not only to the building’s physical char-
acteristics but also to weather, building usages and the interactions among building
sub-systems, etc. Furthermore, energy consumption in buildings is related to many
distinct factors. According to [20], the main factors influencing energy consumption
in buildings can be divided into seven categories:

e Climate

e Building characteristics
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User characteristics

Building services

Building occupant behaviour and activities

Social and economic factors

Indoor environmental quality requirements

Despite energy use is being influenced by so many factors, buildings are not
generally monitored taking into account all these factors. Usually buildings are
monitored as independent sub-systems (technical parts) without considering any of
the interactions between the sub-systems.

The main hypothesis is that using this data to obtain a reference model can
improve monitoring strategies significantly adding fault detection and isolation ca-
pabilities to smart buildings. Currently, there are many machine learning and statis-
tical methods that can be used for the modelling task. Obtaining these models is an
affordable task in terms of complexity and time-consuming points of view. However,
not all the techniques are suitable to perform fault detection and diagnosis.

Principal Component Analysis (PCA) is a well-known technique used in the
statistical control of industrial processes and it is known for its ability to define
models based on correlations. PCA gathers information about the relationships
among the variables in a projection space in terms of correlated information. Non-
correlated information falls into the residual space. Two statistics (Hotelling’s T2,
and SPE) can be defined in those subspaces. These statistics are easily interpretable
to check the adequacy of monitored data to the previously learned normal operation
model (fault detection). The method is theoretically sound and allows identifying the
variables affecting those detected faults in terms of contributions (fault diagnosis).

However, there is the necessity to adapt PCA data model to the nature of data
being gathered in buildings. Buildings present some time repeatability patterns (e.g.
daily and weekly) and the same variables are usually measured in different parts of
the building resulting in a kind of modularity. This repeatability and modularity
add redundancy that can be exploited when models are created giving different
monitoring capabilities.

Thus, this hypothesis suggests the traditional PCA method can be extended
to consider repeatability and modularity in building data. This requires new pre-
processing methods to organise data, according to data redundancy and monitoring
goals. This PCA extension will allow to create more precise models and will enhance
fault detection and diagnosis of smart buildings.
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Statistical

Engineering

Depends on the availability and repre-
sentativeness of historic data.

Resulting models can be biased accord-
ing to available data.

Can model user’s behaviour if appro-
priate variables are included.

Sample specific (data only represents

Detailed building information, includ-
ing constructive parameters and mate-
rials, is needed.

Accuracy depends on the quality of pa-
rameters.

Neglects user energy relationships or
simply are included as assumptions.

Data is also required for validation.

the site and time where it was ac-
quired).

Table 1.1: Main characteristics of statistical and engineering techniques

1.2 State of the art

In the state of the art of building energy modelling and monitoring, many method-
ologies can be found. Building energy modelling methodologies can be categorized
by generalizing, ([18]) into two large groups: top-down methodologies and bottom-
up methodologies. The starting point for top-down techniques is analysing energy
consumption but not attempting to detail causes or end-uses. Instead, these tech-
niques mainly focus on the cause-effect relationship between long persistent changes
(in buildings) and consumption. On the other hand, bottom-up approaches are gen-
erally based on identifying contributions related to end energy uses in order to build
an aggregated energy model. Two distinct strategies can be differentiated in this
second group: statistical (or data-driven) and engineering (or based on first prin-
ciples) approaches (Table 1.1). An extended review of the techniques addressing
both approaches for building energy modelling can be found in [8] and [21]. Table
1.1 briefly summarizes the general weaknesses and strengths for each group of tech-
niques according to [8] and [21]. This thesis comes under the data-driven methods
group.

Modelling is essential for energy monitoring, since good modelling increases sys-
tem knowledge and allows the reference model required for any assessment task to
be established. Particular cases addressing modelling of large public buildings are
studied in [15]. Methodologies to improve the adjustment and calibration of tools to
support monitoring are studied in [7] and a solution based on evidence is proposed
in [5]. Energy efficiency models for urban environments and buildings are usually
calibrated with hourly data [17] and typologies of days and seasons are used to in-
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troduce corrections. Recently, modelling improvements have been supported by the
deployment of wireless sensors (i.e. [14]). Along that line, the case studies analysed
in [16] serve to propose recommendations when monitoring the energy performance
of buildings.

Data driven methods are specified for modelling in several scenarios but especially
when mathematical models do not exist because they are incomplete or imprecise, or
when, due to dimensionality or complexity, it is impossible to apply other techniques.
Many data-driven techniques exist within two large groups, namely computation or
statistical methods. Statistical methods assume that a probabilistic behaviour exists
in the data, and this behaviour is generally assumed to be the normal conditions.
The aim of statistical methods is then to detect the variations among these normal
conditions.

Principal Component Analysis is a data-driven statistical approach, commonly
used for dimension reduction that, for example in [13] it has been used in a dwelling
energy data dimension reduction. However, this method can also be extended to
modelling multivariate systems, for example, air-handling units ([12]) or chilling
plants ([9]). PCA has also been proposed for clustering in the heating evaluation of
school buildings ([6]), applied as a feature selection technique in [11] or to analyse
seasonal variations in electricity use in office buildings in ([10]).

This general and state of the art on energy modelling and monitoring is com-
pleted in the following chapters, with more specific state of the art focused on the
achievements proposed in every contribution. Thus, Chapter 3, corresponds to the
first contribution of this thesis and presents the PCA and MPCA state of the art for
monitoring, Chapter 4 includes an extension of unfolding techniques, so the state of
the art included in the chapter analyses alternatives in this field. Finally, Chapter 5
extends the state of the art in the specific field of modelling and monitoring HVAC
and air handling units.

1.3 Contributions of this thesis

In this thesis we extend and generalize the uses of PCA to take advantage of all
periodicity on uses and possible granularity of buildings to propose a multivariate
monitoring method that exploits such characteristics. PCA has been selected be-
cause it offers a balance between dimensionality and complexity, thanks to its solid
theoretical principles and its adequacy in terms of problem formulation. A partic-
ular extension known as Unfold Principal Component Analysis (Unfold PCA) or
Multiway Principal Component Analysis (MPCA), commonly used in batch process
industries ([19]), has been studied and adapted for modelling and monitoring en-
ergy consumption in buildings. This selection is based on the fact that buildings are
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usually operated following pseudo-periodic patterns (e.g. daily, weekly patterns)
and interest resides in analysing such patterns and dependencies, with variables
being monitored during the building operation period, instead of considering only
instantaneous relationships. Moreover, the method considers that there are inter-
dependencies among multiple entities (i.e. dwellings or buildings), that allows the
method be extended to the monitoring of residential buildings composed of multiple
dwellings or to an entire neighbourhood.

Adapting PCA allows energy monitoring systems with the following capabilities
to be enhanced:

e Description of dependencies among energy consumption and other monitored
variables.

e Detection of faults in sensors and reconstruction of sensor readings when data
is missing or corrupted.

e Rapid detection of emergent behaviour.

e Forecasting of energy consumption based on independent variables.

e Robust monitoring in the presence of data errors or missing values.

e Creation of simple control charts to monitor multiple variables at a glance.

e Rapid identification and isolation of variables involved in abnormal consump-
tion patterns.

e Modelling of relationships amongst dwellings in residential buildings or neigh-
bourhoods.

1.4 Structure of the document

This document has been structured into eight chapters.

The introduction covers the hypothesis formulation, the state of the art, the
general contributions and this short explanation on the structure of this thesis.
Following the introduction, Chapter 2 presents the objectives of the thesis, including
the tasks required to achieve the objectives and the work executed throughout. As
this thesis is presented as a compendium, Chapters 3, 4 and 5 make up the research
articles and these are followed by Chapter 6 which presents the main results and
discussion of the work presented in each of those articles. Chapter 7 presents the
general conclusions of the thesis and future works, this chapter is followed by the
bibliography.



Chapter 2

Objective

The main goal in this thesis is to develop a new methodology to improve the ex-
ploitation of data gathered in smart buildings for modelling and monitoring energy
performance. Thus, by achieving a better understanding of the demand curves of
energy consumptions in buildings, an improvement in efficiency can be reached.

2.1 Vision

Currently, building monitoring techniques consider buildings as a set of sub-systems,
and monitoring each sub-system without taking into account the other sub-systems,
the building structure, usages or user interactions. Monitoring considering buildings
as a set of sub-systems implies assuming that these sub-systems are independent,
but this assumption is not true. Any building must be considered as a system
itself. In buildings many correlations among all of its sub-systems and users exist.
For example, electric plug demands can seem independent a priori with climate
generation, but this is not always true, plug demand can indicate user presence in a
specific room of the building or even heat can be generated as an unwanted product
of electric equipment equipment (computers, fridges, light bulbs, etc.) usage.

Another situation where actual monitoring strategies can be improved is when
talking about blocks of flats. Dwellings in a block of flats have interactions among
them (for example, heat is transferred through walls, even through those well insu-
lated), and while this situaton may be obvious, it is not usually taken into account in
the monitoring steps. Areas and equipment in common also affect all the dwellings
(for instance, corridor temperatures or impulsion and return temperatures in the
case of central heating, etc.) and so it makes sense to have a methodology capable
of managing all these data sources effectively in order to build accurate models that
take such considerations into account.
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Another aspect of buildings which is not considered in their monitoring is that
there are patterns in the data that are almost always repeated, and which can be
classified into two types. The first are the repetitive patterns that result from users
habits. For instance, in residential buildings behaviours such as sleeping, working,
eating or taking a shower etc., usually show a temporal pattern. Timetables can
even be found when describing non-residential buildings as well. The second pattern
type is to be found within the structural organization of the building itself. Any
building can be divided into floors, rooms or sections, but it can also be grouped
into city neighbourhoods. Therefore, developing a methodology capable of dealing
with these two repetitive pattern types, will open up the opportunity to perform
comparisons between the distinct parts of a building or neighbourhood, or between
the days, weeks or seasons in buildings, thus providing the methodology users with
valuable information.

2.2 Objectives

The main goal of this thesis is to better understand energy consumption in build-
ings and provide better modelling and monitoring techniques for buildings so as to
improve efficiency.

The general objective in this thesis can be divided into three smaller objectives
or tasks that must be achieved separately:

1. Define a data-driven methodology for supervising smart buildings. This method
will exploit the redundancy provided by multiple sensors in order to build a
reference model from the data gathered during normal operating conditions.
This model will then serve as the reference with which to detect abnormal
behaviours and faults during monitoring. Once this has been detected, the
method will provide isolation capabilities by considering the redundancy in
the model.

2. Provide extensions of the previous method to consider periodicity in the con-
sumption patterns. The objective is not only to cope with temporal repetitions
(similar daily and weekly profiles, for example) but also to consider possible
repetitiveness in the spatial structure of buildings (e.g. multiple apartments,
storeys, or rooms with similar monitoring structures)

3. Validate the proposed methodology with different typologies of buildings and
subsystems.

These three scientific objectives are completed with a fourth technological objec-
tive. This last objective is useful to exploit and validate the methodology.
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4. Provide a technological solution for the applicability of the proposed method
by implementing the methodology as web services and developing a final web
application for the end users.

2.3 Journal Contributions

This thesis is presented as a compendium of articles, the distinct tasks of the general
objective and the technological one have been carried out and submitted to three
different journal publications.

The first journal paper [4] focuses on sub-objectives one and three. This first
work proposes a general methodology, like PCA, to be applied in a building scope.
In this first work, a PCA-based methodology is used to build data-driven models
capable of exploiting the information contained in the data records being collected
by building monitoring systems (BMS) and building energy management systems
(BEMS) during normal operational conditions. These models are then exploited as
part of the monitoring tasks to evaluate changes in energy consumption behaviour.
Thus, the model representing the normal operational conditions of a building can
be easily used to detect and diagnose deviations from the modelled behaviour (i.e.
faults, over-consumption, efficiency losses, etc.) or to evaluate the effectiveness
of energy conservation measures. The work aims to extend the methodology not
only to buildings but also to consider communities (residential buildings, social
housing buildings and neighbourhoods, for example) by gathering information about
possible relationships in the variables being monitored. The energy demands of a
central heating system can be influenced by both weather conditions and individual
household occupancy, for example. In concordance with objective three, a use case
example using residential dwelling data is presented. In this use case, real data from
a multi-dwelling residential block located in down-town Barcelona is studied and
modelled in two distinct ways (time-wise and entity-wise).

The second journal paper [1] focuses mainly on sub-objectives two and three.
This work enlarges and mathematically defines the Unfold-PCA technique to deal
with multi-dimensional data. In this paper, a method for correctly exploiting all the
potential of granular and/or modular systems by using N-dimensional data arrays
is introduced. These N-dimensional data arrays are transformed into the suitable
two-dimensional matrices required to perform statistical processing. Here, the focus
is on pre-processing data, using a non-unique folding-unfolding algorithm in a way
that allows different statistical models to be built in accordance with the monitoring
requirements. The fold and unfold method was initially designed as an extension of
the Unfold Principal Component Analysis (Unfold-PCA or Multiway PCA), applied
to 3D arrays, to deal with N-dimensional matrices. However, this data pre-treatment
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method is general enough to be applied to other multivariate monitoring strategies.
In concordance with objective three, two examples in the area of energy efficiency
illustrate the application of the method for modelling. Both examples show how
a unique data set, folded and unfolded in different ways, offers different modelling
capabilities. Moreover, one of the examples is extended to exploit real data. In this
case, real data collected over a two-year period from a multi-dwelling social-housing
building located in down-town Barcelona (Catalonia) has been used.

The third paper, which has been submitted to a first quarter journal, focusses
on the last sub-objective, implementing the thesis works as a tool, but also contains
a further use case example in accordance with objective three. This third study
presents the implementation of the previous work in a service orientated web ap-
plication. This application was implemented as part of the HIT2GAP European
project and integrates the Unfold-PCA methodology into the HIT2GAP core as an
FDD module. The application is not only able to build models using the historical
data available to the core, but is also able to perform online monitoring and fault
isolation for new data using the previously created NOC models. This third work
presents a complete example for AHU (Air Handling Units) monitoring in a real use
case by using the online data from the Alice Perry building at NUI Galway.

Not included in the compendium, but also related to the objectives of the the-
sis, two conference publications are presented. These congress papers present the
methodology of the thesis being applied to two different scenarios.

e At the 6th International Conference on Sustainability in Energy and Buildings,
the modelling of the energy use of the University of Girona’s Montilivi Campus
is presented,[3].

e In IEEE EUROCON 2015 a methodology for detecting heating/cooling usage
transitions in a social-housing building in Barcelona is presented, [2].
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1. Introduction

Nowadays, residential and commercial buildings account for
around 40% of final energy use and are responsible for 36% of
the European Union’s total CO, emissions. In order to reduce
energy consumption, great efforts are being made to develop
and apply European directives [1] that act as an incentive with
regard to the efficient use of energy, and the better performance
of buildings. However, a gap still exists in the area of energy mon-
itoring in terms of facing the challenge of understanding how
energy is being consumed, identifying major loads and losses,
and discovering relationships between energy consumption and
the activities performed by users. Enhanced monitoring meth-
ods, providing significant information that is useful in terms of
understanding energy consumption patterns, are required to per-
form cost-effective analyses of conservative measures, identify
irregularities, and help to define and evaluate the new design
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requirements of buildings. Energy measuring and monitoring is an
essential aspect of understanding energy uses, and assists energy
management activity supporting decision making based on quanti-
tative and objective information. Thus, the enhancement of actual
energy monitoring systems is necessary, and they have to evolve
towards systems capable of exploiting information contained in the
variety of data being collected by building management systems
(BMS) and other data acquisition systems installed in buildings,
facilities and/or neighbourhoods, such as weather stations, wireless
sensors networks (WSN) or access control systems, among others.

The purpose of this paper is to propose a general methodology to
automatically build data-driven energy models capable of exploi-
ting the information contained in data records being collected with
regard to a building (or a neighbourhood) during normal opera-
tional conditions, and exploit it as part of the monitoring tasks to
evaluate changes in energy consumption behaviour. Thus, a model
representing the normal operational conditions of a building can
be easily used to detect and diagnose deviations from the mod-
elled behaviour (faults, over-consumption, efficiency losses, etc.) or
to evaluate the effectiveness of energy conservation measures. The
work aims to extend the methodology not only to buildings but also
to consider communities (residential buildings, social buildings
and neighbourhoods, for example) by gathering information about
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possible relationships in the variables being monitored. The energy
demands of a central heating system can be influenced by both
the weather conditions and by individual household occupancy,
for example. The idea is to take advantage of multivariate tech-
niques, as used in the process industry, and adapt them to building
energy monitoring. Thus, a modelling approach has to gather infor-
mation about the relationships that exist between consumption
and weather or occupancy, but also with regard to dependencies
that exist with other variables and factors that can affect energy
consumption. According to [2] the main factors influencing energy
consumption in buildings can be divided in seven categories:

¢ Climate

e Building characteristics

e User characteristics

e Building services

¢ Building occupant’s behaviour and activities
e Social and economic factors

¢ Indoor environmental quality requirements

The proposed method has to be able to deal with observa-
tion vectors describing the variables and factors related to these
seven areas. Since the number of variables to be included in the
model could be large, a method capable of identifying correlations
among variables and, at the same time, compressing redundant
information into lower dimensional spaces, is required. Princi-
pal Component Analysis (PCA) has been selected to deal with the
trade-off between dimensionality and complexity, because of its
solid theoretical principles and its adequacy in terms of prob-
lem formulation. A particular extension known as Unfold Principal
Component Analysis (Unfold PCA) or Multiway Principal Compo-
nent Analysis (MPCA), commonly used in batch process industries
[3], has been studied and adapted for modelling and monitor-
ing energy consumption in buildings. This selection is based on
the fact that buildings usually are operated following pseudo-
periodic patterns (e.g. daily, weekly patterns) and interest resides
in analysing such patterns and dependencies, with variables being
monitored during the building operation period, instead of consid-
ering only instantaneous relationships. Moreover, the method
considers the existence of interdependencies among multiple enti-
ties (i.e. dwellings or buildings), that allows the extension of the
method to the monitoring of residential buildings composed of
multiple dwellings or to a neighbourhood.

PCA is a projection technique that allows the representation of
dependencies among variables in a lower dimension space defined
by orthogonal components. Thus, the method gathers informa-
tion about relationships among variables in this projection space
in terms of correlated information, whereas non-correlated infor-
mation falls in the residual space. Two statistics — Hotelling’s T2,
and SPE (square prediction error) - defined in those subspaces
in the form of projection and residual spaces, respectively, are
used to model the adequacy of the new data with respect to the
PCA model (obtained from historical data). Thus, large deviations
of these statistics (over a statistical threshold) are used to detect
emergent behaviours when monitoring new observations. More-
over, when this happens, the proposed methodology allows the
identification of the variables responsible for such large variation by
applying contribution analysis. The adaptation of these statistical
principles allows the enhancement of energy monitoring systems
with the following capabilities:

e Description of dependencies among energy consumption and
other monitored variables.

e Detection of faults in sensors and the reconstruction of sensor
readings when data are missing or corrupted.

¢ Rapid detection of emergent behaviour.

e Forecasting of energy consumption based on independent vari-
ables.

e Robust monitoring, in the presence of data errors or missing val-
ues.

¢ Creation of simple control charts to monitor multiple variables at
a glance.

¢ Rapid identification and isolation of variables involved in abnor-
mal consumption patterns.

e Modelling of relationships among dwellings in residential build-
ings or neighbourhoods.

In the next section, a review of the state of the art introduces the
interest in this field. The paper follows with a description of the PCA
background in terms of modelling and monitoring, including fault
detection and diagnosis capabilities. Then, the Unfold-PCA exten-
sion is considered, emphasizing how different unfolding strategies
can be used to offer different monitoring views of a building or of a
neighbourhood. Finally, a case study focusing on energy monitor-
ing of social buildings is presented to illustrate the benefits of the
approach.

2. Related works

This section illustrates the interest in data-driven modelling,
and how these paradigms can be used to extend energy moni-
toring capabilities. The section does not pretend to cover all the
methods described in the literature, but focuses on those that con-
tributed to a definition of new energy monitoring paradigms for
buildings. Building energy modelling methodologies can be cate-
gorized [4] in terms of two big groups: top-down and bottom-up
methodologies. Top-down modelling techniques start from the
analysis of energy consumption and do not try to detail causes
or end-uses. They mainly focus on the cause-effect relationship
between long persistent changes (in buildings or neighbourhoods)
and with regard to consumption. On the other hand, bottom-up
approaches are generally based on the identification of contrib-
utions related to energy end-uses in order to build an aggregated
energy model. Two distinct strategies can be differentiated in
this second group: statistical (or data-driven) and engineering
(or based on first principles) approaches. An extended review
of techniques addressing both approaches for building energy
modelling can be found in [5] and [6]. Table 1 briefly summa-
rizes the general weaknesses and strengths of each group of
techniques.

Modelling is essential for energy monitoring, since it increases
system knowledge and allows the establishing of the reference
model required for any assessment task. Particular cases addressing
the monitoring of large public buildings are studied in [7]. Method-
ologies to improve the adjustment and calibration of tools to
support monitoring are studied in [8] and a solution based on
evidences is proposed in [1]. Energy efficiency models for urban
environments and buildings are usually calibrated with hourly data
[9] and typologies of days and seasons are used to introduce cor-
rections. Recently, modelling improvements have been supported
by the deployment of wireless sensors (i.e. [10]). In this context,
case studies analysed in [11] have served to offer recommenda-
tions when monitoring energy performance in buildings. On the
other hand, the use of Principal Component Analysis (PCA) is not
new in this area; however the way in which it is used differs sub-
stantially from the method proposed in this paper. Thus, PCA has
been proposed simply as a reduction technique in [12] dealing with
dwelling energy data, air-handling units [ 13], chilling plants [ 14], or
for human activities’ outlier detection [15]. PCA has also been pro-
posed for clustering in the heating evaluation of school buildings
[16], applied as a feature selection technique in [17] or to ana-
lyse seasonal variations in electricity use in office buildings [18].
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Table 1
Main characteristics of statistical and engineering techniques.

Statistical

Engineering

Depends on the availability and representativeness of historic data

Resulting models can be biased according to available data
Can model users behaviour if appropriate variables are included
Sample specific (data only represent the site and time where it was acquired)

Detailed building information, including constructive parameters and
materials, is needed

Accuracy depends on quality of parameters

Neglects user energy relationships or simply are included as assumptions
Data are also required for validation

Also, the authors of this paper prove the benefits of PCA in terms
of analysing the energy profiles of eight buildings in a university
campus [19]. In this work we extend and generalize these uses
to take advantage of the ability of PCA in modelling the variables
involved in residential buildings by considering influences between
variables and between apartments.

3. Background

In this section the theoretical background necessary to create
a PCA-based model and to exploit it for monitoring activities is
presented. When variables being monitored include energy con-
sumption (i.e. electricity, gas, heating, etc.) and other variables
that presumably are related to them (i.e. indoor and outdoor
temperature, occupancy, etc.), the models obtained using this
methodology are able to capture the relationships between them.
Multivariate statistical models obtained with the use of histori-
cal data during normal operating conditions (NOC) are used as
reference models. Then, the exploitation of these models for moni-
toring purposes is proposed. Two statistics (T2 and SPE) are used
to check the adequacy of new observations with regard to this
reference model. A graphical representation of these statistics,
named SPE and T2 control charts, is enough to enhance mon-
itoring systems with the introduction of mechanisms to detect
emerging behaviours (sensor fault detections, leakages, overcon-
sumption or other irregularities) and to isolate the variables
that are most commonly related to such abnormal operating
conditions.

3.1. Principal Component Analysis modelling

Principal Component Analysis (PCA) is a multivariate statisti-
cal technique that allows the identification of correlations among
variables represented by a set of observations stored in a matrix.
Usually data describing normal operating conditions are organized
in a bi-dimensional matrix, where columns represent the variables
(m) and rows the observations (n) at a given time instant with
regard to these variables. Thus, a single observation is a row vec-
tor of length m. Data in this matrix, X, are pre-treated to have a
zero mean and unit variance (standardization), giving the same
importance to all the variables in terms of variability. PCA aims to
model correlations among variables and to transform them into a
set of linearly uncorrelated variables called principal components.
The transformation matrix, P, is obtained by applying a singular
value decomposition of the covariance matrix of X, and selecting
the largest r eigenvalues. The eigenvalues of such a decomposition
correspond to the variance captured with regard to each principal
component. Eigenvectors (columns of P) define the orientation of
these principal components, ordered according to the decreasing
order of eigenvalues (variance explained in each direction) and
they are orthonormal (linearly uncorrelated) [20]. Fig. 1 represents
this transformation with a three dimensional (m=3) data set. An
observation X; =(x1, X, x3) (on the right) is transformed into a prin-
cipal component space defined with r=2 components T; = (t1, t ), on
the right (the third component is discarded because it represents a

small amount of variance). Thus, the original data matrix, X, can be
rewritten in the following way [21]:

X=TPT +X 1)

where T is known as the ‘score’ matrix and contains the projection
of the n observations (X) in the principal component subspace, or
projection subspace (r components), and is defined by the transfor-
mation matrix P. The residual or error matrix X(n x m) = X — TPT
represents the projection error for each observation, due to the fact
that only the first r components have been used instead of m.

Based on this subspace decomposition, two indices or statistics
can be used to define the quality of an observation with respect
to the model: T2 (Hotelling’s T2, in the projection space) and SPE
(square prediction error, in the residual space). The former repre-
sents a kind of square distance (Mahalanobis’ distance) between an
observation and the centre of the model measured in the projection
space (see Fig. 2 left). The latter is related to the square distance of
the observation to the projection hyperplane, and consequently is
an indicator of how the observation fits the model structure (see
Fig. 2 right).

Hotelling’s T2 and square prediction error can be computed for
a single observation, x, using the following expressions [21]:

"2
=) + (2)
i1
m
SPE=Y (xi— %)’ (3)
i=1

T2 and SPE, respectively, are the values of those statistics corre-
sponding to the observation x (with m components, x;,i=1...m);
t; is the ith component of the score vector t corresponding to the
observation x, and A; represents its associated eigenvalue.

3.2. PCA monitoring

Monitoring consists of the continuous comparison of acquired
variables with respect to the pre-defined normal operating condi-
tions of a system. The strategy proposed in this work consists of
obtaining this reference model based on PCA methodology using
observations (m-dimensional) collected during the normal oper-
ating conditions (NOC) of a building. Thus, the model is being
represented by the loading matrix P obtained in such normal oper-
ating conditions, and T2 and SPE statistics of a given observation
will represent the fitness of this observation to the model. Thus, for
any new observation, Xpew, is easy to check its adequacy in terms
of the model by simply projecting it, using the loading matrix (P)
obtained during normal operating conditions (tpew =XnewP), cOm-
puting the associated statistics (TZ,, and SPEnew), and comparing
them with appropriate thresholds defined during normal operating
conditions.

Eq. (4) can be used to compute the T2 threshold when NOC data
are used to compute the model.

2 r(n-1)
e T Ty

Frn-ra (4)



L. Burgas et al. / Energy and Buildings 103 (2015) 338-351 341

m=3

Xj =(x1,x2,x3)

2 Tj = (tutz)

A

Fig. 1. Data representation in the original space (left) and in the projection subspace (right).

where n is the number of observations used to build the PCA model,
ris the number of principal components retained in the model, Fis
Fisher distribution function and « the desired confidence level.

For the SPE threshold, as was proposed by [22], Eq. (5) can be
used.

1

\/26,h2 1T
SPEa = 91 o 9 2 0 + 1 + 92h0(;120 1)
1 1

(5)

where ¢y, is the standard normal deviate corresponding to the upper
(1 — o) percentile. 6; can be computed using Eq. (6) and hy can be
computed using Eq. (7).

m
6= A for i=1,2,3 (6)
J=r+1
20,65
hg=1- 7
6 2 (7)

Observations

tL(t-ty)

SPE

| Observations

Fig. 2. Visual representation of Hotelling’s T2 (left) and SPE (right).
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where r is the number of principal components retained in the
model, m is the total number of principal components or original
variables, and A; corresponds to the j eigenvalues not retained in
the PCA model.

Overpassing these thresholds (one or both of them) will provide
evidence of a deviation with respect to the NOC model. Thus, simple
control charts (plots representing T2 and SPE for each new obser-
vation) based on these two indices can be used to monitor building
behaviour and detect deviations from the model. New observations,
projected with the P matrix, obtained during NOC, are represented
with the corresponding T2 and SPE indicators and compared with
respect to the NOC thresholds. Values larger than the thresholds
(one or both of them) provide evidence of a deviation in terms of
the system behaviour with respect to NOC (see Figs. 7 and 13 as a
T2 chart example, and for a SPE chart example see Figs. 8 and 14).

3.3. Diagnosis based on contributions

The second step in monitoring is associated with the isola-
tion of the origin of the deviation by identifying (isolation and
quantification) which variables in the observation vector explain
this deviation from the expected situation. This is achieved by
analysing the contribution of the original variables to the statistics
that detected the deviations (either T2 or SPE). The decomposition
of these statistics into contributions of the variables in the original
space can be computed according to [23]. The contribution of the
variable number j of an observation x to its T2 can be calculated
according to the following expression derived from Eq. (2):

.
2 t;
CONT™ (x) = § Ai}(p,-ijj) (8)
1
i=1

where t; is the ith component of the score vector t corresponding to
the observation x and A; represents its associated eigenvalue, p;; is
the loading corresponding to the variable number j and x; its obser-
vation. In addition, the contributions of each original variable to the
SPE statistic are obtained simply by subtracting the components of
the projection and the residual spaces:

CONT;E(x) = (x; — &)’ (9)

with X being the back projection of a single observation x to the
original space (% = tPT) and x; and &; are the respective compo-
nents. Thus, when an observation is out of control (overpasses a
predefined threshold), the original variables that mainly contribute
to this situation can be identified by simply analysing the magni-
tude of the contributions to the associated statistic. Causes of such
deviation can be diverse and embrace sensor faults, disturbances or
changes in the building operational conditions (occupancy, modifi-
cations, weather conditions, etc.) among others (see Figs. 9 and 15
for a T2 contribution chart example).

4. Multi-view monitoring: Unfold-PCA

The previously described method is useful for monitoring
buildings and infrastructures as a whole. The method allows the
monitoring of a large number of variables, embracing not only con-
sumption, but other variables from the BEMS/BMS or other external
sources, e.g. sensor networks, weather stations, etc. However, an
extension is required to deal with large buildings (e.g. malls, hotels,
housing buildings, offices, etc.) or communities (e.g. neighbour-
hoods, residential districts, industrial or business parks, etc.) that
incorporate multiple entities, that may be affected by interactions
among them, and that require both an overall monitoring of the
infrastructure and an individualized monitoring of each sub-entity.

With this aim, an extension of the previous method is proposed
under the assumption that every sub-entity is being monitored

with the same subset of ] variables (e.g. energy consumption, occu-
pancy, indoor temperature, etc.). Assuming that the L entities are
being monitored, and that other N variables (e.g. weather stations,
overall consumption, energy production, etc.) can be of interest for
the whole facility, the total number of variables involved in the
monitoring projectis N + LJ. Additionally, the method allows consid-
ering differences between entities (e.g. surface, usage, activity, etc.)
by defining each one by a subset of M parameters.

Thus, the data model for a building consisting in L entities will
be represented by three matrices: a three dimensional matrix,
(L xJ x K), containing information from the J variables of the L
entities during K time instants, a second matrix (K x N) with infor-
mation from the N global variables, and a third matrix containing
M fixed attributes for each entity (L x M). This basic data model is
represented in Fig. 3a). The matrix lengths L, M, N and J are invari-
ant during the whole process, whereas the time dimension K is
expected to vary, depending if we are in the modelling or monitor-
ing step. During the modelling step, historical data are used, and
consequently a large data set is expected, whereas during moni-
toring, a single observation (K=1) will be evaluated at each time
instant.

This data model has the complexity of dealing with a 3D data
matrix, but at the same time it offers the possibility to study
data correlation in different directions. The unfold-PCA, or Multi-
way Principal Component (MPCA) approach proposed in [21] for
monitoring batch processes, shows how historical data of sev-
eral executions of a batch organized in a 3D matrix defined by
variables, time and batches, can be unfolded into a 2D matrix in
order to consider correlations among process variables at different
time instants (batch wise unfolding). Following a similar princi-
ple, adapted to the data model we have presented, two interesting
unfoldings of the 3D matrix can be followed for building monitor-
ing:

e Entity-wise unfolding, consists of reorganizing the 3D matrix con-
taining monitored variables of entities into a 2D matrix, where
each row represents a single entity and columns contain informa-
tion with regard to variables during the whole observation period
(JK columns), resulting in a L x JK matrix (see Fig. 3). This unfol-
ding is useful when it comes to capturing dependencies among
variables over time that are common for all entities. Conse-
quently itis also appropriate to identify those entities that behave
significantly differently during the observation period K. When
additional information, defined by a list of M parameters (e.g.
entity dimensions, socio-economic data of householders, etc.), is
available for each entity (L x M matrix), this can be included in
the model by appending it to the unfolded matrix, resulting in an
L x (JK+ M) matrix as depicted in Fig. 3c.

Time-wise unfolding, similarly to the previous one, the 3D matrix
can be unfolded into a 2D matrix by aligning information from
variables of all the entities in a single row, preserving the tem-
poral reference. This unfolding results in a K x L matrix with as
many rows as observation time instants, K, and as many columns
as the number of variables times the number of entities (L]) (see
Fig. 3). This unfolding is useful when it comes to monitoring
the community as a whole, allowing modelling dependencies
among variables within an entity and from different entities as
well. In case of additional variables reporting general information
(weather stations, general consumption, power generation, etc.)
organized in a K x N matrix, this information can be appended to
the model, resulting in a K x (LJ+ M) 2D matrix as represented in
Fig. 3b.

We can observe that both unfolding procedures result in a
2D matrix. Therefore, the general methodology presented in the
previous section can now be applied with regard to modelling
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Fig. 3. Data model and 3D matrix unfolding: (a) data model, (b) time-wise unfolding, (c) entity-wise unfolding.

and monitoring. Thus, historical data organized according to the
time-wise unfolding 2D matrix can be used for modelling the build-
ing when we are interested in continuous monitoring over time,
whereas entity-wise data organization will be used to capture the
common behaviour of entities and, at the same time, identify those
that behave differently during an observation time window.

In the following section the benefits of this multi-view approach
are highlighted in terms of a real scenario. This consists of a social
housing building with L=96 entities where J=3 variables (heat-
ing energy, hot water volume and hot water energy) have been
measured during 636 days. This data setis completed with informa-
tion from N=11 variables from a weather station, gathered during
the same period of time. A winter model has been created with
K=201 observations using the 201 x (96 x 3+11)=201 x 299 time-
wise unfolded matrix and involving the application of PCA method
outlined in Section 3.This model has been used as reference for con-
tinuous monitoring by successively projecting new observations
described by a 1 x 299 vector. A second view of the same building

is given as a result of entity-wise unfolding. The whole historic data
have been used in this case, resulting ina 96 x (3 x 636)=96 x 1908
matrix. Since entities are quite similar (similar surface, tenants,
and age) no additional attributes have been appended (M =0). The
resulting model has been used to identify those dwellings that
presented significantly different behaviour during the observation
period.

5. Case study: multi-view monitoring of a social housing
building

5.1. Motivation and end-user benefits

This case study is motivated by the need to develop enhanced
monitoring tools capable of automatically detecting irregular
consumption patterns, and providing accurate information with
respect to the variables involved. Energy managers, or energy
service companies (usually in charge of many buildings) do not
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have enough time to analyse energy consumption in terms of look-
ing for irregularities. Instead, building energy monitoring systems
(BEMS) should include these capabilities to automatically identify
and report such situations.

The energy system of a social housing building has been cho-
sen to exemplify the methodology and to highlight the benefits of
the method. The building has the particularity of having a central
heating system that is used to provide both hot water and heating
to common spaces and to 96 dwellings, each of which is rented by
one or two tenants. The operation and maintenance of the energy
system are outsourced to an energy service company who has to
guarantee the quality of supply and comfort in the dwellings and, at
the same time, to ensure the most energy efficient conditions. This
implies a continuous monitoring of the system to detect deviations
and to evaluate the effect of energy conservation measures.

The multi-view approach presented in the previous section
(time-wise and entity-wise unfolding) has been implemented in
this real scenario, showing the benefits derived from the direct
application of the methodology in the domain. In particular, from
the perspective of the energy manager, the time-wise unfolding
view has been demonstrated to be effective in terms of automati-
cally detecting behavioural changes, such as alerting the manager
when an apartment is empty or occupied, detecting sensor or
metering faults, detecting water over-consumption (possibly pro-
duced by leakages or abnormal occupancy), among others. On the
other hand, the entity-wise view has been demonstrated to be more
informative for people who deal with tenants, and in terms of their
social condition, since it allows an analysis of the whole facility as
a set of dwellings, instead as a single entity, and allows the man-
ager to identify those dwellings that behave significantly differently
during specific observation periods.

5.2. Scenario description

The social housing building used for the test is located in
down-town Barcelona (Catalonia). It has a centralized hot water
production system for 96 dwellings (1 or 2 occupants each), a car
park, and common areas. Hot water production is provided by two
Remeha GAS 310Kw units combined with several thermal solar
panels and supplies both hot water and heating to dwellings. Hot
water radiators are used for heating, and each tenant controls the
comfort temperature with a thermostat. Thus, three variables are
being monitored for each dwelling (heating energy (kWh), hot
water volume (1) and hot water energy (kWh)). Daily data gath-
ered between 2012 and 2014 (March) have been made available
for the study.

Fig. 4 represents the evolution of these three variables for a sin-
gle dwelling during the whole period. The solid line corresponds
to the daily consumption, and the shadowed areas represent three
times the standard deviation around the daily mean value (repre-
sented by zero), computed with values from all the apartments.

Fig. 5 represents the value of the same variables in a day for the
whole set of dwellings. The solid line represents variables, whereas
shadowed area correspond to 3 standard deviation area around the
mean value (represented by the zero reference) with regard to each
variable.

Data have been cleansed (days with empty registers were
deleted), resulting in a data set of 636 days, standardized (zero
mean and unit variance) and formatted into the L x J x K 3D matrix
(Fig. 3) containing J=3 variables of L=96 entities during K=636
time instants, one for each day, resulting in a (96 x 3 x636) matrix.
Additionally, weather information in the period was provided by
the Catalan public weather agency (MeteoCat)and consistsof N=11
variables, summarized in Table 2, that has been organized into a
(636 x 11) matrix.

Table 2
Weather variables summary.

™ (°C) Mean daily temperature

TX (°C) Maximum daily temperature

TN (°C) Minimum daily temperature
PPT24h (mm) Daily precipitation

HRM (%) Mean daily humidity

RS24h (M]/m?) Global irradiation

VVM10 (m/s) Mean daily wind velocity

DVM10 (°C) Mean daily wind direction

VVX10 (m/s) Maximum daily wind speed
DVX10 (°C) Maximum daily wind speed direction
PM (hPa) Mean daily atmospheric pressure

5.3. Monitoring based on time-wise unfolding

In this first scenario, time-wise unfolding of the 3D matrix will
be used to create the building energy model. This approach will be
useful in terms of finding relationships between monitored vari-
ables, detecting sensor faults, and errors, or reconstructing missing
values.

5.3.1. Data matrix construction

The original 3D data matrix (96 x 3 x636) is time-wise unfolded,
resulting in a (636 x 288) matrix, where rows represent time
instants (days) and columns the variables of every dwelling. Then,
the matrix is completed by appending weather variables (636 x 11)
matrix, resulting in a final data matrix, X, of dimensions 636 x 299.

5.3.2. Model construction

A simple visual inspection of the variables evidences differences
between the winter and summer seasons. The heating energy vari-
able shownin Fig. 4 indicates thatin summer it falls to zero, whereas
in winter there is a large variability. Since the objective of the model
is to gather relationships between variables, we decided to cre-
ate specific models for winter and summer. For simplicity only the
winter model will be described, but the same procedure would be
replicated for the summer model. Thus, 201 winter days between
1st January 2012 and 28th February 2013 were selected to cre-
ate the winter model, resulting in a (201 x 299) matrix instead of
the original one. The procedure described in Section 3.1 has been
followed to obtain the loading matrix, P (only r=6 principal com-
ponents have been retained, explaining a 80.52% of total variance).
Thresholds for both statistics, T2 and SPE, have been computed
according to Eqgs. (4) and (5), respectively, with a confidence fac-
tor o =95%. Projection, in terms of the 3 first principal components
(percentiles in brackets for each component indicate the variance
captured in each direction) of the 201 observations used to create
the winter model are depicted in Fig. 6 as dots. Every dot represents
aday, and the centre of the grey-shadowed ellipsoid corresponds to
the mean daily behaviour. Distance (in fact, the weighted distance)
of dots with respect to this centre is measured with T2 (only 3 out
of 6 components are represented).

5.3.3. Control charts: monitoring and detection of emergent
behaviour

Statistics T2 and SPE, computed with Egs. (2) and (3), respec-
tively, are used for monitoring. The respective control charts with
the corresponding thresholds previously computed (horizontal
solid line) are depicted in Figs. 7 and 8, respectively. Points near
zero in the T2 chart represent days with measurements close to the
centre of the model (normal behaviour), whereas large values of T2
(over the threshold) correspond to days with measurements indi-
cating values away from the average. Thus, values larger than the
threshold can be considered as indicating suspicions of a change in
the system’s behaviour.
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Fig. 4. Monitored variables in a dwelling: heating energy (kWh) (top), hot water volume (L) (middle), and hot water energy (kWh) (bottom).

Fig. 7 represents the evolution of T2 for all winter data, with
the first 201 dots corresponding to the projection of the days used
to build the model, whereas crosses from 202 to the end (367)
represent new winter data (gathered between 2013 and 2014),
that are not used in the construction of the model. From the pic-
ture we can observe that the general behaviour in 2012 follows
the model, with only few of the measures falling slightly over the
threshold, including a single one that presents a large value (obser-
vation number 93, 30th October 2012) over 100, what is consistent
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with the 0.95 confidence factor. On the other hand, the projec-
tion of new observations (from 202 onwards) present a couple of
groups of observations that move away from the threshold. The
larger of them has been marked for further analysis (11th of March
2013).

Similarly, SPE chart allows monitoring of how far the observa-
tion is from the projection space (SPE is computed with principal
components not retained in the model - components from r+1 to
m). Thus, large values of SPE mean indicate that the observation

il

50 55 60 65 70 75 80 85 90 95

Fig. 5. One day values of variables for all the dwellings. From left to right heating energy (kWh), hot water volume (L) and hot water energy (kWh), successively repeated

for the 96 dwellings.
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Fig. 6. Scores of the first three principal components: every dot represents a single day.

does not fit the model, and values larger that the statistical thresh-
old will evidence structural changes in the system (i.e. faults).
Fig. 8 represents the evolution of SPE for winter data (model and
new data). Large values of SPE indicate dates on which correla-
tion between the variables did not follow the model. This happens,
for example, when dwellings become empty (with no consump-
tion, causing SPE to fall out the limit) or as a result of sensor
faults, for example. From Fig. 8 we can observe that new data
(from 202 onwards) present several groups of observations that
exceed the threshold (two of them, 11th March 2013 and 26th

October 2013, have been marked in the figure for further analysis).
Observe that the first one (observation number 212, 11th March
2013) also presented a large value of T2 (Fig. 9), which suggests
the need for some special situation that is discussed in the next
subsection.

5.3.4. Contribution analysis: explaining deviations

When a deviation is detected (large deviation in T2 or SPE charts),
contribution analysis (Section 3.3) can help to interpret the origin
of such a situation with respect to the magnitudes of the measured
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Fig. 7. T2 chart: dots - on the left - represent days used in constructing the model; crosses - on the right — represent new observations.
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Fig. 8. SPE chart: dots - on the left - represent days used in constructing the model; crosses - on the right - represent new observations being monitored.

variables. Egs. (8) and (9) have been used to compute T2 contrib-
utions and SPE contributions, respectively. In order to facilitate the
explanation, contributions obtained with such expressions are pre-
sented graphically. Thus, Fig. 9 represents T2 contributions for the
date 11th March 2013, and Figs. 10 and 11 correspond to SPE con-
tributions for the dates 11th March 2013 and 26th October 2013.

The magnitude of the contributions of the original variables to
the statistics (T2 or SPE) are represented by solid bars, whereas the
thin solid line indicates the three sigma margin of contributions
computed with observations included in the model. The variables
in the pictures are organized as follows: from left to right, heat-
ing energy, hot water volume and hot water energy, successively
repeated for the 96 dwellings, and on the right the 11 weather
variables.

InFig. 9 we can see that the variables causing the T2 out of control
associated with the date 11th March 2013 are (marked on top with
a cross) mainly the 5th weather variable (humidity), and heating
energy for dwellings 19, 28, 40, 52,62 and 73. The hot water volume
and hot water energy for dwelling 45 also present a high contribu-
tion for that date. As this observation presents a deviation for SPE

the associated contributions have been analysed (Fig. 10). We can
see that the variables causing the SPE deviation are mainly two vari-
ables corresponding to hot water volume and hot water energy for
dwelling 45, and in a minor contribution to heating energy for some
dwellings (7, 16, 21, 43, 46, 55, 67, 78, 79, 82 and 89). Looking at
the original variables for dwelling 45, we observe that the values
for hot water volume and hot water energy were higher than usual
at 230L in a day, when the mean consumption for this dwelling
was around 100L per day. On the other hand, heating energy (7,
16, 21,43, 46, 55,67,78,79, 82 and 89) had very low values, or zero
in some cases, whereas dwellings (19, 28, 40, 52, 62 and 73) had
higher values than usual.

On the other hand, SPE contribution analysis for 26th November
2013 (observation number 312), which only presented the large SPE
index (see Fig. 8) performed in Fig. 11 reveals that many variables
associated with heating energy (first variable of dwellings 8, 13, 21,
30, 32, 33, 39, 40, 42, 43, 44, 45, 46, 47, 49, 70, 72, 75, 81 and 83)
presented large values and, at the same time, weather variables
associated with temperature (mean and maximum) are over 3¢
what can be explained by an unusually cold day.
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Fig. 9. T? contributions: bars represent the weight of a variable in a particular day (11th March 2013), black line represents 3¢ given by model data.
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5.4. Monitoring based on entity-wise unfolding

In this second scenario, an entity-wise unfolding will be applied
in order to unfold the 3D matrix into a 2D matrix to per-
form PCA. This approach aims to model the overall behaviour
of dwellings. This will be useful in modelling dwellings based
on their energy consumption patterns, along the observation
period and, at the same time, finding those that present dissimilar
uses.

5.4.1. Model construction

From the 3D matrix described at the beginning of this section
(96 x 3 x636), an entity-wise unfold has been applied, resulting in
a (96 x 1908) matrix. Now each row contains all the data for a sin-
gle entity (dwelling) during the whole observation period, and each
column contains the values of one variable for one time instant for
all the entities. In this scenario, weather information is not con-
sidered since it is the same for all the considered observations
(apartments, entities).

The procedure described in Section 3.1 has been followed to
obtain the loading matrix from the unfolded matrix, P. Only r=6
principal components have been retained, explaining 57.95% of the
total variance. The thresholds for both statistics, T> and SPE, have
been computed according to Eqs. (4) and (5), respectively, with a
confidence factor of o = 95%.

5.4.2. Model exploitation: understanding dwelling behaviours

Once the model is constructed, observations can be projected
in the principal component space. Now, every dot represents
a dwelling during the whole observation period. Fig. 12 repre-
sents this projection, considering only the first three principal
components (percentiles in brackets for each component indicate
the variance captured in each direction). The centre of the grey-
shadowed ellipsoid corresponds to the mean behaviour of the 96
dwellings. Again, T? (only 3 out of 6 components are represented)
gives a measure of how far (distance) each entity (dots in Fig. 12)
is from the centre. Thus, we can observe that the majority of dots
are grouped, and only few of them are somewhat more dispersed.
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Fig. 11. SPE contributions (26th November 2013).
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Presumably, these will be quickly identified by the T? index when
analysing the T2 chart (Fig. 13). Observe in the chart that the major-
ity of observations are close to zero, and only eight of them (entity
number: 2, 3, 25, 60, 73, 76, 80 and 83) are beyond the statistical
threshold.

On the other hand, SPE, will be useful in terms of detecting such
entities that the correlation among the variables is substantively
different from those expressed by the model, and consequently
they fall far from the projection space. Since only heating and water
(and hot water) are being monitored, substantial differences are not
expected among entities when analysing the SPE chart (Fig. 14).
However, a large variability can be observed in this statistic (the
range below the statistical threshold spans to 1400) represent-
ing uncorrelated (among entities) variability. Remember that only
57.95% of the original variability has been retained by the model (6
principal components). Consequently, the analysis of the SPE chart
will not be very significant in the analysis of this second view of the
building.
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Fig. 13. T2 chart: dots represent dwellings. Solid line: T2 threshold.
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Fig. 14. SPE chart: dots represent dwellings. Solid line: SPE threshold.
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5.4.3. Contribution analysis: explaining deviations

Contribution analysis is applied to explain why a dwelling might
perform slightly differently from the model. In order to exem-
plify it, T2 contributions for a single apartment (dwelling 25) are
represented in Fig. 15. The graph represents the evolution of the
contributions of the three monitored variables for dwelling 25 dur-
ing the whole observation period (the contribution for each day).
We can observe that the variables representing hot water con-
sumption are over the statistical threshold during the first half
observation period (corresponding to year 2012). On the other
hand, during 2013 and 2014, these contributions return to normal
(under the 30 threshold). In order to refine the analysis, the origi-
nal variables have been analysed. It resulted that during this period
(2012) a high daily consumption was reported (150-250L per day
with a peak consumption of 400 L). Some possible causes could be
assigned to a problem in the water installation (water leakage) or
an over-occupation of the dwelling.

6. Discussion and conclusions

The paper presents an adaptation of a multivariate process
monitoring method used in the batch process industry, to assist
the monitoring of communities (buildings or neighbourhoods)
with multiple dwellings, instrumented by a common same sen-
sor set. The novelty of the method resides in the ability to provide
a multi-view analysis of a building (replicable for a neighbour-
hood) by applying the same methodology to the matrices that
result after applying two different unfolding procedures (time-wise
and entity-wise). The method also considers how to append addi-
tional information to the unfolded matrices in order to enrich the
PCA models. Data from a social housing building consisting of 96
dwellings and a weather station have been used as an illustrative
case study.

T2 and SPE indices have been presented as control charts to
facilitate the monitoring task on the basis of statistical thresh-
old trespassing. Thus, large values with regard to these statistics
reveal deviations from the reference model obtained from historic
data representing normal operational conditions. The causes of
deviation range from sensor faults to consumption habit changes
or operational issues. Usually, data collected during 1 year are
enough to represent all the variability of normal operating situ-
ations, including seasonal, weekly and daily variations. Enhanced

monitoring based on PCA is completed with these control charts
for fault detection and a contribution analysis for both statistics (T2
and SPE) is proposed to identify variables responsible for such devi-
ation. This is a simple method that can be used to disaggregate these
indices into the corresponding magnitude of the original variables
(sensors). This strategy allows the identification of the variable (or
sets of them) responsible for the out of control situation by simply
analysing those with larger contributions.

The limitation of the traditional PCA monitoring method with
regard to capturing relationships among multiple instances (enti-
ties) and among variables over time, has been overcome by
proposing a new data model for building monitoring and two unfol-
ding strategies. The data model consists of a 3D matrix, to represent
information from multiple entities being monitored with a com-
mon set of variables, plus a couple of 2D matrices to include, on
the one hand, additional sensors affecting the overall infrastruc-
ture and, on the other hand, particular attributes to characterize
each entity.

Two unfolding strategies (time-wise and entity-wise) to con-
vert this data model into a 2D matrix, making it suitable for PCA,
have been proposed. The time-wise unfolding, in fact, corresponds
to a classical PCA monitoring method and allows capture relation-
ships among variables inter- and intra-entity. Thus, new data being
collected continuously from sensors are monitored all together by
simply projecting them into the reference model and computing
the associated SPE and T2 index, allowing the user to isolate faults
in sensors or detect unusual dwelling consumption patterns (leak-
ages, abnormal occupancy, etc.) among other irregularities. On the
other hand, entity-based unfolding allows a complementary anal-
ysis of the same data for a specific period of time. This approach
allows the user to capture correlations, not only among variables
in an entity, but also among variables over time during the obser-
vation period. This is particularly useful in terms of identifying
dwellings that behave significantly differently from others during
the observation period (whole or part) e.g. those more exposed to
adverse weather conditions.

The illustrative use case, relating to a social housing building,
allowed us to demonstrate the benefits of the method and, in partic-
ular, to detect deviations using both unfolding approaches isolating
the variables (and time instants) that significantly contributed to
explaining such situations. The paper includes an analysis of a cou-
ple of situations for illustrative purposes. However, it would be
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simple to systematize such a study to automatically (or period-
ically) generate reports to document the detected deviations in
order to assist maintenance and to ensure energy efficient policies.
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Chapter 4

N-dimensional extension of
unfold-PCA for granular systems
monitoring

In this chapter, there is an explicit extension and its mathematical formalization
over the Unfold-PCA methodology to deal with N-dimensional data arrays. This
methodology enables new modelling and monitoring opportunities in building scope
but also has applications to other scopes and techniques as this fold and unfold
methodology is basically a data preprocessing methodology. Also a couple of use
cases are presented. This publication has been published in the following paper:
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ARTICLE INFO ABSTRACT

Keywords: This work is focused on the data based modelling and monitoring of a family of modular systems that have
Principal component analysis multiple replicated structures with the same nominal variables and show temporal behaviour with certain
Unfold-PCA

periodicity. These characteristics are present in many systems in numerous fields such as the construction or
energy sector or in industry. The challenge for these systems is to be able to exploit the redundancy in both time
and the physical structure.

In this paper the authors present a method for representing such granular systems using N-dimensional
data arrays which are then transformed into the suitable 2-dimensional matrices required to perform statistical
processing. Here, the focus is on pre-processing data using a non-unique folding—unfolding algorithm in a way
that allows for different statistical models to be built in accordance with the monitoring requirements selected.
Principal Component Analysis (PCA) is assumed as the underlying principle to carry out the monitoring. Thus,
the method extends the Unfold Principal Component Analysis (Unfold-PCA or Multiway PCA), applied to 3D
arrays, to deal with N-dimensional matrices. However, this method is general enough to be applied in other
multivariate monitoring strategies.

Two of examples in the area of energy efficiency illustrate the application of the method for modelling. Both
examples illustrate how when a unique data-set folded and unfolded in different ways, it offers different modelling
capabilities. Moreover, one of the examples is extended to exploit real data. In this case, real data collected over
a two-year period from a multi-housing social-building located in down town Barcelona (Catalonia) has been

MPCA

Building energy monitoring
Data mining

Statistical process monitoring

used.
1. Introduction 1979). PCA helps to control the processes by using the Hotelling’s T2
and SPE indices to provide charts to detect and analyse faults. The
One of main challenges in industry’s current transformation to the In- isolation of those faults is made with the contribution analysis (Kourti,
dustry 4.0 paradigm is to integrate, manage, process and exploit process 2005). However, as many other statistical methodologies, PCA requires
data to benefit business. While the internet of Things (IoT) paradigm a 2D matrix organization of data where columns represent variables

provides the infrastructure required for integration and management,
data mining provides the background for processing according to the
required exploitation goals. This paper focuses on the goal of such mon-
itoring and assumes that a multivariate data mining technique is used
for that purpose. In fact, the paper assumes that Principal Component
Analysis (PCA) is the underlying principle to perform the monitoring
and it focuses on the problem of organizing data to apply PCA. This
method is also general enough to be applied to other multivariate
monitoring strategies.

PCA is a well-known multivariate statistical technique which is not

and rows observations. Thus, models obtained with this technique
gather correlations between the variables according to the observations
(conveniently organized into rows) and assume independence between
them. In monitoring applications, these observations usually refer to
a single time instant (continuous processes). However, variations of
PCA for monitoring include extensions for batch process monitoring
based on Multiway PCA (MPCA, Nomikos and MacGregor, 1994) and
other variants to address real-time (R-PCA, Yu et al., 2017), and outlier
detection in an IoT context (Peter He et al., 2017).

only widely used for dimensional reduction, but also for modelling The Multiway approach extends the concept of single instant ob-
and monitoring continuous processes based on observations provided servations to observations that have a temporal extension (typically
by sensors (Russell et al., 2000; Edward Jackson and Mudholkar, the duration of the execution of the batch process) and consequently,
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Fig. 1. Graphic representation of all the unfolding possibilities of a 3D matrix.

observations, instead of simple rows, are represented by 2D arrays
(variables x samples acquired during the batch execution) and by adding
one new dimension to the historic data structure, it now becomes a
3D matrix. Thus, the dimensions of this 3D matrix, containing the
historic data of a batch process, are defined by the number of variables
being monitored in the process, J, the number of samples acquired at
each execution of the batch process, K, and the number of executions
included as historic data, /. Again, the I observations represented by
these 2D arrays (I xK) containing the data for the monitored variables of
a complete execution of a batch process, are assumed to be independent.

Independent of how complex the observations are, the fundamental
principles of PCA do not change, but reorganizing (unfolding) the data
under study (i.e. to be modelled) into a 2D matrix is required. This
implies that, in the case of batch processes, an unfolding preprocessing
of the data is required to convert the 3D matrix into a 2D array before
applying PCA. This unfolding process is not unique and, depending on
how it is done, the interpretations of the results after applying PCA can
differ substantially. Thus, there are six known possible combinations to
unfold a 3D matrix into a 2D matrix, (see Fig. 1) and not all of them
provide interpretable results. (NB: in fact, for the PCA purposes, there
are only really three combinations, because half of them are simply the
other half transposed.) In batch process monitoring (Nomikos and Mac-
Gregor, 1994) variable-wise unfolding (I xJ x K — I K xJ, observations
in rows are all the samples acquired during the execution of batches) and
the batch-wise unfolding (I X J x K — K x IJ, where observations in
rows represent completed batches and number of columns extends to the
variables at every time instant, /J, during the execution of a batch) are
commonly used. In other domains, such as monitoring energy in housing
buildings for example, time-wise unfolding can also be meaningful (see,
for instance, Burgas et al., 2015) to identify singularities in the power
consumption of dwellings.

However, there are situations where 3D arrays are not suitable for
organizing historic observations and higher dimensional data arrays,
or hypercubes, need to be used instead. The need to analyse and
model this complex data as a whole, requires developing of a clear
methodology to manage the folding/unfolding procedures (as well as
other preprocessing measures) for N-dimensional arrays to make them
suitable for building interpretable and exploitable PCA models. This
occurs, for example, when observations contain not only information
from continuous sensors, but also images or spectroscopic information
evolving through time where tensor-based dimension reduction tech-
niques are used (Lu et al., 2008; Chen and Shapiro, 2009). A similar
situation transpires when considering processes, or systems in a general
way, with multiple replicated structures being monitored with the same
set of nominal variables (e.g. solar fields and wind farms, injection and
assembly lines, cavities in a mould, inkwells in offset industrial printers,
power consumers in a grid, or monitoring stores in a mall or rooms in
a hotel, etc.). A new challenge appears, one that consists of monitoring
not only every subsystem, but also the interactions between them and
through time.

Consequently, this requires monitoring tools to be developed that
are not only capable of automatically detecting the significantly dif-
ferently operating elements in any subsystem (e.g. sensor faults, faulty
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components, performance reduction, misbehaviour detection, etc.) but
that also monitor the interactions between these elements and detect
any emergent behaviours. By considering modular replication as a new
dimension in the data structure this analysis can be carried out, but
first requires the adequate pre-treatment and management of the data.
Similarly, when an operating continuous system presents a repetitive or
periodic behaviour through time, this introduces a degree of redundancy
that can be exploited when monitoring. This happens, for instance,
in many systems that operate 24/7, but accommodate this operation
accordingly due to, for example, shifts, power prices, seasons, solar
illumination, etc. Examples of systems with this kind of pseudo-periodic
temporal pattern (daily, weekly, seasonally, etc.) are, again, solar fields
and wind farms, process industries, or hotels and tertiary buildings
affected by daily variations. Such repetitive operations allow models to
be built that can then be used as references for monitoring on different
time scales or granularity (hourly, daily, weekly, etc.). An example of
a multivariate analysis considering this temporal pattern in academic
buildings is presented by the authors in Burgas et al. (2014).

Thus, organizing data into multi-dimensional arrays (usually dimen-
sion higher than four) is required for data from large systems built on the
principle of repetitive modularity and periodic behaviour. This paper
aims to provide a method for constructing multivariate models that
will monitor such systems as a whole and allow MPCA methodology
to deal with N-dimensional arrays. Because the methodology proposed
is focused on a previous stage of the PCA modelling itself, then it can
be useful not only for PCA modelling and monitoring, but also for other
Data Mining tools, such as PLS (Partial least squares). Therefore, this
work focuses on the pre-processing stage and, in particular, analysing
the significance of the models obtained once specific unfolding strategies
have been applied.

This introduction is followed by a background section that includes
related work. Following on form that, the methodology to deal with
N-dimensional arrays is introduced and the procedure to follow before
applying PCA is explained step-by-step. The paper then describes an
example of the application and a complete, real exploitation use case is
depicted to illustrate the different models that can be obtained from an
initial data set and their interpretation and use for monitoring purposes.
The paper ends with a section devoted to conclusions and future work.

2. Background and related work

PCA is a method that allows linear dependencies between the vari-
ables of a system to be modelled (Russell et al., 2000; Edward Jackson
and Mudholkar, 1979). Data gathered during normal operating condi-
tions (NOC) is usually used to obtain a reference model in a new space
of lower dimensionality (for instance, waste-water treatment plants as
in Aguado and Rosen, 2008). Once the system has been modelled, the
new observations projected onto the model’s subspace can be used to
verify its consistency. Usually two statistics, Hotelling’s 7> and SPE
(Square Prediction Error), both defined in the model subspace, are
used as the bounds of the model to check if any new observations
fall inside or outside the model’s thresholds. Hotelling’s T? indicates
how far an observation is from the centre of the model and SPE
specifies to what extent the correlations mismatch the ones modelled.
Those falling outside the model are considered faulty. Optionally, by
using a contribution analysis it is possible to isolate the variables
responsible for the deviation outside the statistical thresholds (Kourti,
2005). Currently, there are variations of PCA such as R-PCA (Recursive
principal component analysis) in Yu et al. (2017) for sensor outlier
detection or monitoring (Peter He et al., 2017) in an IoT scope, that
meet the challenges that real-time presents. A complete comparison and
study of PCA and its variations can be found in Camacho et al. (2008a,
2008b) and Gonzalez-Martinez et al. (2014).

However, PCA itself, as with many other data modelling and mining
techniques, operates over two-dimensional data matrices organized as
observations(rows) X variables(columns). Some extensions of PCA (for
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batch process monitoring for example), known as Multiway PCA (MPCA)
described in Nomikos and MacGregor (1994), were defined to deal
with three dimensional arrays. Multiway PCA can deal with batch
processes (e.g. sequencing batch reactors (SBRs) in waste-water treat-
ment facilities Haimi et al., 2016), thus allowing redundant information
stored in the historic data bases of the batch process containing cyclical
executions to be exploited. Each complete execution constitutes an
observation and supposes adding a new dimension into the input data
to be used for modelling and monitoring. Thus, a single observation
becomes a 2D matrix containing a set of time series describing the
evolution of every variable during the execution of the batch, instead
of a single vector containing the samples of variables at a single time
instant.

This temporal repetitiveness can be found in other domains. For
instance, the power demands of a building present repetitive daily
patterns affected by occupancy and weather conditions (Burgas et al.,
2014). In Burgas et al. (2015), the same authors extended this approach
to deal with multi-entity systems such as buildings (e.g. malls, hotels,
housing buildings, offices, etc.) or communities (e.g. neighbourhoods,
residential districts, industrial or business parks, etc.), dealing with up
to 4D arrays and offering a multi-view monitoring approach for housing
buildings when applying different unfolding processes.

However, PCA is not the only methodology available to deal with
multivariate data. Other multi-way decomposition approaches that have
been conceived for batch processes have their origins in PARAFAC
(Harshman, 1970; Chang and Carroll, 1970), Tucker (1966). A survey
of previous multi-way decompositions including PARAFAC (or CAN-
DECOMP), Tucker and two-way PCA, is reviewed in Bro (1997). The
survey discusses the similarities, constraints and links between them
and notes that while a data-set that can be modelled adequately with
PARAFAC can also be modelled by Tucker3 or two-way PCA, PARAFAC
requires fewer degrees of freedom. On the other hand, Kiers (1991) says
that two-way PCA will always fit better than a PARAFAC or Tucker3
model, except in extreme cases where they may all fit equally well.
The suitability of the three methods for batch processes is analysed
in Westerhuis et al. (1999). None of the studies, however, propose a
method to systematically organize and unfold data.

In the following sections the authors formalize and extend the
unfolding methodology (Nomikos and MacGregor, 1994) to deal with
N-dimensional arrays, taking into account the repeatability and gran-
ularity (formal definition in Bettini et al., 1998) of modular systems.
Working with folded N-dimensional data-sets allows for all the charac-
teristics of the data to be preserved and for new modelling opportunities
to be derived from the redundancy of data.

3. Methodology
3.1. Granular monitoring of multi-entity systems

This work focuses on pre-treating and organizing multidimensional
data for monitoring, especially in the case of systems that present
repetitive behaviour and/or structures. The method is applied to multi-
entity or modular systems (e.g. housing buildings) where every sin-
gle entity (e.g. a dwelling) is being monitored by the same nominal
set of variables (e.g. power consumption, interior temperature, water
consumption, occupancy, etc.). To exploit the method’s potential, it is
expected that there is some kind of interactions between these units
(e.g. heat transfer through walls, shared areas, central heating, etc.).
The method is general enough to consider multiple levels of modularity
in a way that, for a given level, the monitoring variables in a module
contain repetitions of those in the level immediately inferior. Thus, in
the previous example of a dwelling, this can be defined as the lower level
of modularity where five variables are being monitored. A second level
could be a floor divided into four dwellings (20 sensors) and a third level
could be defined by the whole six-storey building with four dwellings on
each floor (i.e. 120 variables in total). Thus, in the initial set of variables,
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the dimension J is 120 variables long, although this can be split into
three levels of modularity, resulting in a 3D array (J, XJ, XJ3) of 5x4x6.

The term granular monitoring refers to the possibility of organiz-
ing observations on different levels of temporal detail and perform-
ing monitoring accordingly. Thus, in batch process monitoring it is
easy to distinguish the minimum two levels of granularity (or multi-
trajectories), i.e. sampling time and batch (time series acquired during
the execution of the batch). Some continuous systems also present this
kind of repetitive behaviour. For example, fed-batch reactors or any
other calendar operated system that has repetitive behaviour on daily,
weekly or yearly time scales. In all of these systems, the sampling time
defines the lowest level of granularity and the longest repetition periods
define the highest. For a given level, the information contained in a
single observation (a granule) does not overlap with any of the other
observations on that same level. However, it does, of course, contain
multiple observations from an inferior level (for a formal definition of
the time granularity concept, the interested reader is referred to Bettini
et al., 1998).

Imagine in the previous housing building example, that data sensors
gathered data hourly (sampling time) for three years. This will result
in a total of I = 26208 observations (samples acquired every hour).
An accurate observation of daily and weekly shapes should show that
they present repetitive behaviour that can be analysed on the following
four granularity levels: hour, day, week and year. Thus, the initial set
of hourly observations (/ = 26208) can now be reorganized into four
levels of granularity: I, hours a day; I,, days a week; I3, weeks a year;
1,, available years of historic data. The initial data-set defined by the
2D matrix (I X J), can in fact be organized into an N dimensional array
(I} X I, X I3 X Iy X J; X J, x J3 with N =4+ 3 =7), resulting in an array
size of 24 X 7x 52 X3 X 5x 4 X 6.

The next section details the correspondence between elements in
both 2D and N-dimensional arrays and shows different ways to unfold
this into a new 2D matrix with a different data distribution suitable for
monitoring.

3.2. Basic pre-processing operations: folding, standardization, merging and
unfolding

Acquisition systems usually gather information sequentially, re-
sulting into long 2D matrices where columns represent every sensor
installed and rows contain dated values acquired at every time-stamp.
For this work, the initial 2D matrix is called X and is assumed to
contain I observations (rows) of J variables (columns). The objective
is to transform this matrix into a new 2D matrix, X’, with dimensions
J'xI' (J #J" and I # I'), suitable for PCA. This PCA suitable matrix
is obtained after reordering observations and variables conveniently to
observe the system at the convenient granularity and modularity level
defined by the monitoring goals.

Folding is the procedure that will be used to reorganize the data
into this N-dimensional folded array, X, by considering system gran-
ularity and modularity. Specific dimensions in the N-folded array will
correspond to different granularity levels, allowing the data acquired at
different sampling times to be merged by simply appending matrices in
the correct dimension (same granularity). Additionally, a standardiza-
tion procedure, one which avoids variables with larger magnitudes and
variation range dominating, must be applied to make the data suitable
for PCA.

Thus, to perform this transformation of X into X’ there are four
basic operations to carry out: folding, unfolding, standardization and
merging.

1. Folding. This is the procedure that allows the original 2D matrix
to be transformed into an N-dimensional folded array, X, in
such a way that granularity and modularity are consistently
represented.
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2. Standardization. This is data centring (zero mean) and equal-
ization in terms of variance (unit variance in all the columns).
The purpose is to avoid variables with large variances and bias
dominating.

Merging (Optional). This is only required when the original data
is split into several arrays with sampling times on different time
scales or distinct modularity. It consists of appending two distinct
X’ matrices (when possible) to add more information to the
models at certain levels of modularity/granularity.

Unfolding. This is the procedure that reshapes the folded X
array into the best bi-dimensional matrix X’, according to the
monitoring goals.

These operations are analysed in detail in the following subsections:
3.3. Folding

Folding is the transformation of the original 2D matrix (I observa-
tions x J variables) into an N-dimensional folded array, X, in such a
way that granularity and modularity are consistently represented. At
this point, that there are other arrays to be merged is not considered
(this issue will be discussed further) and it is assumed that the original
X matrix contains equally sampled data that has been aligned without
blanks.

If the system presents M levels of modularity and L levels of
granularity, then it is possible to fold it into an N dimensional, X array,
with N = L + M. Since granularity and modularity are defined in a
context of repeatability, the length of the observations and the grouping
of the variables at a given level will be fixed and define a dimension
of X. These dimensions are labelled as I;, with / = 1... L and J,,, with
m=1... M, respectively, and the product of their sizes equals the size of
the original 2D matrix: [[ I; = I and [] J,, = J. Observe that if only the
lowest levels of granularity and modularity are considered (L = M = 1),
this will result in the original 2D matrix (I; x J; = I X J).

The main problem when performing the folding procedure, is to have
control over how the samples are reorganized to facilitate applying the
pre-possessing algorithms to the most convenient data organization. To
establish a clear correspondence between elements in X and X Egs. (1)
and (2) have been established, where any observation in the X matrix
(x; ;) is mapped to an observation in the folded array (Eils~4’.L-/1<-~/M),
1... M) represent the

where i; (with / 1...L) and j, (with m
coordinates of the sample in X.

(€Y

()
P

The symbol for the reminder operator of the division performed
between the left and right arguments is %, and the square brackets with
missing upper bars is the symbol to represent the integer part of the
division inside. Wherei =1... I and j = 1 ... J are the coordinates of the
observation (x; ;) in the original X matrix; i, and j,, are the coordinates
of the element in the [, or J,, dimension of the folded array X; I, and
J, are the length, or number of elements, in the 1, and Jp dimension
of the folded matrix. I, = 1, J, = 1 and non-existent dimensions (due
to nomenclature when distinct X are folded for merging later) must be
considered to be 1.

To exemplify this relationship, suppose an X matrix with I = 100 800
observations and J = 110 variables where three levels of granularity are
identified in time (L = 3) and two levels of modularity in variables (M =
2) where I, = 60 (min), I, = 24 (h), I; =70 (days), J, = 11 and J, = 10.
The X matrix can be folded into an X array with N =L+ M =3+2=5
dimensions. Egs. (1) and (2) have been used to find the correspondence
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between any x; ; and the corresponding (EilsiZsiSsjlst

particular case, in the following five corresponding Egs. (3)—(7).

) resulting, for this

i—1

i1=l J%60+1 3)

i =li_lJ%z4+1 @

27 60 = 1

i =[LJ%70+1 )

3724560 %1

TR

Ji = 1 %11 + 1 (6)

= L=t 1041 %)
1

where iy, iy, i3, j; and j, are the corresponding indices of the element
x; ; in the 5-dimensional matrix X.

3.4. Unfolding

The unfolding procedure consists of reshaping a folded N-
dimensional array, X, into a bi-dimensional one, X’, adequate for
PCA modelling purposes. Depending on the unfolding process chosen,
distinct X’ matrices can be obtained. Observe that for an N-dimensional
data matrix, the number of unfolding possibilities doubles according to
the following expression:

k=N-1

2

k=1

k=N-1

(-2

Thus, for N = 3,4,5,6, and 7, the unfolding possibilities are 6, 14,
30, 62 and 126, respectively. The unfolding possibilities double (plus
two) each time N increases a unit. Notice that half of the unfolding
possibilities is the transposition of the other half, so the progression
is divided by two. However, many combinations appear for large N.
For example, Fig. 2 represents the 14 unfolding possibilities for a 4D
matrix of lengths I, J, K, L. However, not all these unfoldings make
sense in monitoring applications, and so the most appropriate ones must
be chosen according to the monitoring goals that have been set. The
possible X’ matrices that are obtained after unfolding X have different
correlation structure and consequently the meaning of the PCA analysis
changes. Being able to choose the appropriate unfolding process for each
monitoring purposes is a critical point. Some indications to help decide
which dimensions in X will be unfolded as columns or rows are the
following:

N!

KN =kl ®

« The dimension associated to the original variables (correspond-
ing to the lower level of modularity, J,), should always be placed
in the columns’ group (always part of J’). Unfolding results
where J, are considered part of the set of rows to be analysed
(part of I') make no sense from a monitoring point of view.
Therefore, half of the unfolding possibilities (those with J; placed
in the rows’ group) should be discarded.

« PCA will find linear correlations between the J’ variables, ex-
plaining the variations in the I’ observations. So, dimensions
susceptible to holding correlations of interest in our system
should be considered for being placed in the variables set (part
of J'), i.e. in the classical batch approach, where I, J and K
dimensions are defined, only the Batch-Wise I’ x J' = I x (JK)
and Variable-Wise I’ x J' = (IK) x J unfolding make sense.

« The order (position) of the row and column elements is not
relevant in terms of modelling, as the results will be the same, but
it is highly recommendable to choose a meaningful organization
to easily visualize and understand the model results. This is espe-
cially important for the composition of J’ dimension (variables).
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Fig. 2. Graphic representation of all the unfolding possibilities of a 4D matrix.

« Consider re-sampling or data aggregation, when the lower level
of granularity is not required, thus reduces the computational
cost of creating models and reduces the influence of noise has.

« As PCA studies the correlations between variables, uncorrelated
variables can be avoided and computational costs reduced.

Considering this hints the user should be able to choose the best
unfolding for his problem and formulating the correspondence between
elements in both matrices X and X’.

Thus, given an N-dimensional array X and a desired unfolding struc-

ture I' x J' (Rows X Columns), the correspondence between an element

(! ", ,) in the X’ matrix with the corresponding element (x,1 i ]M) in

X is given by the mapping Egs. (9) and (10). Where 1/ (with/=1...L")
and j,’n (with m = 1... M’) represent the coordinates of the sample
in the N-dimensional folded array X reordered according to the final
organization of data in rows and columns of X’ required. Thus, the

notation (x, g ) represents the same element (x, ) once
Sl )y Sipad Loy i M

this reorderlng of the coordinates has taken place in such a way that
the first L’ coordinates will be unfolded as rows describing observations
and the last M’ will be unfolded as columns in the final matrix X’.

=L’ p=i-1

=i+ Y ((i;— n T 1{;) )
1=2 p=1
m=M' p=m—1

J=i+ Y ((j,’n—l) I1 J;> 10
m=2 p=1

where i; (j}) is the index of the element in the /th (mth) dimension
assigned to the rows’ (columns) group, I, (J,) is the length, or number
of elements in that dimension, L’ (M’) is the number of dimensions in
the rows’ (columns) group and i/ (j’) the corresponding index in the
final unfolded matrix X’.

To exemplify the correspondence given by the previous equations,
suppose that the desired transformation is from a 5-dimensional array
(I; X I, x I3 x J; X J,) into a 2D matrix distributed as (J,1,) X (J;1,13) =
(I 1) X (J] I3 %) with sizes (I} = 60,1, = 24,13 = 70,J; = 11 and J,

10). The correspondence equations that links any element X iy ©

the corresponding x, ; are given by the Egs. (11) and (12).

i =i+ =) I

i"=j+ G —D=J, an

i"=jy+ (@, —1)*10

JEN TS N AR T D A i

VN TR (AR S MRS (PR DI A A 12)
J =gy A Gy = 1) % 11+ (i3 — 1) * 264.

Thus, a given element in X
indices of the correspondmg Xpr

X, represented by x ;03045 the i’ and j’
2 will be computed with Egs. (13) and
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(14).
i"=54+(10-1)%10=095 13)
J =44+ @0—1)% 11+ (30— 1) % 264 = 7869. 14

Therefore, the element x5 , 5 in the 5D array will be reallocated
as the element x95 2560 11 the unfolded 2D matrix X’.

3.5. Standardization

PCA requires variables being centred and with similar variance.
To guarantee this, a standardization procedure should be applied.
Standardization will consist of obtaining data with zero mean and
unit variance. The procedure is simple: for each variable, its mean (u)
and standard deviation (¢) are obtained, once every sample has been
standardized by subtracting u and dividing by o, as in expression (15).
For the sake of simplicity, x is used for the standardized value and x°
for the original data.
X0 —u
—

(15)

X =

In classical 3D unfold-PCA, depending on how y and o are obtained
(which dimension is considered as the sample), the literature purposes
four main standardization procedures known as Continuous Scaling
(CS), Auto-Scaling (AS), and Group-Scaling (GS) and Block Scaling. In
Continuous Scaling (Esbensen et al., 1987), u and ¢ are obtained for each
variable during all the time instants (observations). Then, according to
the methodology proposed, this is equivalent to performing it at the
initial step, that is from X:

Xjj = —— (16)
J
with
Zizl xl
Hy = i J a7
6, = (18)

When the initial data-set presents distinct granularity (different
sampling times, for example) or not all the modules have the same
degree of replication (for instance, the existence of common or global
variables) the initial data-set must be divided into homogeneous subsets.
The resulting subsets have to be able to be represented consistently as
the initial matrix X. After performing the previously described fold-
ing/unfolding procedures, obtaining a set of matrices X’ with the same
granularity will then be possible. The following must be considered:

« The same nomenclature must be followed in the unfolded ma-
trices (e.g. if I, =seconds in one folding then it cannot be I, =
hours in an other)

« Unfolded dimensions that result in rows in X’ must be consistent
in granularity (sampling), units and order.

So, an X’ matrix coming from a (I;J,) X (AnyGroup) unfolding
procedure can be added to any X’ matrix coming from a (I;J,) X
(AnyotherGroup) unfolding procedure if I, represents the same time
instants and the same frequency in both matrices and J, represents the
same variables or entities.

A detailed explanation of the merging procedure can be found in
Camacho et al. (2008b). Since the merging is performed with unfolded
matrices, it is the same, independently of the dimension of the folded
matrix.

In Auto-Scaling (Westerhuis et al., 1999), u and o are obtained
for each variable at each time instant of the batch (observations are
now the time series during the batch). Thus, according to the proposed
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methodology, this will be equivalent to performing it after unfolding, in
the matrix X':

1o

Xy = Hjr

N 19)
O'j/

with

i=1"

Z:"zl x'{/oj/

[lj/ = T (20)
O'j/ = # (21)

Finally, Group Scaling and Block Scaling are used when data consist
of several groups or blocks of variables with some given uniform feature
(i.e. unit of measure). Different groups have different features. Group
and Block Scaling are performed by scaling each group or block by
the same standard deviation (i.e. the grand mean of their standard
deviations). Following the methodology proposed, an extension of
Group or Block Scaling can be defined by allowing for the possibility
of obtaining the standard deviation from different unfold matrices (X")
and, once standardized, going back to the initial data format.

3.6. Merging

When the initial data-set presents distinct granularity (different
sampling times, for example) or not all the modules have the same
degree of replication (for instance, common or global variables exist),
it must be divided into homogeneous subsets and the resulting subsets
must be able to be represented consistently as the initial matrix X. After
performing the folding/unfolding procedures previously described, it
will now be possible to obtain a set of matrices X’ with the same
granularity. The following considerations should be taken into account:

« The same nomenclature must be followed in the unfolded matri-
ces (e.g. if I} = seconds in one folding then cannot be I, = hours
in an other)

« Unfolded dimensions that result rows in X’ must be consistent in
granularity (sampling), units and order.

So, an X’ matrix coming from a (I, J,) X (AnyGroup) unfolding can
be added to any X’ matrix coming from a (I,J,) X (AnyotherGroup)
unfolding if I, represents the same time instants and the same frequency
in both matrices and J, represents the same variables or entities.

A detailed explanation about the merging procedure can be found in
Camacho et al. (2008b). Since this is performed with unfolded matrices,
it is the same, independently of the dimension of the folded matrix.

4. Application example

To illustrate the methodology, a case study monitoring a parabolic
trough solar power plant is presented. In this case, the granularity
in both the monitored variables and time can be used to reach new
modelling options. In the following sections these options are introduced
and the proposed methodology is followed.

4.1. Data information

On the one hand, the plant being monitored (Fig. 3) consists of four
identical solar fields, each with 50 parallel loops composed of four solar
collector assemblies. To generate electricity, the collectors capture the
solar radiation by heating a fluid to drive a turbine connected to an
electrical generator. In each collector assembly, three variables are mea-
sured at the same frequency (transfer fluid temperature, volumetric flow
rate, and solar irradiation). Moreover, three production plant variables
are provided (power, transfer fluid temperature and volumetric flow
rate).
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Table 1

Dimensions summary for field, production and meteorological data.
Dimension Field Production Weather
1, Hours 24 24 24
I, Days 360 360 360
Jy Variables 3 3 3
J, Collectors 4 (none) (none)
A Parallel loop 50 (none) (none)
Jy Solar field 4 (none) 4

On the other hand, as solar plant generation is highly correlated with
weather, four weather stations,( one for each solar field), provide three
weather variables (temperature, wind, humidity) at an hourly rate.

To summarize, the system has three variables that are replicated at
every collector assembly, three global variables from the plant and three
global weather variables.

4.2. Data folding

Since three different data sources are available, and to later merge
the unfolded matrices, a common nomenclature must be established.
For time dimensions, /; is used for hours and I, for days in the three
data-sets. J; is always used for the measured variables that are different
for each data-set. Then, the J, dimension will be used for the collector
assemblies of each parallel loop, J; for parallel loops of each solar field
and J, for the solar fields of the power plant. The sizes of each dimension
for each data source are indicated in Table 1. Note that the size of J; is,
by coincidence, the same for the three data sources, but this condition
is not really needed to later merge the unfolded matrices.

Eq. (1) has been applied to the three data-sets known as X1, X2 and
X3 matrices, to obtain three folded arrays X1, X2 and X3. Thus, X1
resultsina 6D (I} X I, X J| X J, X J3 X J,) array of 24 X 360 X 3 x4 x 50 x 4
for the collected power plant data, X2 a 3D (I; x I, x J;) array of
24 x 360 x 3 for the production data and X3 a 4D (I; X I, XJ; X Jy)
array of 24 x 360 x 3 x 4 for the weather data. According to the proposed
methodology, these three N-dimensional arrays are suitable to be
unfolded and then used for data-based modelling of the power plant.

4.3. Unfolding

Depending on the objective,the three X matrices can be unfolded
in several ways following the indications in Section 3.4. Since the high
dimensional matrix is X1, which contains the largest amount of data,
this will be used as the basis for the unfolding. Next, X2 and X3
will be optionally added by using the merging procedure described in
Section 3.6. Considering that X1 is a 6D matrix, according to Eq. (8) and
the associated constraints, there will be up to 31 meaningful unfolding
options. To show the value of some of these possibilities, two different
modelling objectives are defined: monitoring and benchmarking.

4.3.1. Unfolding for monitoring

The most common modelling objective is to monitor the whole
system to detect faults and for diagnostic purposes. This corresponds
to a classical data-based monitoring and is achieved by placing I, and
I, in the Rows’ group and the rest of dimensions in the Columns’ group.
In this way, the unfolded X1’ (I,1,) X (J,J,J3J,) matrix is the same as
the original one, X 1. All the variables measured at each time instant
(in this case hourly) are continuously monitored for fault detection and
diagnosis tasks.

In addition, daily monitoring can be reached by placing only I,
in the Rows’ group and the rest of dimensions in the Columns’ group
(1) X (I;J,J,J3Jy) for modelling. In this way, when monitoring, all the
measurements obtained during a day are used as inputs. This allows, as
in batch processes, the repetitiveness (in this case daily) of the data to
be considered to perform more accurate fault detection and diagnosis
tasks, albeit only once a day. In both monitoring versions, weather and
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Fig. 3. Schema of monitored parabolic trough solar power plants. One solar field is marked in green, one loop in yellow and one solar collector assembly in pink.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

production variables can be added by using the merging procedure.
Weather data can be unfolded (I,) x (I,J;J,) or (I;1,) X (J,Jy) for
daily and hourly monitoring, respectively. In this way, the correlation
between the measured process variables and the weather variables is
also modelled and then used for monitoring. Likewise, the production
data matrix can be unfolded (I,) X (;J;) or (I;I,) X (J;) and merged
for modelling. This will allow production plant variables to be used for
monitoring.

As a numerical example, consider that a daily monitoring of the
whole plant, including weather and production data, is going to be
carried out. According to Table 1, the historical data matrix used for
modelling will be 360 X (24 # 3 # 4 % 50 % 4 +24 % 3+ 24 % 3 « 4) = 360 x
57960. Then, with the monitoring system running on-line, the 57 960
measurements obtained during a day, will be the input to obtain the
daily diagnostic of the plant. If the goal is an hourly on-line monitoring
using only plant and production data, the matrix with the historical data
used for modelling will be (360 = 24) X (3 * 4 % 50 % 4 + 3) = 8640 x 2403.
Then, the 2403 measurements obtained hourly will be the input of the
on-line monitoring system.

Moreover, individual monitoring can be done for each specific part
of the plant (i.e. each solar field, loop or collector assembly). In this
case, models can be built by either taking advantage of the information
gathered from the whole plant or from only a specific part. For example,
for online daily monitoring of a loop, it is clear that the 3 * 4 x 24 = 288
measurements obtained each day in the loop should be used. However,
at the modelling stage there are several possibilities. Directly, the X’
matrix can be built from the dimension (I,) x ({;J,J,) and the size
360 x 244 in such a way that only the historical data of that loop is
used for modelling. However, other options are to build X’ from the
dimension (I,J3) X (I;J,J,) and the size 360 * 50 x 244 = 18000 x 244,
or from (I,J3J,) x (I;J;J,) and 360 * 50 = 4 X 244 = 72000 x 244,
thus obtaining a unique model for all the loops in the same solar field
or for the whole plant, respectively. In a similar way, specific models
can be built for hourly monitoring, and for collector assembly or solar
field monitoring. In all the models proposed in this paragraph, both
the weather and the production data-sets can be merged. Then, when
monitoring, the daily weather and/or production data should be used,
and will likely obtain better results.

4.3.2. Unfolding for benchmarking
In the same way that the granularity of the process behaviour can
be useful for monitoring, the modularity of the process structure, based
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on historical data, could be used for benchmarking. In this case, time
dimensions I, and I, are not in the rows of the unfolded matrix but in the
columns. Depending on the dimensions put in the rows of the unfolded
matrix, solar fields, loops or collector assemblies can be compared.

In the case of solar fields, X’ will have the dimension (J,) X
(I, 1,J,J,J3) and a size of 4 X (360 = 24 * 3 = 4 % 50) = 4 * 5184000,
meaning that the 4 solar fields will be compared according to the
5184000 measurements obtained for each one during the year. Since
weather data is different for each solar field this can be merged, resulting
a merged unfolded matrix of size 4 X (360 * 24 * 3 % 4 x 50 + 24 «x 360 =
3) = 4 % 5261 760.

In the case of parallel loops, X’ will have the dimension (J3J,) X
(I11,J,J,) and a size of (4 * 50) x (360 * 24 % 3 % 4) = 200 x 103 380.
this means that the 200 parallel loops of the plant will be compared
depending on the 103 380 measurements collected at each one during
the year. Moreover, in this case, the four solar fields can be considered
as independent, so four unfolded matrices with the dimension (J3) x
(I,1,J,J,) and size 50 x 103380 can be built to obtain four different
models that compare only the parallel loops in each solar field.

In the case of collector assemblies, X’ will have the dimension
(L J3J) X I,J)) and a size of (4 % 50 = 4)x(360 = 24 = 3) =
800 x 25920. This means that, the 800 collector assemblies of the plant
will be compared depending on the 25920 measurements obtained at
each one during the year. As in the previous case, the four solar fields
can be considered as independent, so four unfolded matrices of the
dimension (J,J3) X (I;I,J;) and the size 200 x 25920 can be built to
obtain four different models to compare only the collector assemblies of
each solar field.

In previous benchmarking examples, the production data cannot be
merged since it is common to all the elements compared. This means
that, if it were to be used, a number of identical measurements would
have to be added at the end of each row. Something which makes no
sense for benchmarking tasks. For the same reason, weather data should
only be merged in the case of solar fields.

Finally, thanks to the folding and unfolding methodology proposed,
some more sophisticated benchmarking possibilities can be analysed for
better understand the plant. For example, consider that the structure of
the four solar fields is identical and the unfolding is done to obtain an X’
of the dimension (J3J,) X (J,J41, I,). In this case, the matrix of the size
(50 * 4) X (360 = 24 * 3 % 4) = 200 x 103 380 will be useful to analyse the
influence the location of the collector assemblies within the solar field
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Table 2 Table 4
Dwelling variables. Summary of weather variables.
Sani (kWh) Heating energy for Hot water for sanitary use TM (°C) Mean daily temperature
Heat (kWh) Heating energy TX (:C) M?lx.lmum da.lly temperature
Cold (kWh) Cooling energy TN (°C) lenmum fiélly'temperature
PPT24 h (mm) Daily precipitation
HRM (%) Mean daily humidity
Table 3 RS24 h (MI/m?) Global irradiation
Production plant generation variables. VVMI10 (m/s) Mean daily wind velocity
Glsa (kWh) Energy for heating water for sanitary use in dwellings DV M10 (*) Meaf‘ daily w‘1r1d c!lrectlon
VVX10 (m/s) Maximum daily wind speed
HRF (kWh) Energy for radiant floor heating in dwellings DVX10 (°) Maximum daily wind speed direction
H Fan (kWh) Energy for fan-coils heating in common areas PM (hPa) Mean daily atmospheric pressure
CRF (kWh) Energy for radiant floor cooling in dwellings
CFan (kWh) Energy for fan-coils cooling in common areas
Gas (kWh) Gas consumption Table 5
Ele (kWh) Electric consumption Summary of dimensions for dwelling, generation and meteorological data.
Sir (kWh) Solar generation Dimension Dwelling Production Weather
I, Hours 24 24 (none)
1, Days 621 621 621
has. Similar models can be built for collector assemblies with respect to Iy Variables 3 8 1
J, Dwellings 32 (none) (none)

the parallel loop and/or for parallel loops with respect the solar field.
5. Exploitation example

To better illustrate the benefits of the proposed methodology, an-
other case study using real data from a social building is presented. The
building is located in downtown Barcelona (Catalonia) and consists of
32 separated dwellings, common areas and a common generation plant
which is used for heating and cooling. Three modelling options derived
from the different unfolding strategies from the same initial data-set
and defined according to the monitoring goals will be illustrated. PCA
has been used as the statistical monitoring strategy following the same
principles as in Tucker (1966) (see the reference for further details
on applying PCA for multi-housing building monitoring). In the next
subsection the data structure will be introduced. Then, following the
proposed methodology, several models built from the same initial data
will be shown.

5.1. Data information

The social building consists of 32 dwellings. Dwellings are small
apartments between 35.58 and 41.24 m? each, and each dwelling has
its own kitchen, bathroom and one bedroom. Radiant floors heat and
cool the apartments and as each dwelling has their own thermostat,
the occupants can set the temperature according to their needs. The
variables monitored in each dwelling are summarized in Table 2. All the
variables being monitored are sampled hourly. The building has a single
generation plant that serves the whole building and includes a solar
field to generate hot water and three 110 kW Brotje Heizung Ecotherm
Plus WGB condensation boilers. The generation plant provides hourly
data on consumption and generation. Table 3 summarizes the variables
monitored in the production plant.

Weather information during the period is also available through the
Catalan public weather agency MeteoCat, and consist of the 11 variables
summarized in Table 4. These variables present a sample time of 1 day.

Therefore, the system has three variables that are replicated in every
dwelling, eight common energy variables from the generation plant and
11 weather variables.

5.2. Data folding

To be able to later merge the unfolded matrices produced any of the
three data sets,a common nomenclature must first be established. The
dimension I, is used for Hours, I, for Days, J, for Variables and J, for
Dwellings. The sizes of each dimension for each data-set are indicated
in Table 5.
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Finally, Eq. (1) has been applied to the three subsets considered as
X matrices, to obtain three folded matrices X. Thus, X results in a 4D
(24 x 621 x 3 x 32) matrix for dwelling data, a 3D (24 x 621 x 8) matrix
for generation data and a 2D (621 x 11) matrix for weather data.

The three distinct data sources present different granularity and
spatial receptivity. Thus, the first and second present granularity on two
levels (hour and day), while the weather data-set only has information
on a daily level. Similarly, the dimension corresponding to variables in
the first data-set has two levels of modularity (sensors or variables and
dwellings), whereas the other two data-sets only have one (variables).

Re-sampling or aggregating variables collected at hourly rates to a
daily frequency could produce losses of significant information. Instead
of this, by applying the proposed methodology all the data sources
are retained and used. They have been folded according to previous
structures and adequately unfolded further to be merged when possible.

The main information is provided by the data from Dwellings. This
data source is then the basis of the proposed models, and the two data-
sets will be used as complementary information sources when needed
by applying the merging operation.

5.3. Unfolding

The three X matrices can be unfolded in several ways, depending on
the monitoring goals and by following the indications in Section 3.4. In
this application example, the following objectives were defined:

« Daily monitoring of the whole building
« Identify dwellings that behave similarly
« Daily monitoring of individual dwellings

The following subsections introduce three real use cases, where the
corresponding unfolding and merging are described, and some results
on using the methodology with these three distinct modelling scenarios
are presented.

5.3.1. Unfolding for daily monitoring of the building

In the first use case, the aim is to model the building for supervision
purposes to find sensor faults, leakages, poor configurations of the
system, etc. This model aims to help the building manager easily obtain
information about the building by using simple control charts like
dashboard, and performing fault detection daily (I,). The goal of the
model is to explain the differences in the building’s daily performance.
Consequently, the unfolding is done by placing (I,) in the Rows’ group
while I,, J; and J, are placed in Columns’ group. Thus, an initial model
with the dwelling data unfolded as (I,) x (I,J,J;,) is obtained and
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Fig. 4. Hotelling’s T2 index vs. SPE index for daily monitoring using only dwellings data, each red point represents a summer day and each blue cross a winter day.
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Fig. 5. Hotelling T? index vs. SPE index, for daily monitoring using a winter model and only dwellings data, each point represents a day in the system (only

dwellings).

studied. Later, production plant data is unfolded as (I,) x (I;J;) and
merged, and finally weather data is unfolded as (I,) x (J;) and merged
to obtain more precise models by advantage of the correlations between
all these variables.

5.3.1.1. Modelling only with dwelling data. A first result that can be
easily obtained by building the model with the whole data set, is that the
winter (blue dots) and summer (red dots) behaviour is totally different
(see Fig. 4). This change in the behaviour is obvious, because in winter
heating is consumed, whereas in summer this consumption is in cooling.
Therefore, winter and summer models must be obtained and analysed
separately for more accurate results. In this use case, only the winter
models are shown.

Once the winter model has been obtained, classic PCA monitoring
charts are then used to detect faulty days (for example, days where the
correlations between distinct dwellings change from the ones modelled
or days with abnormal magnitudes). Later, when a faulty day is detected,
contribution analysis can be used to discriminate the variables causing
the fault.

As an example of the monitoring charts provided by PCA, the
Hotelling’s T? vs. S PE graphic is shown in Fig. 5 and Scores in Fig. 6.

Fig. 5 shows some days that surpass the limits. Such days are those
that do not follow the normal behaviour modelled by PCA. Generally,
days falling over Hotelling’s 72 are magnitude faults and those falling
over SPE are correlation faults.

Fig. 6 shows the sore space (grey ellipsoid) and the location of each
modelled day (a red point). In the Score space some groups can be
found. These groups can usually be associated with distinct consumption
patterns. In our case, one group with autumn and spring days can be
found (generally located at the positive side of the first score (7'(1)),

T(3) (2.2237%)
&

T(1) (16.4687%)
T(2) (3.3466%)

Fig. 6. Three first scores graph marked as T(Number of score)(% of variance),
for daily monitoring using a winter model and only dwellings data, each point
represents a day in the system (only dwellings).

grouped and near the centre of the model), whereas winter days are
more dispersed.

5.3.1.2. Modelling with dwelling data merged with production plant and
weather data. According to the methodology and by merging the data
from the production plant using the merging procedure, it is possible to
attain the same control charts (Figs. 5 and 6), but these now include
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Fig. 7. Hotelling’s 72 index vs. SPE index, for daily monitoring using a winter model and dwellings+production data, each point represents a day in the system (only

dwellings and production plant).
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Fig. 8. Three first scores graph marked as T(Number of score)(% of variance),
for daily monitoring using a winter model and dwellings+production data, each
point represents a day in the system (only dwellings and production plant).

production plant consumption and generation. The resulting control
charts are shown in Fig. 7 for Hotelling’s T2 vs. S PE chart and scores in
Fig. 8. The model now includes the data from dwellings and production.
By introducing this data, it is now possible to detect poor configurations
or errors in the production area.

In Fig. 7, some small changes occur when including the production
data, limits are now a little bit lower, some of the previous days near the
limits now fall inside the control area while others fall outside. These
small changes are due to the information from the production plant
calendar and the production settings have been indirectly introduced
to the model. Days with errors in the production area or poor configura-
tions are not present during the monitored period, so there are no great
changes in the control chart.

On the other hand, in Fig. 8 it is now possible to see distinct groups
within the previous autumn and spring group (groups are also located in
the positive side of the first score (T'(1)) axis as in the previous model),
these groups are caused by the distinct production configurations.

Finally, weather data is added using the methodology’s merge
procedure. The model now includes the data from dwellings, production
and weather. Consequently, the control charts Hotelling’s T2 vs. SPE
and scores will also include the merged data. In this case, weather does
not introduce any new detail into the model since the production plant
gathers correlated behaviours. However, it can be used to differentiate
faults from extreme behaviours caused by weather variations.

5.3.2. Unfolding for identify dwellings similarities
In this second use case, the aim is to benchmark the consumption of
the dwellings. Thus, the model does not aim to monitor dwellings on a
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Fig. 9. Three first scores graph marked as T(Number of score)(% of variance),
for identify dwellings similarities and using dwellings data, each point repre-
sents a dwelling coloured for orientations. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)

daily scale, but rather give global information to find the similarities
and differences between them. This information can be useful for
understanding the system and managing energy more efficiently. Using
this model, it is possible to attain information about suspicious or abnor-
mal user behaviours, similarities between users, and also information
about the building itself, for instance, finding relationships between
the consumption of dwellings that have similar locations (orientation,
floor, etc.). Thus, in this case (J,) is placed in Rows’ group and the
rest of the dimensions in Columns’, resulting in the unfolding structure
(J,) X (I, I,J,). Note that weather and production plant matrices cannot
be appended as they do not have the J, dimension.

The scores chart obtained from this model is shown in Fig. 9.
Apartments on the corners (two external sides) or with poor orientation
tend to have behaviours distant from the centre of the model.

In a similar plot, coloured according to floor (Fig. 10), it can be seen
how the first floor presents the most distant behaviour to the centre of
the model. This is because of the influence of the facilities located on
the ground floor. Meanwhile, the second and third floors, except for
a few outliers (probably due to the habits of the occupants), present
similar and statistically normal behaviours. Finally, the fourth floor also
presents a behaviour more distant from the centre of the model. This last
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behaviour can be explained by the influence the roof isolation has on
their consumption.

5.3.3. Unfolding for daily monitoring of dwellings

This third use case, aims to monitor the building, but explains every
dwelling separately albeit without losing sight of the whole building.
Traditionally, modelling would be done separately for each dwelling,
but here the same methodology will be applied without losing the
information about the rest of the building. Initial data was divided
into distinct X matrices, preserving the singularities described in the
previous step (folding). Since the aim is to explain the differences
between dwellings, (J,) is placed in Rows and (I,) is also placed in
Rows to preserve the daily resolution. The others will be reorganized
as Columns, thus obtaining (1,J,) X (I, J;) as the desired unfolding. Note
that in this third use case, as in the second one, the unfolding can only be
reached using the 4D matrix of the dwellings. Weather and production
plant matrices do not have the J, dimension so they cannot be merged.

Once unfolded, as in the first example, the model is focused only
on winter so cooling production and consumption variables are deleted.
Also, the non-winter days are avoided when building the model.

By plotting their scores, this model allows how dwellings behave on
a day scale to be compared. See Fig. 11 which shows the behaviour of
a first-floor corner apartment (dwelling 1 in red dots) in comparison to
a third floor non-corner apartment (dwelling 18 in blue crosses). The
corner dwelling presents a larger variability and more outliers than the
non-corner one over the winter period observed.

6. Conclusions

In this paper a new methodology to deal with N-dimensional data for
monitoring trough PCA models has been presented. First, it is assumed
that, from the monitoring point of view, multidimensional is caused by
data modularity (repetition of variables) and granularity (periodicity
in time). From the point of view of granularity, the method deals with
the possibility of organizing detailed observations on different levels
and performing monitoring accordingly. In a similar way, the method
is general enough to consider multiple levels of modularity in a way
that, for a given level, the monitoring variables in a module contain
repetitions of those contained in the level immediately inferior. To guide
users when choosing their desired unfolding data organization that does
not lose any information and respects the original data structure,the

123

Engineering Applications of Artificial Intelligence 71 (2018) 113-124

o
T

T(3) (4.4409%)

2 4 0 1 2 % 4 5
T(2) (4.8634%)

Fig. 11. Two first scores graph marked as T(Number of score)(% of variance),
for daily monitoring of each dwelling using a winter model and dwellings data.
Each point represents a day in a dwelling. Red dots are from dwelling 1 (first
floor corner) and blue crosses are from dwelling 18 (third floor non corner).

methodology provides a step-by-step explanation of the process to be
applied before applying PCA. It also includes standardizations and the
possibility of merging data-sets with different granularity or modularity.

The application example demonstrates how, by applying the method-
ology to a single set of data from a parabolic trough solar power plan,
many different models can be obtained. These models can have many
different purposes, including monitoring or even benchmarking the
plant.

The exploitation example, using real data from a social building
located in down-town Barcelona (Catalonia), shows the possibilities
the proposed methodology has. From same data it is possible to reach
distinct unfolding (and then PCA models) that offer different monitoring
points of view for the same system (the building). The three different use
cases show how different models are obtained and how both classical
and new monitoring possibilities are achieved.
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Chapter 5

Integrated Unfold-PCA
monitoring application for smart
buildings: An AHU application
example.

In this chapter, the implementation of a web application based on the Unfold-PCA
methodology is described and a demonstration over a real AHU data from NUIG
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Chapter 6

Main results and discussion

This thesis contents three distinct main contributions. The first encompasses adapt-
ing an existing methodology (PCA) to monitor buildings, the second formulates a
fold and unfold strategy to provide new modelling options for granular and modu-
lar (building) systems, while the third and final centres on providing a monitoring
tool and validating the methodology. The results for each of these are discussed
separately in the following sections.

6.1 New PCA methodology for building monitor-
ing

A PCA-based approach has been validated as a suitable technique for modelling
building behaviours which have multiple sensors. This achievement has been in-
cluded in Chapter 3 of this thesis and is one of the articles making up this com-
pendium [4]. The method has proven capable of gathering the influence different
factors (represented by acquired variables) have on energy demand profiles.

The proposed method extends the capabilities of PCA to provide a complete
monitoring strategy according to the following steps:

1. A reference model of the normal operating conditions of the building is ob-
tained with historic data. The method allows the data to be organised in two
ways, which offers two complementary views for monitoring.

2. Monitoring takes advantage of this reference model to detect uncommon de-
viations. Two unique and complementary control charts are required during
monitoring, (independent of the number of variables being monitored), based
on the statistics T? and SPE.
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3. Fault detection: the quality of an observation with respect to the reference
model is based on a statistical decision criteria that consists of evaluating a
threshold that represents the coverage the distribution of these statistics (T?
and SPE) has during normal operating conditions.

4. Fault isolation: once a fault has been detected, the methodology proposed
allows for the variables and time instants responsible for this out-of-control
situation to be identified. This method is known as contribution analysis.

The proposed PCA monitoring strategy has been validated in a social-housing
building located in down-town Barcelona. In this real-life application example, the
building has 96 dwellings and three variables per apartment that have been mon-
itored daily over an (approximately) two-year period along with external weather
data containing eleven available variables. In applying this monitoring strategy,
previously-defined and distinct abnormal conditions are able to be detected.

For example, when modelling the whole building in a daily monitoring scenario,
the PCA methodology can detect (as can be observed in the SPE chart in Figure 6.2)
that variables corresponding to hot water volume and hot water energy for dwelling
45, and also in much lower measures in dwellings (7, 16, 21, 43, 46, 55, 67, 78, 79,
82 and 89) present abnormal values that day. Looking at the original variables for
dwelling 45, the values for hot water volume and hot water energy can be confirmed
as being 203L per day, which is higher than the usual mean consumption for this
dwelling which is around 100L per day.

6.2 Fold-unfold strategy for granular and modu-
lar systems monitoring

After observing that the behaviour of consumption and other monitored variables
presented some kind of repeatability in the time patterns, we also notice that many
buildings have certain modularity that was reflected in the existence of replications
of groups of sensors according to the organisation of technical subsystems (e.g. tem-
peratures, lighting, partial consumptions, etc.) of the building’s structure. This
observation suggested that the previous unfolding method from 3D matrices could
be extended to any data organisation for data in N-dimensional matrices. For this
reason it was necessary to formulate a method to systematise the folding and unfold-
ing methodology of these new N-dimensional organisation of data from buildings.
This contribution is included in Chapter 4 as one of the articles of this compendium

[1].
In Chapter 4, and assuming that buildings can be granular systems and/or mod-
ular systems, the two concepts of granular system and modular system are formally
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Figure 6.1: SPE contributions for day 11, March 2013 for a daily monitoring of the
whole building

defined as:

e A granular system that refers to the possibility of organizing observations on
different levels of temporal detail (daily, weakly, season, year, etc.).

e A modular or multi-entity system that is a system where several identical
systems with interactions among them can be found (rooms, dwellings, etc.).

These kinds of systems presenting granular and/or modular characteristics (build-
ings) can be represented more accurately in N-dimensional arrays but PCA, like
many other algorithms, needs two-dimensional data matrices as input. To perform
a more accurate modelling and posterior monitoring of such systems, a folding and
unfolding methodology is mathematically formulated. The fold step is used for
organising a 2D data input, usually directly from sensors, into a N-Dimensional
array. Then, the unfold step is used to reshape this N-Dimensional array to a new
2D matrix with data in the correct order to reach the desired model using PCA.
By applying the proposed methodology, new modelling and monitoring possibilities
emerge in granular and modular systems.

The proposed folding and unfolding methodology has been validated in a multi-
apartment social-housing building in down-town Barcelona. In this real application
example, the building has 32 almost identical apartments with three variables per
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apartment being monitored, as well as central heating production with eight vari-
ables and an external weather station providing eleven variables. Three distinct
monitoring goals have been defined for this data:

e Daily monitoring of the whole building.
e Identifying dwellings that behave similarly.

e Daily monitoring of individual dwellings.

Following the folding and unfolding methodology, three different 2D matrices
offering new different monitoring points of view are achieved. For example, daily
monitoring of the individual dwellings can be carried out without losing the whole-
building perspective. See Figure 6.2, where each point represents a day in a dwelling.
The red dots are from dwelling 1 (first floor corner) and the blue crosses are from
dwelling 18 (third floor non corner).

Furthermore, in Chapter 4 a simulated example demonstrates how, by applying
the methodology to a single set of data from a parabolic trough solar power plant,
data can be folded into a 6D data matrix and then unfolded into 31 distinct unfolds
to reach 31 meaningful modelling options. Data from the production area or weather
data can also be added.

6.3 Implementing the building monitoring method-
ology

Finally, to conclude the theoretical work in this thesis, the previous achievements
have been implemented in a common framework in order to validate the usability
with different building typologies. From this implementation (see Chapter 5), the
following results can be highlighted:

e The application outlined for modelling, monitoring and fault isolation on build-
ings is programmed and tested.

e The application is suitable for non PCA expert use to monitor buildings.

e The module and methodology support continuous monitoring and can be used
to implement monitoring tools required by energy management procedures
such as the energy management procedures ISO50001 or ISO 50006:2014 and
can also be used to support audits (EN16247-1, ISO 50002) and performance
measure and verification protocols (IPMVP, ISO 50015:2014).
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Figure 6.2: Second and third scores where each point represents a day in a dwelling,
Red dots are from dwelling 1 (first floor corner) and blue crosses are from dwelling
18 (third floor non corner)

e An application example on a pilot site in the HIT2GAP project is presented.
In the application example, a lecture theatre in the Alice Perry Building at
NUI Galway is monitored using the Unfold-PCA methodology and the online
application.






Chapter 7

Conclusions

In this thesis, PCA has been introduced and successfully adapted to model, monitor,
and isolate abnormal behaviour in buildings as granular systems. As was initially
observed, buildings generally present granular and/or modular characteristics and
many factors influence their consumption levels. In order to achieve the goal of
improving the exploitation of data gathered in smart buildings by providing bet-
ter modelling and monitoring tools, four separated objectives were defined. The
following sections describe the conclusions drawn for each sub-objective.

7.1 Define a data-driven methodology for super-
vising smart-buildings

The first sub-objective was achieved and presented mainly in Chapter 4, where a
PCA-based modelling and monitoring methodology for dealing with a building’s
data is presented. PCA means an enormous set of data coming from the build-
ings can be summarised into two simple monitoring charts Hotelling’s T? and SPE
statistics based. Furthermore, when a detection is made, the variables causing the
misbehaviour can be isolated by means of Hotelling’s T? and SPE Contributions
and graphically visualized.

7.2 Extensions to consider granularity and mod-
ularity

The second sub-objective was achieved in Chapter 5, where a folding and unfolding
methodology is defined and mathematically formulated to take advantage of the in-
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herent granularity and modularity of buildings. By using this folding and unfolding
methodology, the granular behaviours and modularities in buildings can be used to
reach new modelling and monitoring capabilities. The granularity and modulari-
ties are rarely exploited by current building monitoring techniques, as they usually
consider buildings as a set of uncorrelated sub-systems. The use of these granulari-
ties and modularities for modelling brings valuable information and new modelling
capabilities (as seen in Chapter 5).

7.3 Validating the methodology

Covering the third sub-objective of validating the methodology in different scenarios,
many use cases of the PCA based methodology have been presented in Chapters 3,
4 and 5 and are summarized in the following bullet points:

e In Chapter 4, a real use case from a social-housing building located in down-
town Barcelona was presented. This building has a centralized hot water
production and consumption system for 96 dwellings and user programmable
thermostats. The use case is made using three variables for each building and
common variables such as weather. In the use case, two distinct models are
used: one for modelling dwellings and another for comparing dwellings.

e In Chapter 5 an example of exploitation of real data from a social-housing
building located in down-town Barcelona was presented. In this example,
three real use cases are studied using the same data, including the new mod-
elling capabilities. In the three use cases, the same data from a social-housing
building with 32 dwellings spread out over four identical floors (eight iden-
tical dwellings per floor), as well as central heating production and weather
variables are used. The monitoring capabilities explored were:

— daily monitoring of the whole building
— identifying dwellings that behave similarly
— daily monitoring of the dwellings but considering the interactions among

them

e In Chapter 5, a theoretical use case is also studied on a parabolic trough solar
power plant. In this use case, how 31 meaningful modelling options can be
obtained from a unique data base by applying a fold and unfold strategy is
demonstrated.

e In Chapter 6, applying the methodology as an AHU monitoring system is
presented. In this use case, real data from a multi-purpose lecture theatre
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located in the Alice Perry Building at NUI Galway (one of the pilot sites in
the HIT2GAP project) is used.

Also, during the duration of this thesis and presented as conference publications
two different scenarios of the use of the PCA based methodology were presented.

e In [3], a use case using real data for modelling the energy usage of the Univer-
sity of Girona Montilivi Campus is presented.

e In [2], a use case using real data uses the methodology to detect heating/cooling
transitions in a social-housing building in Barcelona is described.

7.4 Providing a technological solution

The final technical sub-objective was achieved and presented in Chapter 6 where
the implementation as an end-user online web application of parts of the theoretical
work included in this thesis. This web application makes it easy for non PCA experts
to monitor buildings and also simplifies the model creation tasks by providing online
modelling and monitoring tools.

7.5 Future Work

In this thesis, PCA has been introduced and successfully adapted to model, monitor,
and isolate abnormal behaviour in buildings as granular systems. As seen PCA is
able to perfectly deal with buildings data and in conjunction with the purposed
folding and unfolding methodology new points of view can be reached.

This thesis is mainly focused on building’s scope but the purposed methodology
is general enough to be applied in other scopes were granular systems can be found.
From now on, new research efforts will be focused in finding new application fields of
the folding and unfolding methodology. Following the example included in this thesis
of Solar power plant monitoring and the ongoing research made in the IMAQUA and
RESOLVD projects, where the methodology is being applied in water distribution
networks and electric distribution networks.

By studying the use of the folding and unfolding methodology in conjunction
with other datamining techniques. This is possible because the folding and unfolding
methodology is a data pre-processing method for dealing with multidimensional data
with two dimensional techniques. For example some tests are carried out using Case
Based Reasoning in conjunction with PCA in the IMAQUA project.
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Finally, another idea that came up during this thesis that should be studied in a
future is the possibility of scaling data directly over the N-dimensional folded data
matrix being able to perform a mean form subtraction in each of the dimensions
according to the modelling needs. And the possibility of including the information
used to fold and unfold the data to present better contribution analysis.
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