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Following our study on hydrogen-bonded (HB) complexes [Phys. Chem. Chem. Phys., 2018, 20, 19841],

the physical nature of interaction-induced (non)linear optical properties of another important class of

molecular complexes, namely halogen-bonded (XB) systems, was analyzed in this study. The excess

electronic and nuclear relaxation (hyper)polarizabilities of nine representative XB complexes covering a

wide range of halogen-bond strengths were computed. The partitioning of the excess properties into

individual interaction-energy components (electrostatic, exchange, induction, dispersion) was performed

by using the variational-perturbational energy decomposition scheme at the MP2/aug-cc-pVTZ level of

theory and further supported by calculations with the SCS-MP2 method. In the case of the electronic

interaction-induced properties, the physical composition of Dael and Dgel was found to be very similar

for the two types of bonding, despite the different nature of the binding. For Dbel, the XB complexes

exhibit a more systematic interplay of interaction-energy contributions compared to the HB systems

studied in the previous work. Our analysis revealed that the patterns of interaction-energy contributions

to the interaction-induced nuclear-relaxation contributions to the linear polarizability and the first

hyperpolarizability are very similar. For both properties the exchange repulsion term is canceled out by

the electrostatic and delocalization terms. The physical composition of these contributions is analogous

to those observed for the HB complexes.

1 Introduction

Non-linear optical (NLO) materials based on molecular crystals
and/or thin molecular films represent highly attractive alter-
natives to common ionic inorganic NLO crystals1,2 for diverse
applications in laser technology, high-speed information transfer
and processing, optical data storage, medical diagnostics and

biological imaging.3–5 The possibility of enhancing and
tuning the NLO responses of such materials by chemical
modifications has fostered the bottom-up design of new mole-
cular systems with extraordinarily large first and/or second
hyperpolarizabilities,6–8 including push–pull systems,9 conju-
gated asymmetric oligomers,10,11 chiral systems,12 octupolar
chromophores,13 and open-shell systems.14 However, it has
become evident that it is by no means straightforward to derive
or even estimate the macroscopic properties of a bulk material
from the characteristics of individual molecules, as the NLO
properties (NLOPs) of molecular complexes are usually not
simply additive. For example, the symmetry and the structure
of the crystal are crucial for its NLOPs, especially in the case of
the quadratic NLO responses. Another key factor that deter-
mines the magnitude of the NLOPs of the bulk material is
the effect played by intermolecular interactions, which can
substantially change first and second hyperpolarizabilities
of a molecular complex compared to those of the isolated
subsystems.15–18 This change, which often leads to a substantial
enhancement of the sum of the properties of the subsystems,
may be referred to as the excess property, and is usually analyzed
in terms of a few fundamental interaction types based on the
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partitioning of the supermolecular interaction energy into
physically meaningful components (e.g., electrostatics, exchange,
induction, dispersion).19–26 Starting from pioneering works by
Fowler and Sadlej,27 Bishop and Dupuis28 and Heijmen et al.,29

the excess properties of a wide pallette of systems including
hydrogen-bonded dimers30–32 and weakly-bound stacked
systems33,34 were studied, with a focus on the decomposition
of the pure electronic component of the properties. In general, it
was observed that the electronic excess polarizabilities are
governed by the first-order electrostatic term and to a lesser
extent by the induction contribution. The effect of these two
interaction types is attenuated by the exchange term.30–32 On the
other hand, no regularities emerged in the case of higher-order
excess properties. For example, comparable values of the electronic
excess first hyperpolarizability of the urea and diformamide dimers
resulted from a very different interplay between interaction-energy
contributions.32

Another important aspect that needs to be taken into
account to obtain a complete picture of NLO responses of
molecular systems is the effect of nuclear motions. It has been
demonstrated that the magnitude of vibrational contributions
to first and second hyperpolarizabilities can be comparable or
even prevail over the electronic counterparts provided that
static electric fields are involved.35 It may be expected that
the effect of nuclear motions will be even more pronounced in
the case of weakly-bound complexes, as the weak interactions
imply the presence of low-frequency vibrational modes which
can significantly increase the vibrational NLOPs. Indeed, it was
shown in a pilot study on the vibrational contributions to static
excess properties of the HCN dimer36 that the nuclear-relaxation
contribution to the excess first hyperpolarizability is four
times larger than the electronic contribution. In addition, it
was observed that the composition of excess nuclear-relaxation
properties of different order (i.e., dipole polarizability and first
and second hyperpolarizability) is very similar. The first-order
electrostatic contribution to the excess properties canceled out
the exchange repulsion term to a large extent, so that the final
values were governed by the induction and dispersion terms.
These findings were later confirmed by a more extensive study
including ten hydrogen-bonded (HB) systems.37 Let us recall
that no such regularity has ever been observed in the case of
electronic excess higher-order properties.

To extend our understanding of the effect of intermolecular
forces on the NLO responses of molecular complexes, here we
treat another important type of noncovalent interactions, namely
the halogen bond (XB),38–43 which role in material science,
structural chemistry, organic synthesis and organocatalysis,
polymer science, biochemistry, and medicinal chemistry has
been extensively examined in the last decade.43–51 This direc-
tional non-covalent interaction (A–X� � �B) between a halogen
atom (X) acting as a Lewis acid (electron acceptor, or ‘‘halogen
bond donor’’) and a Lewis base (electron donor, or ‘‘halogen
bond acceptor’’, B) has been successfully interpreted by the
concept of the s-hole, introduced by Clark et al. in 2007.52 The
electron density distribution around the halogen atom X, which
is covalently bound to an atom (A), is not isotropic, but exhibits

a small region of positive electrostatic potential, i.e., a positive
domain called the s-hole, located on the opposite side of the
atom A. This region attracts the lone pair of the Lewis base
leading to a potential energy minimum for the A–X� � �B angle
equal to 1801, imposing the linear arrangement. Let us note
that a similar non-covalent bonding pattern was also found for
elements of the groups IV, V and VI.53–56

There is a strong theoretical and experimental evidence that
HB and XB share several common features.56–59 In both cases,
the s* orbital of an A–H or A–X donor interacts with a lone-pair
orbital of a Lewis base acting as the HB or XB acceptor. Then,
depending on the nature of an accompanying atom (group) A
and acceptor B, the H� � �B and X� � �B interactions can change
from a weak electrostatic attraction of about 1 kcal mol�1, to a
bonding with substantial covalent contribution with binding
energies of roughly 40 kcal mol�1.38–42,55,57 However, there are
also important differences between HB and XB. First, there is
obviously a larger variety of XBs with different properties, because X
can vary from F, through Cl, Br, I up to At, differing substantially in
their electronic properties (e.g., electronegativity, size, polarizability).
In addition, XB complexes exhibit a more complex interplay between
the strength of the A–X and X� � �B bonds. Although there exist a
few weak HB systems in which A–H bonds become shorter upon
the formation of the complex (‘‘blue-shifting HBs’’),60,61 typi-
cally, the A–H bond becomes weaker by the formation of the
hydrogen bond, resulting in an increased A–H bond length and a
red-shift of the frequency of the corresponding stretching vibra-
tional mode. The formation of a halogen bond, however, may
lead both to an elongation or a contraction of the A–X bond.62,63

This observation was explained by Wang and Hobza64 in terms
of an interplay between the electron-density transfer to the A–X
s* antibonding orbital (the so-called hyperconjugation effect)
and electrostatic interactions. If the hyperconjugation effect is
dominant, as in the case of strong XBs involving iodine, the A–X
bond is elongated. If the hyperconjugation effect is weak, as in
many chlorine as well as some bromine containing XB complexes,
the electrostatic interaction governs the change of the A–X bond
length, which is determined by the partial charge on the atom A.
A positive partial charge on A induces a A–X bond contraction,
whereas a negative charge on A results in A–X elongation. The
electrostatic origin of the A–X contraction/elongation is obvious
when X is negatively charged. If the partial charges on the halogen
and on A are both positive, the latter charge is usually far larger
than the former, and the A–X contraction can be explained by the
electrostatic attraction between A and B. Thus, XB complexes can
be classified as red-shifting or blue-shifting XBs.

In the present study, we have selected nine representative linear
XB complexes belonging to the XB18 set65 covering a wide range of
XB binding energies (from 1.41 kcal mol�1 for HBr� � �NCH up to
9.45 kcal mol�1 for FI� � �NCH). The dipole moment of the donors
in our set may point towards the acceptor (HBr, HI), away from it
(FBr, ClBr, FI, ClI, BrI), or may be zero (Br2 and I2). Taking into
account the partial charges of A and X and the type of X atom,
we may expect that most of the complexes are red-shifting, with
the possible exception of HBr� � �NCH, which exhibits features
which may lead to a blue shift (vide infra). The linearity of the



selected systems enabled us to apply reliable electron correlation
methods for both electronic and nuclear-relaxation longitudinal
(hyper)polarizabilities and perform the interaction-induced
property decomposition in a well-defined manner. Let us also
underline that in all cases the linear arrangement corresponds to
the equilibrium geometry of the system.

The article is organized as follows. First, we briefly describe our
strategy to compute the excess electronic and nuclear-relaxation
properties and their decomposition into interaction-energy compo-
nents by combining the finite-field nuclear relaxation (FF-NR)
method proposed by Bishop, Hasan and Kirtman66,67 with the
variational–perturbational interaction energy decomposition
scheme (VP-EDS).68–71 Subsequently, software and computational
details are provided. The results section starts with the character-
ization of the studied systems in terms of the XB strength and the
structural features, focusing on the elongation/contraction of the
A–X bond. Then, the magnitude of the excess electronic and
nuclear-relaxation properties of increasing order and the role of
individual interaction types in them are thoroughly examined.

2 Theory

Our strategy for computing the properties of interest closely
follows the procedure described in our previous works on HB
systems.36,37 Therefore, here we only provide definitions of
quantities discussed later in this study.

The total property Ptot (Ptot = a, b, g) can be split into electronic
Pel, nuclear-relaxation Pnr, and curvature Pcurv contributions:72

Ptot = Pel + Pnr + Pcurv (1)

Whereas Pel describes the pure electronic response to an
external electric field at the equilibrium geometry, Pnr and Pcurv arise
from the change of the electronic and vibrational energies due to the
field-induced change of the equilibrium geometry and the shape of
the potential energy surface, respectively. The nuclear relaxation
contributions to a, b and g contain all the lowest-order terms of each
type of Bishop–Kirtman brackets contributions,73 which include the
harmonic corrections for a, and the harmonic and lowest-order
anharmonic corrections for b and g. The curvature contributions,
which include the rest of the anharmonicity, are computationally far
more expensive and usually smaller than Pel and Pnr. To compute
Pnr, we employed the finite-field nuclear-relaxation (FF-NR) method
proposed by Bishop, Hasan and Kirtman,67,74 which requires opti-
mizing the field-dependent geometry of the molecules maintaining
the Eckart conditions75 (i.e. not allowing the rotation of the mole-
cule). These field-dependent optimizations were carried out using
the procedure developed by Luis et al.76

The interaction-induced (excess) property DP (where P = Ptot,
Pel, Pnr) is defined as the difference between the property PAB of
the complex and the sum of the properties Pi (i = A, B) of the
isolated subsystems at the geometry of the complex:

DP = PAB � (PA + PB) (2)

Taking into account that the static electric (hyper)polariz-
abilitities are defined as derivatives of the energy with respect

to the external electric field, both DPel and DPnr can be split into
contributions due to the various intermolecular-interactions
types, as we have shown in our recent study.36

In principle, any partitioning scheme used for the decom-
position of supermolecular interaction energy19–26 can be
applied with our approach. In this work, we rely on a varia-
tional–perturbational decomposition scheme (VP-EDS),71,77–79

in which the interpretation of the individual interactions is
based on intermolecular perturbation theory.80 In VP-EDS, the
total interaction energy obtained in a supermolecular approach
is partitioned into a selection of interaction energy terms as
defined in symmetry-adapted perturbation theory (SAPT).71,77–79

At the second-order Møller–Plesset perturbation theory level
(MP2), the total VP-EDS interaction energy of the dimer calcu-
lated by a supermolecular approach in the dimer-centered-basis
set (DCBS)81 is partitioned into the Hartree–Fock (HF) and the
electron correlation interaction energy components:

DEMP2
int = DEHF

int + DEMP2
corr (3)

The HF term can be further partitioned into the electrostatic
interactions of unperturbed monomer charge densities, e(10)

el ,
the exchange repulsion (DEHL

ex ) and the charge delocalization
(DEHF

del), accounting for the exchange effects due to the Pauli
antisymmetry principle and induction, respectively.

DEHF
int = e(10)

el + DEHL
ex + DEHF

del (4)

The second-order electron correlation term, DEMP2
corr :

DEMP2
corr = e(12)

el,r + e(20)
disp + DE(2)

ex (5)

includes the second-order dispersion interaction, e(20)
disp, as well as

the electron correlation correction to the first-order electrostatic
interaction, e(12)

el,r , and the remaining second-order electron
correlation effects (DE(2)

ex ). The latter term accounts mainly for
the uncorrelated exchange-dispersion and electron correlation
corrections to the Hartree–Fock exchange repulsion.79,80 The
terms e(10)

el and e(20)
disp are obtained using standard polarization

perturbation theory, whereas the term e(12)
el,r is calculated using

the formula proposed by Moszyński et al.82 The numbers n, m in
the superscript of terms such as e(nm)

el refer to orders of perturba-
tion in the intermolecular interaction operator (n) and intra-
monomer correlation operator (m), respectively.

3 Software and computational details

Field-free equilibrium structures of all systems were obtained
by geometry optimizations with tight convergence criteria
(10�12 Hartree and 10�9 Hartree Bohr�1 for energy and gradients,
respectively) and employing the MP2 method in combination with
Dunning’s correlation-consistent aug-cc-pVTZ basis set.83 For the
heavy atoms (bromine and iodine), the corresponding effective
core potential (aug-cc-pVTZ-PP)84 was applied to include scalar
relativistic effects. It was shown by Kozuch and Martin,65

that relativistic ECP in combination with the non-relativistic
Hamiltonian provides binding energies of XB systems in very
good agreement with those obtained using the all-electron



Douglas–Kroll (DK) Hamiltonian. Harmonic vibrational analysis
was performed at the same level of theory to confirm that the
optimized structures were true minima. All field-free computa-
tions were performed with the Gaussian program.85 Field-
dependent geometry optimizations and property calculations were
carried out using custom computer programs enforcing again
tight convergence thresholds.86,87 50 iterations during the FF-NR
procedure were sufficient to achieve the convergence 10�13 a.u. on
energy and 10�7–10�10 Hartree Bohr�1 on RMS gradient for the
full mesh of fields. VP-EDS calculations were performed using a
modified in-house version of the Gamess (US) program.88,89 As
described in the previous section, the VP-EDS partitioning of the
excess properties is fully consistent with the utilization of the MP2
method for the evaluation of the total electronic and nuclear-
relaxation properties of complexes. Our choice of the aug-cc-pVTZ
basis set was based on recent studies by some of us,36,90 which
showed that it provides reliable results for both electronic and
nuclear-relaxation (hyper)polarizabilities of small molecules and
HB dimers with average errors below 1% compared to values
obtained with the aug-cc-pVQZ basis set. Our choice is also
supported by the benchmark study of XB systems by Kozuch and
Martin,65 which claimed that for practical purposes the aug-cc-
pVTZ basis set is sufficient. Furthermore, we also confirmed
the basis set saturation of our NLOP data by comparing the
results obtained with the aug-cc-pVTZ and aug-cc-pVQZ basis sets
(corresponding data are shown in ESI,† Table S1). The relative
percentage error in electronic a, b and g for the aug-cc-pVTZ basis
set is only 0.1%,�4.4% and�2.8%, respectively. Let us recall that
the FF-NR approach requires the application of the same level of
theory both for the field-dependent geometry optimization and
property calculations, which puts some restrictions on the level of
correlation as well as on the size of the basis sets we can apply.
However, it is known that MP2 tends to overestimate the binding
of weakly bound systems.91 Therefore, we also applied the spin-
component-scaled variant of MP2 (SCS-MP2),92 which scales down
the same spin and enlarges the opposite spin components of the
MP2 correction, to calculate the electronic and nuclear-relaxation
properties of three representative systems of our set (see Table S2
in ESI†). The SCS-MP2 method was shown to provide bond
lengths and dissociation energies of XB complexes in excellent
agreement with results obtained with the CCSD(T) method.65 Our
comparison of MP2 with SCS-MP2 results revealed that the former
only slightly overestimates both electronic and nuclear-relaxation
contributions to (hyper)polarizabilities (by ca. 10–18%). The only
somewhat larger discrepancy was observed for bel of FBr� � �NCH,
but the magnitude of this property is rather small. To sum up, we
can conclude that MP2 is a reliable method for the analysis of
both electronic and vibrational properties of XB complexes and,
in particular, for unravelling the interplay of interaction types
contributing to the excess (hyper)polarizabilities.

4 Results and discussion

Before performing a detailed analysis of excess properties, let
us briefly discuss the energetics and structural aspects of the

halogen bonding in the systems studied. Fig. 1 shows the
VP-EDS interaction energies (IEs) and their components for
the whole set of complexes ordered according to increasing
values of the total interaction energy. Let us note that our
results agree with the trends reported by Kozuch and Martin
for binding energies obtained with the CCSD(T)/CBS method65

(see Table S3, ESI†) thus further supporting the suitability of the
MP2 method for interaction-energy decomposition. As expected,
the magnitude of the VP-EDS/MP2 interaction energies is in
general larger for the iodine-bonded complexes. The interaction
energies correlate with the vibrational frequency of the X� � �B
stretching mode as well as with the partial charge on the halogen
atom of the isolated XB donor (qX) obtained by natural orbital
analysis (see Table S4 and panels (a) and (b) in Fig. S1, ESI†). The
set of our complexes can thus be split into three subgroups:
(i) weakly-bound systems involving XB donor with a negative qX

and a positive qA (HBr� � �NCH, HI� � �NCH); (ii) moderate XB
complexes involving nonpolar XB donors (Br2� � �NCH, I2� � �NCH);
and (iii) strongly-bound XB systems with positive qX and negative
qA, in which the XB donor strength increases with increasing
difference between the electronegativity values of A and X,
i.e., ClBr o BrI o ClI o FBr o FI. The fact that the total IEs
significantly correlate with the qX values suggests that electro-
statics plays an important role in the halogen bonding. This
notion is also supported by even stronger correlation of the first-
order electrostatic IE contribution with qX (Fig. S1, panel (b),
ESI†). However, it is evident from Fig. 1 that the (stabilizing)
electrostatic term is not the dominant one. In fact, the Pauli
exchange-repulsion contributions have different sign but similar
absolute magnitude than the sum of the electrostatic and charge
delocalization terms. As a result of the nearly complete cancella-
tion of these three terms, the total IEs are mainly governed by the
electron correlation effects (predominantly by dispersion forces;
see Fig. S1 panel (c), ESI†), in line with previous studies analyzing
the role of individual IE terms in halogen bonding.57,93

Indeed, the Hartree–Fock method, which neglects electron

Fig. 1 Interaction energy partitioning for the studied species at the
equilibrium geometries optimized using MP2/aug-cc-pVTZ-PP level of
theory. The numerical data can be found in ESI.†



correlation, incorrectly predicts the complexes HBr� � �NCH,
Br2� � �NCH and I2� � �NCH to be unbound. In this respect, the
current set of XB systems qualitatively differs from a previously
studied group of HB complexes,37 in which the two first-order
perturbation theory terms (i.e., electrostatic and exchange
repulsion) canceled each other out to a large extent and the
overall stabilization was mainly due to the negative delocaliza-
tion and dispersion components. The larger role of the
exchange-repulsion in the case of XB systems compared to HB
complexes is related to the presence of lone pairs on the halogen
atoms, which are close to the lone pair of the XB acceptor.
Concerning the changes of the A–X bond lengths upon complex
formation, elongation of the bond is observed in all cases,
together with a red-shift of the frequency of the corresponding
stretching vibrational mode. In general, the lengthening of the
A–X bond increases with qX (and thus also with the total IE), with
a more pronounced correlation for the weakly bound bromine-
bonded complexes, where hyperconjugation effects are smaller
(Fig. S1 panel (d), ESI†). Let us note that even the most weakly
bound complex, HBr� � �NCH, showing a negative qX and a
positive qA (thus fulfilling prerequisites for blue-shifting XBs),
still displays a positive albeit small change of d(A–X) and a
decrease of the corresponding vibrational frequency upon
complex formation. Thus, we conclude that all studied XB
complexes can be classified as red-shifting XBs.

Excess electronic dipole moments and their decomposition
into individual interaction-energy contributions for the XB
complexes studied are shown in Fig. 2. Let us recall that, by
definition, the nuclear-relaxation contribution to this property
vanishes. For all the complexes studied the net electronic
contribution enhances the absolute magnitude of the excess
dipole moment (for the chosen molecular orientation the
dipole moment of all the complexes is negative; see Table S5,
ESI†). The magnitude of the total excess values is rather small
(lower than 0.3 a.u.) for the two complexes containing hydrogen
halides (HI and HBr), and a bit larger for the other complexes
(from 0.64 to 0.94 a.u.), with the largest values pertaining to
the iodine-bonded complexes. Clearly, the excess property is

dominated by the first-order electrostatic component. However,
although their contributions are rather system-dependent (see
also Table S6, ESI†), the exchange-repulsion and delocalization
terms play a more important role, as compared to HB systems.37

For all the complexes except HBr� � �NCH and HI� � �NCH, the
contribution of the latter to the total excess value is larger than
24%. The role of the exchange repulsion is smaller, although
when the X atom is iodine, and the A atom is I, Br or Cl, the
exchange contribution is still around 20%. In addition, in the
case of the XB systems the Pauli repulsion contribution has
the same sign as the electrostatic component (except for
FBr� � �NCH, where it is practically negligible), whereas in HB
complexes it has usually the opposite sign. The electron correla-
tion effects are in both types of complexes relatively small.

To explain the observed trends, it is worth noting that the
dipole moment of a complex is the result of a rather complicated
interplay of the mutual orientation of the dipole moment vectors
of the constituting subsystems, and it may also be strongly
affected by the mutual polarization (depending mainly on the
magnitude of the electronic polarizabilities of the constituents)
and possible charge transfer between the subsystems. The small
values of the excess dipole moment of HBr� � �NCH and
HI� � �NCH result from the anti-parallel directions of the mole-
cular dipole moment vectors, as well as from the fact that
their XB is very weak, which leads to negligible exchange and
delocalization contributions. In the case of non-polar XB donors,
the increase of the excess dipole moment is mainly due to the
polarizability of the halogen-bond donors, which is larger for the
iodine molecule. The negative charge localized on the nitrogen
atom polarizes the X2 molecule inducing a positive charge in the
neighbouring halogen atom and a negative charge on the
more distant halogen atom. The Pauli repulsion enhances this
polarization (to a larger extent in the case of I2� � �NCH due to a
stronger XB), so the exchange term increases the magnitude of
the excess property. In the remaining complexes with the parallel
dipole moment vectors of donor and acceptor molecules,
the electrostatic contribution is again related mainly to the
polarizabilities of the constituents, which do not significantly
differ from those corresponding to the XB complexes with non-
polar donors. The exchange-repulsion contribution enhances the
polarization of the XB donor, thus increasing the total excess
property especially in complexes containing iodine atoms.
Finally, the delocalization contribution increases with increasing
interaction energy, in line with the hypothesis of an increasing
role of the hyperconjugation effect along the series.

A comparison of the electronic and nuclear-relaxation dipole
polarizabilities shows that the electronic contributions to the
total property notably prevail over those related to the nuclear
motion (Table S7, ESI†). The ratios of the Dael and ael values
indicate that the intermolecular interactions bring about a
10–25% increase of the property. The pattern of individual
contributions to Dael is very similar to that observed in the case
of HB systems.37 In particular, the electrostatic contribution
plays a dominant role, whereas the exchange and delocalization
terms are smaller in magnitude and have opposite signs. As the
correlation effects are only minor, the total electronic excess

Fig. 2 Breakdown of interaction-induced electronic dipole moment into
various interaction types. The numerical data can be found in ESI.†



property closely follows the pattern of the electrostatic compo-
nent. Relative magnitudes of Dael are similar to Dmel, i.e., they
are notably smaller for the weakly bound and least polarizable
HX� � �NCH complexes. We note that Dael values for the remain-
ing systems fluctuate around 20 a.u., with systematically
slightly larger values for the iodine-bonded systems.

In the case of strongly bound XB complexes, the nuclear-
relaxation contributions amount to ca. 20–30% of the total
property of the complex, and the Danr values are even larger
than the corresponding Dael. The HX� � �NCH systems again
differ qualitatively from the other complexes by much smaller
vibrational effects on the polarizability; the nuclear-relaxation
contributions to the total property of the complex are below
10% (see Table S7, ESI†), and they are 3–4 times smaller than
their electronic counterparts in terms of the excess properties.
The partitioning of Danr into interaction energy components
displayed in Fig. 3 (lower panel) reveals important differences
between the physical composition of Danr and Dael. Firstly,
although the values of both properties are similar in magni-
tude, the former results from a gentle balance between
interaction-energy contributions one order of magnitude larger
than for the electronic property. Secondly, the relative weight
due to the different intermolecular interaction types are signifi-
cantly altered. In particular, the electrostatic contribution to
Danr is far smaller than the corresponding exchange-repulsion
term for all XB complexes investigated. As the two terms have
opposite signs, the resulting first-order contribution is nega-
tive, and the total Danr becomes positive owing to the relatively
large positive delocalization contribution and a non-negligible

dispersion term. Interestingly, the Danr pattern is again very
similar to that observed in the case of HB systems despite the
differences in the nature of IEs, and the Dmel term discussed
above: the intermolecular interactions increase the polarizability
of the complex with respect to isolated molecules due to both
electronic and nuclear-relaxation effects.

The static electronic and nuclear-relaxation first hyperpolar-
izabilities of the studied XB complexes are reported in Table S8
(ESI†). Contrary to the case of the polarizabilities, the nuclear
relaxation contribution plays a major role here, amounting to
90–95% of the total property of the complex. Both electronic
and vibrational first hyperpolarizabilities are significantly
affected by intermolecular interactions and both increase the
net hyperpolarizability of all the studied complexes. The excess
contributions have in all cases a negative sign (except for Dbel of
IF� � �NCH), and in general their magnitude more than out-
weighs the sum of the values of the isolated subsystems, which
is either positive or of a small negative value. Thus, the bel and
bnr values for nearly all the complexes are negative (again,
except for bel of IF� � �NCH). The upper panel of Fig. 4 shows
that the magnitude of Dbel (the smaller contribution to Db),
which does not follow the increasing bond strength of XBs. Dbel

is rather small for both weakly- as well as strongly-bound XB
systems, and exhibits an enhancement for moderately strong
complexes. The largest value for Dbel is found for the I2� � �NCH
complex. In the case of the two weakly bound complexes, the
small values of Dbel may be expected since the replacement of
a halogen atom by a hydrogen atom leads to a considerably
smaller electronic density. However, the explanation of the

Fig. 3 Breakdown of electronic and nuclear-relaxation contributions to
interaction-induced polarizability into interaction types. The numerical
data can be found in ESI.†

Fig. 4 Breakdown of electronic and nuclear-relaxation contributions
to interaction-induced first hyperpolarizability into interaction types. The
numerical data can be found in ESI.†



systematic decrease of excess hyperpolarizability for the most
strongly bound complexes is not obvious, as all the interaction-
induced components are in this case counter-intuitively small
despite the strong interaction. One possible explanation would
be that these species are more tightly bound and thus more
rigid, but this does not explain why the purely electronic
contributions are vanishing. In any case this is quite an inter-
esting observation, indicating that in order to enhance non-
linear response of a molecular crystal the moderately strong
interactions are preferred. For the moderately-bound XB systems,
some regularities can be observed. Although no dominant com-
ponent can be identified, electrostatic and dispersion contribu-
tions are always positive, whereas the other components are
negative. Interestingly, the second-order exchange–correlation
term (Db(2)

ex ) plays a significant role, and also the electron correla-
tion correction to the first-order electrostatic contribution (Db(12)

el,r )
is not negligible.

The trend of the Dbnr values with increasing interaction
energy qualitatively follows the corresponding trend observed
for Dbel, i.e., although being in general much larger in magnitude,
the two properties are smallest for the complexes characterized by
the weakest interactions, increase for moderately-bound systems,
and finally drop again for the strongest ones. The partitioning
pattern of Dbnr is very similar to that observed for Danr. Again,
the dominating exchange-repulsion contribution is slightly over-
compensated by the sum of the electrostatic and delocalization
components, whereas the electron correlation terms cancel each
other out to a large extent. It is also worth noting that the Dbnr

values result from a gentle balance of relatively large contribu-
tions, just as in the case of Danr.

The evolution of the electronic excess second hyperpolariz-
ability with increasing XB strength shown in Fig. 5 resembles
that of the electronic excess polarizability, i.e., the two weakest
XB complexes exhibit rather small values, whereas for the
stronger complexes Dgel increases to values ranging from
14.5 � 103 to 45.0 � 103 a.u. Again, the largest value is obtained
for the I2� � �NCH complex. The excess property typically

amounts to 50% and 70–80% of the total electronic second
hyperpolarizability for the weakly and the strongly bound XB
complexes, respectively. The partitioning of Dgel reveals a rather
regular pattern of interaction-energy contributions. The exchange-
repulsion, which is of opposite sign than all other components,
prevails over the electrostatic term, thus rendering the total
contribution of first-order perturbation-theory negative. However,
the positive delocalization term dominates over the other compo-
nents (contributing by ca. 60% to Dgel) and brings about a
significant increase of the property. As the electron-correlation
effects enhance the property further, Dgel attains large positive
values. Due to the approximate cancellation between the negative
repulsion exchange and the positive electron-correlation correc-
tion terms, the sum of the first-order electrostatic and delocaliza-
tion terms provides a quite reliable rough estimate of the total
values of Dgel. Due to considerable numerical uncertainties
obtained for gnr and Dgnr (see Table S8, ESI†), we have not
performed the VP-EDS decomposition of the corresponding
excess property. Nevertheless, based on relatively stable data for
ClBr� � �NCH and HI� � �NCH, we can presume that the nuclear-
relaxation contributions constitute a major part of the static total
second hyperpolarizability of XB complexes.

The results discussed above concern the decomposition of
electronic and pseudo nuclear-relaxation contributions to (hyper)-
polarizabilities. However, according to eqn (1) there are also
higher-order anharmonic contributions. Although a method for
the decomposition of these contributions has not been developed
yet, it is interesting to estimate their magnitude for a, b and g of
the complexes considered here. The computed values are
included in Table S14 in the ESI.† They show that acurv is for all
the complexes far smaller than the corresponding nuclear relaxa-
tion contribution anr. This also holds for bcurv and gcurv for the
majority of the complexes, with just four exceptions (bcurv and gcurv

of HBr� � �NCH and gcurv of HI� � �NCH and FI� � �NCH).

5 Conclusions

The detailed composition of the excess electronic and nuclear-
relaxation (hyper)polarizabilities of a few selected linear XB
systems was analyzed at the MP2/aug-cc-pVTZ level of theory by
applying the FF-NR method in combination with the VP-EDS
approach to evaluate individual contributions due to funda-
mental interaction types. Our test set comprised weakly bound,
moderately bound (which involved nonpolar XB donors) and
also strongly bound XB systems, in which the XB strength is
enhanced by the dipolar interactions between the donor and the
acceptor. The structural and vibrational analyses revealed that all
of the systems can be classified as red-shifting XB complexes. In
general, the intermolecular interactions consequently enhance
the excess electrooptic properties of the studied complexes with
respect to isolated species. However, the origins of this enhance-
ment may vary between different systems and for different
properties. The excess dipole moment shows a slowly rising
tendency with the increasing magnitude of interaction energy,
with slightly larger magnitudes for the iodine-bonded complexes.

Fig. 5 Breakdown of electronic contribution to interaction-induced sec-
ond hyperpolarizability into interaction types. The numerical data can be
found in ESI.†



As in the HB systems studied in ref. 37, the property is
dominated by the electrostatic component, but the exchange-
repulsion and delocalization terms are a bit larger in XB
systems. Moreover, the Pauli repulsion term has almost always
the same sign as the electrostatic and delocalization compo-
nents, whereas in the case of HB complexes it usually acts in
the opposite direction.

The (hyper)polarizabilities of the XB complexes are also
significantly affected by the intermolecular interactions. In
the case of Dael and Danr, they typically amount to 18% and
99% of ael and anr of the complex, respectively. The partitioning
of Dael and Danr revealed that the former closely follows the
pattern of the electrostatic component, whereas the latter
results from a gentle balance of order-of-magnitude larger
interaction-energy contributions. Similar observations were
reported by some of the present authors for HB systems.37 In
the case of the first hyperpolarizability, the roles of electronic
and nuclear-relaxation contributions are dramatically different.
Here the latter is far larger than the former and amounts to
ca. 90–95% of the total value of the static property. Moreover, by
and large the whole second-order NLO response of these
complexes is due to intermolecular forces, implying the impor-
tance of the analysis performed to understand the origins of
this effect. The Dbnr values are small for the weak complexes,
increase for moderately-bound systems, and drop again for the
most strongly bound ones. Systematically, the Pauli exchange-
repulsion term dominates, but is overcompensated by the
electrostatic and delocalization components, which have the
opposite sign. The electron correlation terms of Dbnr cancel out
each other to a large extent. The physical nature of Dbnr is thus
very similar to that observed for Danr. It is interesting to note
that in the case of the first hyperpolarizabilities the excess
properties are not only much larger in magnitude than the net
property of isolated systems but often change qualitatively
the response of the complex to the external electric field
(by changing the sign of the resulting first hyperpolarizability
of the complex). The relative magnitudes of the excess
electronic second hyperpolarizabilities along the series of the
studied XB systems are similar to that of Dael. However, the
relative electrostatic contribution is notably smaller, which was
also observed in the case of HBs.

To sum up, the patterns of interaction-energy contributions
to the nuclear-relaxation excess properties of different order are
preserved through both sets of HB and XB complexes, which is
a very interesting and rather surprising finding if one takes into
account the completely different nature of the intermolecular
interaction of these two types of systems. In the case of the
electronic properties, the physical origins of Dael as well as
those of Dgel were also found to be similar for the two groups.
For Dbel, the XB complexes exhibit more systematic behavior
compared to the HB systems.
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Phys. Chem. Chem. Phys., 2018, 20, 19841–19849.

38 G. Cavallo, P. Metrangolo, R. Milani, T. Pilati, A. Priimagi,
G. Resnati and G. Terraneo, Chem. Rev., 2016, 116, 2478–2601.

39 T. M. Beale, M. G. Chudzinski, M. G. Sarwar and
M. S. Taylor, Chem. Soc. Rev., 2013, 42, 1667–1680.

40 L. P. Wolters, P. Schyman, M. J. Pavan, W. L. Jorgensen,
F. M. Bickelhaupt and S. Kozuch, Wiley Interdiscip. Rev.:
Comput. Mol. Sci., 2014, 4, 523–540.

41 P. Politzer, J. S. Murray and T. Clark, in s-Hole Bonding: A
Physical Interpretation, ed. P. Metrangolo and G. E. Resnati,
Springer International Publishing, 2015, pp. 19–42.
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