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Abstract. 

Molecular arrays containing donor-acceptor sites and antenna molecules are promising candidates for 

organic photovoltaic devices. Photoinduced electron transfer (PET) in multi-chromophore systems is 

controlled by a subtle interplay of donor and acceptor properties and solvent effect. In the present study, 

we explore how PET of fullerene [C60]–Zn-Porphyrin–BODIPY triad can be modulated by passing from non–

polar to polar media. To this aim we perform computational study of this complex using the DFT/TDDFT 

method. [C60]–Zn-Porphyrin–BODIPY demonstrates significant contrast between stabilization of CT states 

in which the BODIPY moiety acts as electron donor forming or electron acceptor. To understand the effect 

of the environment polarity on the PET processes a detailed analysis of initial and final states involved in 

the ET is performed. Computed electron transfer rates revealed the dependence of photoinduced charge 

separation properties on the environment, namely we found that increase in solvent polarity leads to the 

involvement of an additional deactivation channel, which does not play a role in non-polar solvents. 
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Introduction.  

Conversion of the sunlight into more accessible forms of energy, such as electrical or chemical ones is a 

primary challenge for the human race. A lot of attention and efforts were paid to design and preparation 

of model compounds that mimics natural photosynthetic systems.1-3 These systems usually contain an 

structural unit that absorbs the light (photoantenna) and a reaction center unit, where transfer of 

electrons in the excited state from the donor to acceptor occurs.4, 5 Generation of a long-lived charge-

separated (CS) state with high quantum yield and separation of radical ion pairs over long distances to 

prevent immediate charge recombination processes are extremely important conditions for 

photosynthetic systems.6-9 

Many multi-component systems containing different donor and acceptor species have been designed and 

extensively studied. Among many of potentially suitable chromophores the boron dipyrromethane 

(BODIPY) and its derivatives,10-13 and porphyrinoid families2, 14-16 appears to be most attractive. These rigid 

and planar structures have high extinction coefficients, fluorescence quantum yields, and relatively long-
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living singlet excited states. Moreover, their redox potentials and optical properties can be easily tuned 

by changing the substituents or through the core modification.17, 18 

Among the acceptor units utilized for preparation of photosynthetic systems, fullerenes demonstrate such 

important properties as low reduction potentials, very strong electron acceptor properties and small 

reorganization energies.19-27 In the last decade, they have got noticeable popularity in chemical and 

material sciences due to development of their functionalization methods that allowed to overcome 

solubility issues as well as tune electronic and photophysical properties.28, 29 

The electronic communication between donor and acceptor is a key feature in the design of 

photosystems. Properties of individual moieties, system energetics, topology and spatial orientation of 

donor and acceptor subunits have to be also taken into account.30-32 Numerous porphyrin-based donor–

acceptor (D–A) systems have been shown to be excellent models for understanding energy and electron 

transfer (ET) mechanisms. Various molecular arrays containing multiple D and A sites and antenna 

molecules, have been prepared and characterized.4, 33-37 Taking into account that in natural photosynthetic 

systems the chlorophylls are linked to the protein via axial ligation, much attention was paid to systems 

where donor and acceptor subunits are axially arranged.38-42 Systems where donor and acceptor are 

located linearly5, 34, 43-45 (in the plane of porphyrin) or V-shaped are also known.46-48 

In porphyrin–BODIPY arrays, the both fragments complement each other. Porphyrins typically exhibit an 

intense absorption at ca. 400 nm and weaker Q-bands in the region of 600–700 nm. BODIPY, at the same 

time strongly absorb light at 500–600 nm. In this way light-harvesting antennas composed of porphyrin – 

BODIPY fragments undergo quasi-quantitative energy transfer (EnT) between BODIPY and porphyrin units. 

BODIPY acts as an energy donor, due to absorption of the light at higher energy than the energy of 

porphyrin Q-band, and transfers singlet state energy to the macrocycle moiety. If the denoted system 

comprises strong electron acceptor, a charge transfer (CT) from the excited porphyrin to the electron 

acceptor (fullerene unit, for example) can occurs.49-51 

Very recently Huaulme et al. reported a synthetic strategy based on oxidative coupling with Fe(III) chloride 

that allowed to make -extended BODIPY-based polycyclic dyes.52 Photophysical characterization of series 

of newly discovered -fused BODIPY revealed that these compounds present an intense absorption (with 

extinction coefficient up to 2.3∙105 M-1cm-1) in UV-visible spectral range. Cyclic voltammetry showed that 

all studied derivatives demonstrated a high electron affinity which is comparable to the electron affinity 

of [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) and similar [C60] derivatives. 

In a multi-modular systems used in artificial photosynthesis, fullerene C60, porphyrins, and BODIPYs have 

been extensively utilized. Usually, BODIPY performs the functional role of an energy harvester and is not 

involved into charge transfer/separation processes. Given the high electron affinity of BODIPY, the [C60]–

Zn-porphyrin(ZnP)–BODIPY complex can be considered a potential acceptor-donor-acceptor (A-D-A) 

triad53-55 with interesting photophysical properties such as the possible existence of different charge-

separated states. Here we report a comprehensive analysis of photoinduced charge separation states in 

novel Fullerene [C60] – ZnP – BODIPY triad using Time-Dependent DFT coupled with conductor-like 

polarizable continuum model (CPCM) to account for environmental effects. 
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Results and discussion 

[C60]-ZnP-BODIPY triad. Ground state properties. 

Intensive absorption in the NIR rigion and high electron affinity reported for BODIPY,52 led us to perform 

a detailed examination of the electronic properties of such -fused BODIPY. Our analysis revealed 

intriguing solvation properties. Surprisingly, we found out that anion and cation radicals of such BODIPY 

derivatives show notably different energies of solvation. For a better understanding of the nature of the 

observed effect, the BODIPY solvation energies were calculated in several selected solvents differ in 

polarity ranging from =1.88 for n-hexane to =108.94 for formamide (Table 1). Ground state geometries 

of -fused BODIPY were optimized at BLYP/Def2-SVP level of theory coupled with conductor-like 

polarizable continuum model (C-PCM) for each solvent. In all cases the structures have been characterized 

as minima in the potential energy surface. 

Table 1. Ground state solvation energies (in eV) computed at C-PCM-CAM-BLYP-D3(BJ)/Def2-SVP//BLYP-

D3(BJ)/Def2-SVP level of theory for -fused BODIPY taken in neutral, cation radical, and anion radical 

forms in selected solvents (HEX=n-hexane; TOL=toluene; DEE=diethyl ether; THF=tetrahydrofuran; 

DCM=dichloromethane; DMSO=dimethyl sulfoxide, and FAM=formamide). 

 avalues show differences in solvation energies between anion radical and cation radical species. 

As can be seen from Table 1 the differences in solvation energies between anion radical and cation radical 

of the BODIPY can reach up to 0.55 eV in polar solvents. The analysis of the charge density distribution 

computed with iterative Hirshfeld scheme56, 57 showed that in BODIPY anion radical the charge is 

significantly more localized compared to cation radical.  Usually, the effect of solvation is relatively weak 

for LE states, while CT states are usually strongly stabilized by the solvent. Taking into account the above-

mentioned specificity, we hypothesized that the solvent stabilization of CT states can significantly differ 

depending on the role of the BODIPY fragment. The CT state, where BODIPY moiety acts as an electron 

donor forming in this way [BODIPY]·+ species, will be stabilized significantly less compared to the CT state, 

where BODIPY acts as an electron acceptor generating [BODIPY]· – radical species. 

Keeping in mind the high electron affinity of -fused BODIPY as well as its specificity towards solvation, 

constructed [C60]–Zn-porphyrin(ZnP)–BODIPY triad with linearly positioned subunits along the central 

porphyrin core (Figure 1a) has been examined in details. The structure of the constructed triad was 

optimized at BLYP-D3(BJ)/def2-SVP level. It showes that BODIPY and ZnP fragments are almost co-planar 

Solute 
 
Solvent 

Name       

-fused BODIPY 

Charge state 
a 



0 +1 -1 

HEX 1.88 -0.19 -0.65 -0.86 -0.21 

TOL 2.37 -0.24 -0.81 -1.07 -0.27 

DEE 4.24 -0.34 -1.07 -1.45 -0.38 

THF 7.43 -0.39 -1.22 -1.67 -0.45 

DCM 8.93 -0.40 -1.25 -1.72 -0.47 

DMSO 46.83 -0.45 -1.39 -1.92 -0.54 

FAM 108.94 -0.46 -1.40 -1.95 -0.55 
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(8 degrees). The dihedral angle between ZnP plane and plane of the pyrrolidine fragment of [C60] subunit 

is about -60 degree, which indicates the out-of-plane arrangement of the entire fullerene subunit.  

To ensure that electronic properties of individual subunits don’t change dramatically in the complex. We 

compare their HOMO and LUMO energies both in the triad and taken individually. In order to eliminate 

possible changes in electronic properties caused by geometrical changes, the geometries of individually 

considered fragments have been preserved as in the complex. 

 
(a)  (b) 

 

Figure 1. (a) Structure and fragmentation scheme of the [C60] – ZnP – BODIPY triad and HOMO-LUMO 

energies for its subunits; (b) Considered electron transfer reactions in the triad. 

As can be seen from Figure 1a the orbital energies of ZnP fragment undergoes significant changes. Both, 

HOMO and LUMO energies of ZnP decrease by about 0.22 eV. While, orbital energies of [C60] and BODIPY 

remain almost unchanged.  

The solvation effect on each fragment taken in its neutral, cation radical and anion radical forms has been 

examined. The difference in solvation energies between anion radical and cation radical for [C60] and ZnP 

subunits were found to be quite small (about 0.13 and 0.16 eV for [C60] and ZnP, correspondingly). The 

BODIPY solvation energy in complex remains almost unchanged compared to the individual fragment 

(Table S1, Figure S1, SI). 

A designed triad complex represents a quite unique object. From one hand, the fact that electron 

acceptors ([C60] and BODIPY) are located at opposite sides with respect to ZnP central core creates the 

prerequisites for the formation of entirely different CT states with localization of the exciton on different 

and remote from each other fragments. From the other hand, comparable LUMO values for [C60] and 

BODIPY units suggest the possibility of CS between these two moieties. Thus, we can expect up to 6 

different CT types in [C60]-ZnP-BODIPY complex (Figure 1b). Two most expected types of CT is ET between 
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ZnP and [C60] or BODIPY, where ZnP acts as electron donor. Other two types are inverse to previous, in 

which ZnP acts as electron acceptor. The last two types correspond to ET between [C60] and BODIPY 

moieties.  

Singlet excited states and environment effect on CT states. 

Analysis of excited states was carried out in terms of excitation delocalization and charge transfer (CT) 

contributions (Table 2). For this purpose a multi-fragment model has been applied. For the studied 

complex, several types of excited states can be distinguished: locally excited states (LE), where exciton is 

mostly localized on a single fragment; excited states corresponded to CT; and mixed states with 

comparable contributions of LE and CT. We have considered lowest 120 singlet excited states. To assess 

the effect of the solvent on the excitation energies the equilibrium solvation model with seven different 

solvents has been applied.  

Table 2. Singlet excitation energies (EX, eV), major orbital contributions (HOMO(H)–LUMO(L)) and their 

weights (W), oscillator strength (f), charge separation (CS, e) quantities and the extent of exciton 

localization () of LE states. 

 [C60]-ZnP-BODIPY 

Solvent HEX TOL DEE THF DCM DMSO FAM 

 LE1 State (excitation of BODIPY) 

Ex 2.260 2.236 2.264 2.254 2.251 2.253 2.248 

 0.93 0.92 0.92 0.93 0.93 0.92 0.93 

Transition 
(weight) 

H-1 – L+1 
(0.84) 

H-2 – L 
(0.80) 

H-2 – L 
(0.93) 

H-2 – L 
(0.94) 

H-2 – L 
(0.94) 

H-2 – L 
(0.94) 

H-2 – L 
(0.94) 

f 1.442 1.560 1.399 1.475 1.495 1.477 1.510 

CS 0.06 0.06 0.06 0.06 0.06 0.06 0.06 

 LE2 State (excitation of ZnP) 

Ex 2.295 2.289 2.285 2.278 2.276 2.266 2.263 

 0.96 0.95 0.93 0.93 0.93 0.91 0.92 

Transition 
(weight) 

H – L+4 
(0.53) 

H – L+4 
(0.53) 

H – L+4 
(0.52) 

H – L+4 
(0.52) 

H – L+4 
(0.52)  

H – L+4 
(0.51) 

H – L+4 
(0.51) 

f 0.115 0.125 0.140 0.142 0.145 0.160 0.157 

CS 0.03 0.03 0.04 0.05 0.05 0.06 0.07 

 CT1 State (ZnP  BODIPY) 

Ex 2.212 2.040 1.719 1.540 1.480 1.225 1.191 

Transition 
(weight) 

H – L+1 
(0.85) 

H – L 
(0.84) 

H – L 
(0.84) 

H-1 – L 
(0.95) 

H-1 – L 
(0.95) 

H-1 – L 
(0.96) 

H-1 – L 
(0.96) 

f 0.319 0.318 0.266 0.031 0.032 0.029 0.03 

CS 0.82 0.82 0.81 0.89 0.89 0.89 0.89 

 CT2 State (ZnP  [C60]) 

Ex 2.426 2.322 2.219 2.056 1.994 1.762 1.734 

Transition 
(weight) 

H – L 
(0.91) 

H – L+1 
(0.90) 

H – L+2 
(0.92) 

H – L+2 
(0.93) 

H-1 – L+1 
(0.88) 

H – L+1 
(0.92) 

H – L+1 
(0.92) 

f 0.004 0.006 0.020 0.022 0.002 0.003 0.003 

CS 0.93 0.93 0.95 0.96 0.90 0.94 0.94 

 CT3 State (BODIPY  [C60]) 
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Ex 2.929 2.788 2.524 2.358 2.323 2.154 2.130 

Transition 
(weight) 

H-1 – L 
(0.87) 

H-2 – L+1 
(0.86) 

H-2 – L+1 
(0.99) 

H-2 – L+1 
(0.99) 

H-2 – L+1 
(0.99) 

H-2 – L+1 
(1.00) 

H-2 – L+1 
(1.00) 

f 0.008 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 

CS 0.99 1.00 1.00 1.00 1.00 1.00 1.00 

 CT4 State ([C60]  BODIPY) 

Ex 3.253 2.926 2.341 2.142 1.965 1.773 1.600 

Transition 
(weight) 

H-5 – L+1 
(0.89) 

H-5 – L 
(0.92) 

H-5 – L 
(0.95) 

H-7 – L 
(0.97) 

H-5 – L 
(0.94) 

H-4 – L 
(0.92) 

H-4 – L 
(0.93) 

f 0.001 0.001 0.002 < 0.001 0.004 0.008 0.006 

CS 0.96 0.98 0.98 0.99 0.96 0.94 0.95 

 CT5 State (BODIPY  ZnP) 

Ex 3.340 3.236 2.991 2.838 2.805 2.706 2.628 

Transition 
(weight) 

H-1 – L+4 
(0.82) 

H-2 – L+4 
(0.82) 

H-2 – L+5 
(0.98) 

H-2 – L+5 
(0.98) 

H-2 – L+5 
(0.98) 

H-2 – L+5 
(0.97) 

H-2 – L+5 
(0.98) 

f 0.021 0.018 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 

CS 0.98 0.98 0.99 0.99 0.99 0.98 0.99 

 CT6 State ([C60]  ZnP) 
Ex 3.785 3.610 3.459 3.312 3.180 2.838 2.833 

Transition 
(weight) 

H-5 – L+4 
(0.88) 

H-5 – L+4 
(0.88) 

H-5 – L+5 
(0.80) 

H-8 – L 
(0.35) 

H-5 – L+5 
(0.81) 

H-4 – L+5 
(0.83) 

H-4 – L+5 
(0.77) 

f 0.004 0.004 0.009 0.015 0.003 0.005 0.003 

CS 0.94 0.93 0.84 0.77 0.86 0.93 0.93 

 

Two lowest LE1 and LE2 states correspond to the excited states with exciton localization on BODIPY and 

ZnP fragments, respectively. LE1 state associated with BODIPY fragment is characterized by significant 

probability of the light absorption (f varies from 1.40 to 1.56 depending on solvent). For the LE2 state 

associated with ZnP subunit the corresponding probability is one order of magnitude less and could be 

identified as porphyrin Q-band. Both LE states are very close energetically to each other.  

It is well known that solvation may significantly influence both ground and excited states. In the ground 

state, the dipole moment varies in the range from 7.82D in hexane to 9.66D in formamide solvent. Despite 

the fact that dipole moment changes by only 20% when going from non-polar to highly polar solvents, the 

differences in the solvation energies are tremendous and lie in the range from -0.275 (n-hexane) to -0.733 

(formamide) eV. LE1 and LE2 states demonstrate smallest changes in the dipole moments compared to the 

ground state, which is reflected in the minimal changes in the solvation energies. As can be seen from 

Table 2, in a wide range of solvent polarity (from =1.88 for n-hexane to =108.94 for formamide) the 

relative energies of LE states vary by less than 0.05 eV.  

Within the considered 120 excited states all expected types of charge transfer states (Figure 1b) have 

been identified. For studied [C60]-ZnP-BODIPY triad, the lowest lying excited states, regardless the solvent 

polarity, correspond to the ET from porphyrin unit to BODIPY fragment. In non-polar solvents (hexane and 

toluene) this is the only type of CT that is thermodynamically favorable (Figure 2). 
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Figure 2. The Gibbs energy change of charge separation processes (CT1–CT6) in different solvents.  

The solvent stabilization effect increases with solvent polarity. In diethyl ether solution, the ET from ZnP 

to [C60] becomes also lower in energy than lowest LE state. Moving to highly polar environment, such as 

DMSO and formamide, we observe a thermodynamic favorable driving force for already four types of CT 

state. CT states where ZnP unit acts as electron acceptor, that is ET occurs from BODIPY or [C60] subunits 

to ZnP, are high in energy and never appear lower than lowest LE state (Table 2, Figure 2).  

An interesting feature has been found in solvation of CT3 and CT4 states resulted from the ET between 

BODIPY and [C60]. The CT4 state, where electron density transfers from [C60] to BODIPY, demonstrates 

significantly stronger stabilization by solvent compared to the CT3 state characterized by ET from BODIPY 

to [C60]. In non-polar solvents, CT3 state is energetically lower than CT4. However, the situation is reversed 

with increase in solvent polarity. The reason for such behavior is the previously noted specific solvent 

effect on BODIPY anion- and cation-radicals. Anion-radical stabilizes much stronger than the cation-radical 

(Table 1), which in turn is responsible for the observed different behavior. Relative energy for 

corresponding to the direct and reversed CT processes and their differential charts as function of polarity 

of the media are shown at Figure S2. Visualization of HOMO to LUMO transitions for the LE and CT states 

are shown in Figure S3, SI. Comparison of absorption spectra for [C60]-ZnP-BODIPY triad clearly 

demonstrates the solvation effect discussed above. As can be seen the intensive absorption band for 

BODIPY (around 550 nm) and both Soret and Q bands for ZnP (around 350 and 545 nm, respectively) 

remain almost unchanged. At the same time, bands corresponded to CT states showed a notable red shift. 

In DMSO solution, the absorption band corresponded to CT1 state can be found at wavelengths greater 

than 1000 nm (Figure 3).  
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Figure 3. Simulated absorption spectra of [C60]-ZnP-BODIPY triad in different solvents.  

Despite the fact that all 6 types of CT states in the complex were detected within less than 2 eV energy 

gap, their different stabilization by solvents provides a simple way to manipulate their relative stability by 

changing the polarity of the solvent.  

Electron transfer rates. 

Absorption of the light by the studied complex leads to generation of the excited states, which extremely 

fast interconvert to the lowest lying excited state. Most of CT states are characterized by very low 

oscillator strength and probability of their direct population is very low. However, generation of CT states 

is possible through the interaction of lowest LE state with particular CT state. The CT states populated in 

such manner can finally undergo charge recombination reaction to recover the ground state. In our case, 

both ZnP and BODIPY fragments exhibit highly absorptive bands. When the exciton is localized on BODIPY 

unit (LE1), generation of CT1, CT3, CT4, and CT5 states is possible, whereas when the exciton is localized on 

ZnP unit (LE2), CT1, CT2, CT5, and CT6 states can be generated. Considering the fact that LE1 and LE2 are very 

close energetically to each other, the possibility of direct and reverse (LE1↔LE2) exciton transfer must be 

taken into account.   

We used the Marcus theory to compute the rate for charge and exciton transport.58 The rate of 

electron/exciton transfer is controlled by three parameters – the exciton/electronic coupling Vij between 

the initial and final states, the reorganization energy , and the Gibbs energy of the reaction G0. The 

reorganization energy is usually divided into two parts,  = i + s, the internal energy required to 

rearrange all the nuclei of the system due to CT reaction and solvent terms  due to changes in solvent 

polarization, respectively. Taking into account that donor and acceptor parts are involved in the CT 

processes, a two-fragment approach has been used. Internal reorganization energy was calculated based 
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on the energy differences of the anion- and the cation- radicals taken in their equilibrium geometries as 

well as at geometries of the neutral species. Solvent reorganization energy was accounted for entire 

excited state of interest using a COSMO-like polarizable continuum model (CPCM) in the monopole 

approximation.59 For detailed description of the internal and solvent reorganization energies calculations 

see supporting information. The calculated values of exciton/electronic couplings between LE1 and LE2 

and LE and CT states, as well as CT and GS state, reorganization energies, Gibbs energies of the reactions 

in various solvents are listed in Tables S2-S4, SI. 

Firstly, we consider the case then LE1 and LE2 states are populated independently (Figure 4). 

 

 

 
(a)  (b) 

Figure 4. Computed photoinduced charge separation rates from LE1 (left panel) and LE2 (right panel) 

states. 

As seen in Figure 4a, the generation of CT1 state is the fastest process when it is generates from LE1. kCS 

varies from 22 to 388 ns-1 depending on the solvent. No other processes on the same time scale were 

observed. The rate of generation of CT3 and CT4 states races significantly with solvent polarity, but it still 

about 3 order of magnitude slower compared to the rate of CT1. This picture changes dramatically when 

we consider the formation of CT states from LE2. Thus, in [C60]-ZnP-BODIPY we can distinguish two fast 

processes – generation of CT1 (ET ZnP → BODIPY) and CT3 (ET ZnP → [C60]) states. In non-polar solvents, 

the rate LE2→CT1 is about 3 to 4 order of magnitude faster than CT3. This rate drops notable by increasing 

solvent polarity and in DCM (ε=8.93) it becomes comparable with the rate of CT3 rate (Figure 4b). 

Note that deactivation of LE1 and LE2 states can proceed through with two competing reactions – (a) 

electron transfer (with formation of CT states) and the energy transfer between BODIPY and ZnP. 

Let us consider now the case then, in real conditions (photoexcitation with light characterized by some 

frequency/wavelength variation) both LE1 and LE2 states can be populated at the same time due to 

proximity of energy levels. A possible exciton transfer, i.e. the energy transfer between BODIPY and ZnP 

units, must also be considered. In this way, the deactivation of LE1 states has been considered as a process 

with two competing reactions – electron transfer (to generate CT state) and exciton transfer between LE1 

and LE2. If the CT state can be generated from different LE states the total rate of its formation is sum of 

the individual rates. The data for exciton transfer between LE1 and LE2, and charge separation rates in 

various solvents are listed in Table S5, SI. 
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Comparison of the [C60] – ZnP – BODIPY system behavior towards photoinduced electron transfer in 

different solvents (toluene =2.37 and DMSO =46.83) is given in Figure 5.  

 

Figure 5. Photoinduced electron transfer rate constant computed for supramolecular [C60]-ZnP-BODIPY 

triad system in toluene (left) and dimethyl sulfoxide (right) media. 

Our calculations predict that the studied [C60]–ZnP–BODIPY triad exhibits photoinduced charge separation 

properties that strongly depend on solvent polarity. In non-polar solvents, deactivation of the excited 

state occurs mainly through the formation of single charge separated state corresponded to the ET from 

central ZnP core to BODIPY fragment. However, increase in solvent polarity leads to importance of second 

deactivation channel, i.e. ET from ZnP core to [C60] unit. Thus, photoinduced charge separation in the 

studied system occurs in nanosecond scale and can be significantly modulated by changing the 

environment. 

Conclusions 

The structure and excited state properties of the [C60]–ZnP–BODIPY triad have been studied by DFT/TDDFT 

calculations. Due to different solvation of the BODIPY anion- and cation-radicals the multi-chromophore 

complex demonstrates remarkably different stabilization of CT states where BODIPY acts as electron 

donor or electron acceptor. A striking example of such behavior is dramatic relative energy dependence 

of CT3 ([C60]--ZnP-BODIPY+) and CT4 ([C60]+-ZnP-BODIPY-) states on the solvent polarity. All six possible 

charge-transfer states of different nature have been identified. Analysis of the calculated ET rates revealed 

the dependence of photoinduced charge separation properties on environment, namely we found that 

increase in solvent polarity leads to the involvement of additional deactivation channel, which does not 

play a noticeable role in non-polar solvents. 
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Methods 

General. Geometry optimizations were performed employing the DFT BLYP60, 61 exchange−correlation 

functional with Ahlrichs’ Def2-SVP basis set.62, 63 and using the resolution of identity approximation (RI, 

alternatively termed density fitting)64 implemented in the TURBOMOLE 7.0 program.65 The restricted 

formalism was used for closed-shell systems and the unrestricted approach was followed for the open-

shell species. Electronic structures calculations and vertical excitation energies were calculated using TDA 

formalism66 with the range-separated functional from Handy and coworkers’ CAM-B3LYP67 using Gaussian 

16 (rev. A03)68 and Ahlrichs’ Def2-SVP basis set.62, 63 The empirical dispersion D3 correction with Becke–

Johnson damping,69, 70 was employed. TDA is a popular method in computational chemistry because it is 

formally simpler than the full Casida formalism and thus can save computational time. It is also worthwhile 

to note that for a long-range CT state in the TDDFT the B matrix vanishes that is equivalent to applying 

the Tamm-Dancoff approximation. Thus, TDDFT and TDDFT/TDA yield identical results for the excitation 

energies of long-range CT states.71-73 Frontier molecular orbitals as well as molecular structures were 

visualized using an Chemcraft 1.8.74 

Analysis of excited states. The quantitative analysis of exciton delocalization and charge transfer in the 

donor-acceptor complexes was carried out using a tool suggested recently by Plasser et al.75, 76 

A key quantity is the parameter Ω: 

       0i 0i 0i 0i

A, B

1
A,B SP P S P SP S

2
  

 

   
 

  (1) 

i

i

A F

X(F ) (A,A)


 
       (2) 

i j

i j

F F

A F ,B F

q(CT ) (A,B) (B,A)


 

   
    (3) 

i j

i j

F F

A F ,B F

q(CS ) (A,B) (B,A)


 

   
    (4) 

 

where A and B are atoms, Fi and Fj are fragments, α and β are atomic orbitals, P0i is the transition density 

matrix for the 0 i excitation, and S is the overlap matrix. X(Fi) is the extent of exciton localization on 

the fragment Fi.  q(𝐶𝑇𝐹𝑖→𝐹𝑗) is the total amount of the electron density transferred between fragments 

Fi and Fj in the 0 i excitation.  q(𝐶𝑆𝐹𝑖→𝐹𝑗)) is a measure of the charge separation between fragments 

Fi and Fj. Note that in the situation when when charge transfer (𝐹𝑖 → 𝐹𝑗) is equal to the back transfer 

(𝐹𝑗 → 𝐹𝑖) there is no charge separation between the fragments, 
i jF F

CS


 is equal to zero. 

Solvent Effects. The equilibrium solvation energy 𝐸𝑠
𝑒𝑞

 in a medium with dielectric constant ε was 

estimated using a COSMO-like polarizable continuum model (CPCM) in the monopole approximation.59 
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eq

S

1
E (Q, ) ( )Q DQ

2

   f ,      (5) 

where f() is the dielectric scaling factor, 

1
( )

 
 


f

, Q is the vector of n atomic charges in the molecular 

system, and D is the n x n symmetric matrix determined by the shape of the boundary surface between 

solute and solvent; D=B+A-1B, where the m x m matrix A describes electrostatic interaction between m 

surface charges and the m x n B matrix describes the interaction of the surface charges with n atomic 

charges of the solute. Atomic charges in the excited state i, were calculated using Eqs. 1-4. 

Electron transfer rates. 

The rate of the nonadiabatic ET, kET, can be expressed in terms of the electronic coupling squared, V2, and 

the Franck-Condon Weighted Density of states (FCWD): 

𝑘𝐸𝑇 =
2𝜋

ℏ2
𝑉2 (𝐹𝐶𝑊𝐷)     (6) 

that accounts for the overlap of vibrational states of donor and acceptor and can be approximately 

estimated using the classical Marcus equation:58 

     
21 2 04 exp 4FCWD kT G kT

        
       (7) 

where  is the reorganization energy and G0 is the standard Gibbs energy change of the process. The 

fragment charge difference (FCD)77, 78 method was employed to calculate the electronic couplings in this 

work. 
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