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ABSTRACT. NEXT-MM is a general-purpose high pressure (10 ba25 | active volume) Xenon-
based TPC, read out in charge mode with @&dnx 0.8 cm-segmented 700 éplane (1152 ch) of
the latest microbulk-Micromegas technology. It has beeemtdy commissioned at University of
Zaragoza as part of the R&D of the NEXT 3 experiment, although the experiment’s first stage
is currently being built based on a SIPM/PMT-readout coheelying on electroluminescence.
Around 2 million events were collected during the last mentsiemming from the low energy
y-rays emitted by #*'Am source when interacting with the Xenon g&s & 26, 30, 5% keV).
The localized nature of such events above atmosphericysegghe long drift times, as well as the
possibility to determine their production time from the@sateda particle in coincidence, allow
the extraction of primordial properties of the TPC fillingsg@amely the drift velocity, diffusion
and attachment coefficients. In this work we focus on thke lgkplored combination of Xe and
trimethylamine (TMA) for which, in particular, such propies are largely unknown. This gas
mixture offers potential advantages over pure Xenon wherediat Rare Event Searches, mainly
due to its Penning characteristics, wave-length shiftimperties and reduced diffusion, and it is
being actively investigated by our collaboration. The chamis currently operated at 2.7 bar, as
an intermediate step towards the envisaged 10 bar. We rbpratits performance as well as a
firstimplementation of the calibration procedures thatehalowed the extension of the previously
reported energy resolution to the whole readout plane&s@aFWHM@ 30 keV).

KEYywoRDS. Double-beta decay; microbulk; Micromegas; Time promtithamber; Xenon;
trimethylamine; high pressure.
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1. Introduction

NEXT-100 is a @33 experiment to be located at the Laboratorio Subterranecatér&hc (LSC)
in the Spanish Pyreneds [1, 2], with its first stage curremtigergoing constructiori][3]. Notably,
it is the only next generationWB3 experiment that uses 3B-isotope in gaseous phasefXe,
100-150 kg) and thus it aims at maximally exploiting the togaal features of the B 3-decay
mode [#]. The ability to recognize and separate the goldefoB-signal from spurious (single-
blob) y backgrounds is one of the experiment’s key features, rglfonthat on a Time Projection
Chamber (TPC) architecture. Its second strength, as ceudgarearlier approachef [5], is the
use of proportional light multiplication (namely, eledtrminescence/EL), a technique capable of
providing near-intrinsic energy resolution in pure Xendown to 0.5% FWHM@gg [A]. The
design goals as of the technical design report releasecelotfaboration [2] have been confirmed
for 1 kg-scale demonstrators in a series of pagérg [4.[9. 7, 8]

The fact that Xenon is in gas phase at standard conditions reduces the cost of the en-
richment process (the isotopic contentdfXe in natural Xenon is 9%), making it one of the
B B-isotopes with the lowest price/mass ratio. However thepl@se offers yet additional advan-
tages, for instance allowing readily for the combinatiothvguitable gas dopants. Admixtures of
some % (sometimes sub-%), specially in noble gases, arerktmintensely modify the character-
istics of the main gas by quenching or wavelength-shifttagcintillation spectrun{]9], enhancing
energy-transfer ionizing (Penning) reactiong [10], myidi the charge recombination procesg [11]



or affecting generic properties of the electron swarm likeusion and drift velocity [1R], or at-
tachment [13]. A remarkable example currently under sttidytrimethylamine molecule (TMA),
potentially exhibits a desirable behaviour concerningtadl above aspects when teaming up with
Xenon[14], such mixtures being however poorly knoyr [L5,[F. As an example, despite the
electron drift velocity for pure Xenon (sef [6] for instahead pure TMA [1B] being long mea-
sured, data for Xe/TMA mixtures were not available untilenetty [[L7] to the best of the authors’
knowledge.

We make use in this work of the recently commissioned NEXT-NIRC [19] that, thanks
to its large drift distance (38 cm) and finely segmented ahaegdout, allows a more exhaustive
characterization of Xe/TMA mixtures as compared[td [17}istproviding the diffusion and attach-
ment coefficients. On the other hand, and perhaps most godBEXT-MM currently features the
largest pixelated readout plane world-wide (70G}imased on the novel microbulk-Micromegas
technology [20]. Hence, except for the pioneering workizea on 10 cri-readout TPCs in[[16],
nothing is known about the performance of large systemsdbaisehis kind of readouts when op-
erated in high pressure Xenon mixtures. In order to furtbantsize this latter aspect, as well as
to properly substantiate some of the analysis procedunmesdesscribed, this contribution is struc-
tured as follows: in sectiofj 2 the experimental setup, the thking and calibration procedures
are introduced, together with a description of the main TB@gpmance in the pressure range 1-
2.7 bar; in sectiofi]3 the extraction of some relevant pararseif the electron swarm for Xe/TMA
is performed and a short discussion follows.

2. Overall TPC behaviour and performance of the Micromegas eadout at 1-2.7 bar

2.1 Description of the experimental setup

The experimental setup used is very similar to the one deetiin [19], that is shown in Fig] 1.
A radioactive source consisting of a thin layer?8fAm (=7 = 500 Bq) electro-deposited in one of
the two large faces of a cylindrical metal disk (2.5 mm-thialas employed. The disk itself was
opaque tax’s. It was enclosed in a PTFE structure attached to the TRi@dat(Fig[]L, up-right)
with its radioactive deposit facing the cathode of a silichode. The signal produced by an
particle traversing the diode{ = 5.5 MeV) provided the start timelg) of the event, thus tagging
the nuclear decay. Due to the limited solid angle coveragbheofextended) source, the diode rate
reached onlyt, ~ 40 Hz. For these measurements we made use of the facttidan o particles
are emitted largely in coincidence with 59.5 kg from the 22’Np daughter nuclei, that were
able to enter and ionize the active volume of the TPC for abduictionf = 1/15 of all events.
The relatively large mean free path of this emissidgy§ xe = 20 cm@1 bar, tablf 2) provided a
sizeable ionization probability over the full TPC volume.

The trigger signal was built with th&-signal from the diode in coincidence with a positive
signal from the TPC itself, in order to enhance theontent in data. The latter was formed by an
‘OR’ of the signals induced at the cathode of each Micromegesirant (hereafter referred to as
‘mesh’). Application of an energy threshold of 10 keV on thesin signals required operating the
Micromegas plane with a gain around 2000, close to the sjraik previously reported in[[16].
The trigger rateigger = f x r1, ~ 2Hz amounted to one million events for each regular week of
data taken, out of which 10% were fake noise triggers andynd@#o random, typically (Fig[] 2).
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Figure 1. Experimental setup used for the characterization of NEXVI-iith low energyy photons, under

a Xe/TMA mixture. Left: transverse section of NEXT-MM shaowi the field cage, source position and
readout plane. Right-up: close-up of tHf&Am source in its PTFE enclosure. Right-down: photo of the
readout plane, showing the arrangementin 4 separate quadra

For each triggered event the signals from the segmentecegriade of the Micromegas were
amplified, sampled and stored with the help of a data acouisitystem (DAQ) based on the one
developed for the T2K experimerft [21], whose front end c&EQ) relies on the AFTER chip.
This electronics, intrinsically capable of providing ara@te signal sampling down to 20 ns time
bins and low (sub-1000e- ENC) noise figure, is at the coreeNBXT-MM TPC concept. In the
present experimental conditions it was convenient to saléme sampling in the range30.9us
as well as the largest shaping time availaliie=(2us). The lowest amplification of the FEC was
chosen, providing a dynamic range of 600 fC. Recorded ewasatshown later (Fid] 7) and several
examples of extended tracks can be found ih [19]. An abstiatecan be associated to each event,
defined as the mean of the pulses’ peaking timgsy obtained from all pulsesNfireq) above a
given threshold &n pixer):

1 Nfired

tpeaki 2.1
Nrired i; peaki ( )

The synchronization of the acquisition system with thevatriimes of they-ray charge de-
posits to the readout plangy, from eq.[2]L) can be illustrated with the help of Fig. 2, réag
for that to a raw sample of 5 10° events. The procedure can be summarized as follows. First,
each mesh signal was amplified through a Canberra chain (2084 and 2022) and later dis-
criminated. An ‘OR’ signal was produced by a coincidence ud@dCAEN-N455) and its output
enlarged with a dual timer (CAEN-2255B) to a width comfolyadxceeding the anticipated drift
time region. This procedure set the coincidence window, hackvthe Tp diode signal (200 ns

tevt =
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Figure 2. Distribution of event times registered at NEXT-MM when gr&ging in coincidence witlr’s from
a?*1Am source, detected in an auxiliary Si-diode. The obserxpdrential shape is dominated by the mean
free path of the 5% keV y emitted in the decay d®’Np to its ground state, modulated by solid angle and
other geometrical effects. The edges of the TPC cathoden@neadout plane are clearly discernible over a
flat background. The chosen settings reflect typical workimgditions described in the text.

width) was incorporated under an ‘AND’ condition. In order the resulting trigger signal to con-
vey theTy on its rising edge, the diode signal had been previouslyddlay a time exceeding the
drift region but smaller than the coincidence window. At ldke window of the data acquisition
system was opened upon the trigger arrival, by defining aicesmount of pre and post-trigger
time, with the pre-trigger time chosen to exceed the dumatiche coincidence window. The main
merit of this experimental configuration is to allow for thecarate identification of the positions
of the TPC cathode and the readout plane without resortirextiernal information. They appear
as the edges of a nearly exponential distribution supersegon a flat background, with a large
fraction of coincidences coming from the source itselfgafiackground subtraction the edge cor-
responding to the readout plane, situated around the aaloeldd T, before delay’ in Fig]2, can
be further enhanced as shown in Hi. 8).

A detailed description of the gas system can be foundl in [E@}.the present measurements
Xenon (purity grade 6) and trimethylamine were used. Speeciee was taken with the latter,
supplied in a bottle for which a large;@ontamination was determined before hand with the help
of a mass spectrometer. Purification was realized by firgt-pgmping the gas into a 2| stainless-
steel bottle immersed in a Dewar flask filled with liquid.NAfter been reclaimed, the residual
vapor in the bottle was pumped (still at cryogenic tempeetunder the assumption that the O
present in the system remained in gas phase or with a sizeapte pressure. Whenever TMA
was injected in the gas system this purification procedure faidowed, and iterated if evidence
was found of any @contamination remaining. In case the chamber had beemymglyiopened in
air (for maintenance or reparation works) a single bakeegadle as described it [IL9] followed. In



order to further enhance the quality of the gas, recirauteith close-loop through a FaciliTorr filter
by SAES was performed at around 10 NI/h, and about 1-2 daye awaited before data taking
started. According to the provider the filter can be operateder TMA, however an unwelcome
reactive behaviour was observed reaching stationary tonsionly after several minute§ [16].
Due to the large gas volume employed in these measuremerdgizaable effect could be noticed.

campaign| #runs| evts | Egqiift/P[VIicm/bar] | Eum/P[kVicm/bar] | P[bar] | Xe/TMA
I 2 8x 10° 145.5 54 1.0 97.8/2.2
Il 5 10° 66.6-1640 54 1.0 97.8/2.2
1l 2 6x10° 103.6 25 2.7 97.6/2.4

Table 1. Summary of the experimental campaigns conveyed in this wote reduced field in the mul-
tiplication region Emv) is estimated through division of the voltage at the Micrgae cathode by the
amplification gap, normalized to the working pressure. Iregponds to a gain ok2000 for the 1bar
campaigns anck 1600 for the 2.7 bar one.

2.2 Data taking and analysis

Around 2x 10° events were stored during 3 experimental campaigns, suizedain table[]L: i)

a high statistics campaign and ii) a drift-field scan, botlPat 1 bar, and iii) a high statistics
campaign aP = 2.7 bar. For all three an internal insulation problem in thedensignal distribution
of the first quadrant limited the TPC readout t643of its total area, out of which 92% was fully
operational (for details se¢ J19]). The data analysis dlesdrin this section is based on simple
algorithms and no detailed pulse shape analysis (PSA) lesditempted. It starts from the DAQ-
stored 511-point waveforms of all 2883 active electronic channels/pixels containing the raw
information to be analyzed. Upon pedestal subtractionrestiold in amplitude corresponding
to ~1keV was set for each channel. When crossing the threstadnitial estimate of the pulse
charge (obtained from the pulse amplitude) was refined girdlie determination of the pulse area,
in order to correct for any residual ballistic deficit, prdivig Q;. The position of the event in the
transverse planeey, Yeut, could be then obtained through a standard linear weigigingedure
based on the estimated charge:

Qevt = Nflzreu Qi (2-2)
1 Nfired

Xew = o Z Qi (2.3)
Nfired

Yew = Z Qi (2.4)

The raw charge distribution as well as the corresponduygdistribution of the triggered events
are shown in Fig.[]3, for two of the runs belonging to the 1 bat 2r7 bar campaigns (tablé 1).
The presence of the source can be clearly noticed at the @razabter. Interestingly, there is no
visible discontinuity in the region between the quadrant the radial coverage reaches nearly the
end of the readout plan® = 15cm (the inner radius of the field cage is 14 cm, creatirglam



shadow). The large homogeneity observed is largely dueetattt that a narrow ‘rim’ region (Fig.
M), surrounding each Micromegas quadrant was foreseengdthe manufacturing process. This
region, inter-connected for all quadrants, was biased &Bove the mesh voltage, reducing in this
way the charge loss at the readout plane due to fringe fieldisiead regions.
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Figure 3. Left: x-y transverse position distribution gfevents from &*'Am source, as obtained at the TPC
readout plane under a 1 cti cm binning. Right: raw charge spectra with arbitrary ndimaéion. The first
row presents results obtained at 1 brar= 2000) and the second one at 2.7 lrar 1600).
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Figure 4. Close up of the ‘rim technique’ used for reducing charge Ingaulti-wafer Micromegas assem-
blies when aimed at large area coverage.

The charge distributions of Fig] 3 contain two prominentksean a feature-less background



stemming from natural radioactivity. They can be intergdetvith the help of tabl¢] 2 in the fol-
lowing way: a-decays fron?*!Am populate in overwhelming majority the/%~ excited state of
237Np, that decays to the ground state by emitting a photon afygree = 59.54 keV in 35.9% of
the caseq[23]. With smaller probabilityea= 26.3 keV photon can be emitted (2.3%), while other
emissions are at the sub-0.1% level. According[td [22] lmergy y interactions in Xenon take
place predominantly with the atomiic-shell and so the resulting photo-electron will be accompa-
nied by characteristic Xe X-ray emissioky, Kg) in nearly 80% of the cases. These photons have
mean free paths of the order of 20 cm at 1 bar, thus having aldz@robability to escape from
the TPC active volume, leaving an escape peak energy-oK, . The reduction, as a function
of pressure, of the low-energy peak content in Fig. 3 regativthe high-energy one is strongly
in favour of this interpretatiof. After calibration (Fig.[B) 3 peaks can be indeed resolvedén t
30keV region as anticipated from tafjle 2.

It is to be noted that the raw energy resolution of the reaqbane as extracted from the
30 keV peak is somewhere around 25% FWHM. This number, a wesaktrfor the standards of
micro-pattern gaseous detectors, must be interpretededigtit of the effects that are still present
at this level of data processing: gain variations betweadants and within the quadrants, lack
of event containment close to the borders and fringe fieldsribmite to the spread in the recorded
charge, and are considered in some detail in the next suiorsec

type energylkeV]| number/decay Ay xe@1lbar[cm]| Rexgcsdg @1bar[cm]
main?3'Np y 59.54 0.359 22 2
Xe-Kg 33.64 - 26 0.8
Xe-Kq 29.80 - 19 0.6
escaped Xdq 29.74 - 19 0.6
sec.’®'Np y 26.35 0.0231 14 0.45
escaped Xd<g 25.90 - 14 0.45

Table 2. Characteristics of thg content of the?*’Am decay (only emission probabilities above #@lecay
are shown)|E3], together with sonyeande™ properties from NIS‘I[E4]. The atomic properties of Xenon
are taken from[[32].

The x-y distribution in Fig. [B is blurred by instrumental and stétal effects and by the
physical properties of thg and background tracks. For a better characterization of twntent,
of interest in this work, Fig[]5 shows 1D-distributions ghtound the two main peaks present
in the raw charge spectrum: 30 keV (thick line) and 5% keV (thin line). For representation we
make use of the drift velocityg) obtained in sectiof] 3, that allows converting the meastinee
to the position along the driftZ] direction:

Zevt = Vg X (tevt— tano) (2.5)

wheretano is the time corresponding to the left-edge of the event tims&ildution (Fig.[®), inter-
preted as the time of an event produced right at the Microspimne. The radial position of the

1 both peaks were dominantly produced by photons emittetesource the opposite behaviour as a function of
pressure would be slightly favoured according to tﬂ)le 2.



ionization cloud is defined from the pixelization as:

Fevt = 4/ X+ Yaut (2.6)

Fig. B-left shows thez-distribution obtained from eq[ 2.5 for two different presss, with the
readout plane situated at= 0 cm and the TPC cathode £ D = 38 cm) near the maximum of
the distribution. It is apparent the drastic reduction af 80 keV peak content as compared to
the 59.5keV one with increasing pressure due to the reduseape probability. The pressure
increase leads also to the shrinking of grdistribution and to the relative increase of random coin-
cidences in the region close to the readout plane, that @ybdiscernible. The radial distributions
(Fig. [B-middle) show a decreasing character although nataked R < Asgsxe < D). The pix-
elization of the space and the non-perfect connectivftg]j[introduce a more irregular pattern
on them. Although the slope of the 30 keV and®ReV space distributions could be expected to
be the same (both charge peaks proceed from the interadt@mpmmary 595 keV photon), the
high probability of characteristic Xe X-ray emission for.58eV interactions maodifies the picture.
Since this secondary photon emission often results in dvella distant second ionization cluster
(Ak,; = 19-26 cm), the reconstructed position is artificially agew out causing a smoother be-
haviour than for the single-cluster escape peak. The aggrxgl multiplicity for each ionization
cluster (Fig.[b-right) is seen to be around 3-4 (1 bar) and 2Kar) and its strong reduction with
pressure is indicative of the fact that cluster sizes stemim fthe size of the ionization cloud and
transverse diffusion, with instrumental effects (crad&-br charge sharing) having a minor role.

2.3 Gain calibration and system behavior

The energy resolution is an important figure for assessiagyhtem behavior. A different response
can be a priori expected for each quadrant, for differenbregwithin a quadrant, or for positions

close to the boundaries of the chamber (or quadrants). tteratanding is important for the char-
acterization of the properties of the mixture itself thaaitempted in the next section. To that
purpose, an energy-calibration algorithm has been degdlapnsisting of the following steps:

1. Inter-quadrant calibration: gain variations from quadrto quadrant were corrected in a
first step by using global factors applied to events conthineeach of them. Charge from
events shared between quadrants was not corrected. Thepgetarum was then calibrated
assuming the position of the low-energy peak to be placed k8. The result from this step
is shown in Fig.[J6-left. It must be noted that the (verifiedywacy of the HV supply used
for the readout is arountt? V (translating into 1% for these measurements). It is warche
the moment whether the observed 10% gain variations beteyggdrants are related to the
HV supply or they originated during the manufacturing psscef the Micromegas.

2. Inter-pixel calibration: a matrix of charge spectra wesated, with one spectrum per pixel.
Each spectrum was filled whenever the given pixel colledtechtghest charge of the event.

3. Gaussian fits were performed to the spectra in the 30 keldired he mean value obtained
from the fit was normalized to the mean value obtained ovefuth@lane, returning a gain
map. Only spectra containing more than 25 evts were fit, faglpihaving between 15 and
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Figure 5. Spatial characteristics of the ionization created in th€ B y-rays produced by #Am source
placed at the TPC cathodP & 38 cm). Two energy regions have been selected after cathréz0 keV<
gavt < 40keV and 50keV: gt < 70keV) corresponding to the 30keV Xenon escape peak (thick line)
and the full-absorption 59 keV one (thin line). Left: distribution along the drift reg. Middle: radial
distribution. Right: pixel multiplicity.

25 evts a simple mean was used, and below 15 evts no actionakexs. t This procedure
allowed the calibration of more than 95% of the instrumernteatout plane for the cases
here studied, with a relative gain spread amounting to sdfe tgpically.

4. After producing the gain map all pixel charges can be ctetband the procedure iterated
starting fron{R. For simplicity, the calibration of the 30kpeak was performed in this work
without any iteration and the gain map obtained affer 3 thioed as a single correction
factor for the event.

Results are shown in Fid] 6 after the inter-quadrant calidma(left), inter-pixel calibration
(middle), andx-y fiducialization in a 6 cnx4 cm region, applied cumulatively. Background around
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Figure 6. From left to right: energy resolutions after calibrating thfferent quadrant gains, after calibrating
the different pixel gains, after selecting a fiducial regiapplied in a cumulative way. Results for P=1bar
(upper row) are obtained &um /P = 54 Vicm/bar andEgy;is; /P = 1455 V/icm/bar (2.2% of TMA). Results
for P=2.7 bar (lower row) are obtained Byv /P = 25 V/cm/bar andEg;is /P = 104 V/cm/bar (2.4% of
TMA). The red Gaussian function describes the secong@yission fron?3’Np super-imposed on thes
escape peak, and the green Gaussian function representstasponding ‘orpharKg X-ray arising from
primary interactions outside the chamber active volumee ainK, escape peak super-imposed on the
directK, emission is shown in dark blue. The background (cyan) isritest by a & order polynomial.

30keV stems presumably from partially-contained 59.5 kédtpns, since it almost completely
disappears aftex-y fiducialization. The spectra are fitted to 3 Gaussian pead; plue, green)
with energy differences given by tabje 2 and energy resmistibound through /4/E scaling.
In this way only the amplitudes of each Gaussian peak as wethe position and width of the
30 keV peak are floating during the fit, together withh@der polynomial used for describing the
background (cyan).

The aim of the calibration procedure at this stage was maibnsure a correct interpreta-
tion of the spectrum and to help suppressing backgroundsdpfoceeding with the extraction of
the parameters of the electron swarm for the Xe/TMA mixttinaf is attempted in next section.
The obtained energy resolution is indeed within a factordf.the best ones obtained in small
amplifying structures of this type, reported [n][16]. Wedsee an improvement in the calibration
algorithms avoiding some of the shortcuts here followedluiding pulse shape analysis at lower
thresholds as well as optimizing the Micromegas workingnp@iransparency and gain) in order to
approach the resolutions obtained in small setups. On anb#nd, it is expected fror] [8] that the
proposed calibration algorithm can be generically appleenon mixtures to any arbitrary ion-
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ization trail and pressure, provided the characterisgiemission can be isolated. The remarkable
fact that the main escape peak in Xenon¥dAm y’s coincides with itK, line makes this source
extremely suited and valuable for further testing the catibn algorithms at low pressures. The
correct energy scale needed for calibration emerges tigitaral no additional pattern recognition
is needed to identify the displaced ionization, contrargeauineK, emission in association with
the primary track.

3. Extraction of the parameters of the electron swarm
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Figure 7. Events obtained from a high purityray sample in a narrow energy window 25ke\e\: <
35keV afterx-y andzfiducialization, and after performingwidth — time correlation cut (see the text for
details).

3.1 Pulse-shape analysis

Two typical events recorded around the 30 keV escape peagyeaee shown in Fig[]7, sampled
with a time bin of 05us. In the default pulse-shape analysis (PSA) signals redofdr each
channel/pixel above a certain threshold are fitted to a suBeofssian functions:

2
t—t;
NGaussians — <—12)_

lifirea(t) =lio+ Y Aje U 3.1

=1
where the channel pedestaly, is determined before hand on an event-by-event and chagnel
channel basis. This multi-Gaussian analysis increasestaldity of the fitting procedure: it can
capture easily double-clusters from 59.5 kg’ that are originated at about the same pixel but
differentz-coordinate, for instance.

A threshold corresponding to approximately 1keV (100 AD@s)nrelative to the pedestal
estimate, was used. In order to avoid any residual ballifgfit when estimating the event charge
from the pulse amplitude, the former was re-obtained asnhé/tical integral of all fitted Gaus-
sians above threshold. The charge was translated into #rgyenf the eventge,;, by using the
30keV peak as a reference. Positions in xheplane were obtained from the event barycenter
following eqs.[213[ 2]4, 2] 6.

Naturally, the values of, and g; j obtained from the fit to eq._3.1 are related to the electron
drift velocity and longitudinal diffusion. In order to mimize the contribution of the size of the
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initial ionization cloud to the estimate of these paransetee focus on 30 keV events, in particular
on the pixel carrying the highest fraction of the event chgapout 70% in average, Fig,] 10-right).
Signals from those pixels are nearly always described bygiesiGaussian fit and hence they allow
for the simplified notatiory zt_j andoy v = a,j, used hereafer.
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Figure 8. Timing characteristics of localized energy deposits inTRE atEq,is; = 1455 V/cm (P = 1bar)
for a mixture of Xe/TMA in proportion 97.8/2.2. Left: widttime correlation curvedfM —tym) for the pixel
containing the highest fraction of the event charge, fonevgated around the escape peak energy (25keV
gavt < 35keV). Right: time distribution for those events befortadl) and after (red) the correlation cut
(red lines on left-figure) used to suppress random coincie&efrom the source itself. The magnitugehas
an offset relative to the start-time of the DAQ window. Thésef in g2, is mainly due to the electronics
response function, with a small contribution coming frora $iee of the ionization cloud.

The GfM —ty characteristics of 30 keV events in the TPC are shown fostiition in Fig.
g-left, for a drift field Eqrirt = 1455 V/cm and a mixture of Xe/TMA at 97.8/2.2 aritl= 1 bar.
The observed straight line is expected from longitudinfudion:

0 = B+ Sty (3.2)
Vd
with D referring to the longitudinal diffusion coefficient ang to the electron drift velocity.
The offsetag contains the effect of the convolution with the electromiesponse function and,
to a smaller extent, the space extension of the ionizationd;Iboth being-independent (see the
discussion section). Thq?M —tw correlation is so strong in present conditions that all rieing
random coincidences with events originated at the souncédeaasily suppressed (F[g. 8-right).

3.2 Determination of the total Drift Time

The time ) distributions obtained for 30 keV events are charactdrizg a sharp left edge, at-
tributed to the readout plane, and by a relatively smoothtrgglge near the cathode. The cath-
ode edge is smoothed due to the ‘shadow’ created by the exdéfthm source (1 cm diameter)
when illuminating the cathode hole edge. Additionally, fadii smaller than the cathode hole
(revt < 2 cm) fringe fields slow down the primary electron swarm,artenhancing the time spread
(Fig. @-right). For the extraction of the parameters of tharsn as here intended, a fiducial cut
was applied by removing events having any charge depositnt5 cm of the boundaries of the
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active region of the readout plane (given by Hij. 3-leftavieg a usable area of around 400cm
for the present analysis.
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Figure 9. Sketch of the procedure used for determining the TPC dgforeundery irradiation atEqyis; /P =
1455 V/cm/bar,P = 1 bar. Left: time distribution and fit to the function intrazkd in the text (red line).
Right-up: approximate sketch of the geometry in the soueg@on. Right-down: the apparent position of
the cathode for different slices in the radial position af #mergy deposit ) as obtained from the left fit.
The estimate of the cathode positidgy(= 150us) from this differential analysis differs by about 2% with
respect to a global fit{y = 147us).

A convenient parameterization of the time distribution ta&nfound by resorting to the con-
volution of an exponential function (approximating the picgl distribution of events along the
drift region) with a Gaussian distribution that characesi the aforementioned geometrical effect
through its widthag. The resulting distribution can be expressed as the diftereof two error
functions (erf):

% tcat - 0-2/1-* _tM tano_ GZ/T* - tM
f(ty) = €M/ |erf 9 —erf 9
() [ < V204 ) ( V20,

e(tM - tano) +B (3-3)

The pre-factoré” stands for a normalization constaBtjs the background level artghyang refer

to the absolute times (provided by the DAQ) assigned to thigode and anode edge, respectively.
The dominant attenuation law behavior is parameterizealitiir an effective electron life-timg".

A sharp step-functio®(tm — tano) is introduced at the anode edge as seen in data.

An example of a typical fit to eq[ 3.3 is shown in ]g.9-left fodrift field Eqyirt = 1455
V/cm and 1 bar pressure, yielding a drift region enlargedbyua 5% with respect to a naive esti-
mate from the position of the cathode peak. Besides smapthancathode region, the geometrical
‘shadow effect’ causes an apparent shift in the cathoddiposas a function of the radial coor-
dinate of the charge deposit, approximately following aigtrt line (Fig. [P-right). This makes
the estimate of the drift region differ by about 2% relatigetat obtained through a direct fit per-
formed without any radial selection, and tgg must be corrected accordingly. The time span of
the drift region can be finally obtained A3 = t¢5 — tano
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3.3 Drift velocity, diffusion and attachment coefficients & Xe/TMA mixtures

The statistical uncertainty on the determination of thé degion resulting from the fit to ed. 3.3
as well as the mechanical accuracy in the drift regibn=38 cm) are around 1%, that directly
translate into the corresponding uncertainty in the drfioeity vy = D/AT. Nevertheless, the
present uncertainty of our experimental setup is preswrddnninated by the procedure used to
identify the cathode position, therefore we assign in tHeiong a maximum 5% systematic
uncertainty to/q, the typical difference observed between an estimate fhenfitand one from the
cathode peak position. More systematic studies and/orgéesineasurement in a well known gas
will expectedly reduce the present uncertainty in futur@sueements to near the statistical levels.

By studying the chamber behaviour as a function of the diftachice,zy = Vg % (tv — tano),
it is possible to extract information about the diffusiordattachment coefficients. Fid. ]10-left
shows the behaviour af v — zy in narrow slices obtained for various runs that are lated dee
the extraction of the longitudinal diffusion coefficienth& reduction of diffusion with increased
pressure (points) is apparent, as expected. Another relésature is that for most of the data
sets, except foEgysift /P =66.6 V/cm/bar (diamonds), a consistent value of the veriigarcept
(0o) is observed (the deviation arises from the much reducdtdiiocity, a fact that has been
used in the discussion section to estimate the size of tlialifonization cloud). The previous
observation suggests thag stems fundamentally from the electronics response fumetith little
contribution from the ionization cloud (whose time duratie both field and pressure dependent).
This hypothesis was partly addressed for a reference Eggg & 1455 V/cm/bar) by using for the
PSA a computing-intense fit to all pulses based on a numeracalolution of a Gaussian function
with the known FEE response function (obtained frdnj [26f)aracterized by a shaping tinte
The gy m — zv slope obtained in this way agreed with the one coming fromaadstrd Gaussian
PSA (eq[3]1) within 5%.

The fit of thea; m —tm correlation plots (as those of Fig. 8) to ¢q.| 3.2 returns peslgiven by

% without previous knowledge of the drift velocity. This is to be preferred to & v — zu
2 :

fit since it simplifies the propagation of uncertainties. ewrstarting from the known value of the
velocity vy and this slope, the longitudinal diffusion coefficient candefined for convenience as:

«_ [To2P Dy yum
D =4/ T va [—\/ﬁ x v/bai (3.4)

with To = 20°C andD, evaluated at this reference temperature. An analogousitaefims fol-
lowed for the transverse diffusion coefficidd$ since both coefficients become in this way inde-
pendent from the gas pressufe, and allow for a simpler comparison with existing datahe
spread of a point-like ionization cloud propagating alondistancez can be obtained after the
definition in eq.[3}4 as:

z
vz (3.5)
VP
The transverse diffusion coefficieBt can be a priori studied thanks to the segmentation of the
readout plane, however the modest pixel multiplicity of @#y. [§) in the present case complicates

*
oLt =Dt

2|n case of non-ideal gas behavior, the gas derisiig a more suited variable. Since the compressibility factor
of pure Xenon nears 0.94 even at 10bar (0.995 at 1 bar) andats galue for Xe/TMA is unknown, we avoid this
complexity in the following.
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the standard analysis based on a barycenter calculatioordér to illustrate the trend we chose
to study the behaviour, as a function of the drift distanddhe highest charge fraction per pixel
em/€evt (Fig. [LQ-right). A high purity sample was provided by applyiawidth-time correlation
cut (Fig[B-left) to remove the biasing contribution of rand coincidences. The average value
of &m/¢&ewt IS indeed reduced as a function of the distance to the regiané as expected from
the increased transverse diffusion. This observable ghthia ratio of two charges, is immune to
attachment and is not sensitive to longitudinal diffusidie trends show how the transverse size
of the ionization cloud decreases with pressure, as giveeqbyB.b, and increases with the drift
field similarly to the behaviour of the longitudinal diffesi in this range of reduced fields and
TMA admixtures.

& XelTMA (97.8/12.2), Edm/PZGG,G Vicm/bar, P=1.0 bar 1
m XelTMA (97.8/2.2), Ednﬂlngs'o Vicm/bar, P=1.0 bar ‘ ‘
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Figure 10. Left: width-time correlation ire-slices for all runs used in this section. Right: highestrgha
fraction contained in a single pixel for a 30keV event as acfiom of the position of the charge deposit
within the drift region. The decreasing trend towards higéalues indicates the presence of transverse
diffusion: the highest reduction seen for about the higfiekt, the lowest reduction seen for the highest
pressure (nearly flat), following the behaviour shown in figiure. For increased clarity only 3 data sets are
shown.

The compilation of the drift velocity and longitudinal diffion coefficient obtained in this
work is given in Fig[I]1 and tablé 3. For the longitudinal asfion coefficient the statistical uncer-
tainty of the fit to eq[ 3]2 is typically 1%, to be added to theentainty in the drift velocity (5%)
propagated through egp. |3.2 dnd 3.4, and 5% from the repdiffecence between different PSA
methods, adding to about 5.5%. We assign a 2% uncertaintyetedtimate of the reduced field
(smaller than the data points), arising from the sum in catade of the accuracy of the pressure
gauge & 1%) and the present mechanical accuracy in the definitioneodltift region (17%). The
statistical uncertainty in the TMA concentration, obtairfieom a dedicated calibration of the mass
spectrometer with known Xe/TMA proportions, is 2% (relatihence 20%-+ 0.04% typically).
Systematic uncertainties in the calibrating/measurirg@tdure were assessed by performing mea-
surements of identical admixtures under different coadgi(history, input pressure at the capillary
and mixing procedure). The maximum relative deviation fbwas 10%, that can be interpreted
as the present systematic uncertainty on the TMA estimate.

Fig. includes the latest Magboltz (v10.0.1) microscagimulations [28] (performed at
P = 1013 mbar and’ = 20°C), that are seen to provide a reasonable description okisiirey
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this work, P=1.0bar, Xe/TMA(97.8/2.2)

this work, P=2.7bar, Xe/TMA(97.6/2.4)

Ref. [17], P=4-6bar, Xe/TMA(97.8/2.2)

Ref. [17], P=3-6bar, Xe/TMA(99.1/0.9)
NEXT-DBDM Ref. [6], P=10bar, pure Xe
NEXT-DEMO Ref. [27], P=10bar, pure Xe
Ref. [18], P<l1bar, pure TMA

—-— Magboltz 10.0.1, P=1.0bar, Xe/TMA(97.8/2.2)
— — — Magboltz 10.0.1, P=1.0bar, Xe/TMA(99.1/0.9)
— Maghboltz 10.0.1, P=1.0bar, pure Xe

- — — Magboltz 10.0.1, P=1.0bar, pure TMA
Magboltz 10.0.1, P=1.0bar, Xe/TMA (99.9/0.1)

e > o0 X e

[¢]

*

' 20007
1,.
%)
=
£
L,
o
>
1 2 3 O
10 10 10 25 50 75 100 125 150 175200

E Olriﬂ/P [VIicm/bar] Olrift/P [V/cm/bar]

Figure 11. Left: world-compilation of drift velocity data for Xe/TMA imtures including the results from
the present work (full red circles, star).(Note: blue tgkas have been obtained in an analysis performed
after publication of|E|7]). Right: longitudinal and traresge diffusion, for which only data from pure Xenon
and from the present work are available. The estimate of#imsvterse diffusion is based on the approximate
method discussed in section 4, for which only statisticalutainties are given (smaller than the data points).
Magboltz simulation performed at 2Q and 1 atm.

Xe/TMA data. The agreement with Magboltz can be further mepd by artificially decreasing the
TMA concentration by from 2.2% to 1.4%, seemingly well begdhe experimental uncertainty
of our mass spectrometer. On the other hand, a simultanesasiption ofvy andD; within the

reported uncertainties does not seem to be possible wittb&gat the moment even if leaving
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the TMA concentration free. It must be noted that, in simatgtthe overall level of uncertainty of
the TMA characterization at low fields is dominated by thekqaown) inelastic cross-section. It is
very suggestive that the present best guess for the latsesirhastimated uncertainty around 20%
[E9] thus at the same level than the reported 30% effect.

A reduction of the longitudinal diffusion coefficient in XA (97.8/2.2) by a factor 2-3 rel-
ative to that in pure Xenon can be clearly observed in [Fiprighit, besides showing an increasing
trend with field (contrary to pure Xenon). According to Maibdhe transverse diffusion may be
reduced up to a factor 10 in Xe/TMA mixtures. The increasiepdviour seen in simulation as
a function of the electric field as well as the decreasing Wiela with pressure are qualitatively
observed in our data (Fig. [10-right). Fig.] 11 shows alsolfostration a quantitative estimate of
the transverse diffusion as obtained from a simplified diwallydescription of the behaviour of the
magnitudesy /et (Se€ next section for details). Notably, and contrary togéeeral behaviour
expected for quenched noble gases, at the intended fielde NEXT experimentHy;is /P = 25-
100 V/cm/bar) the addition of TMA can modestly reduce thét delocity relative to that of pure
Xenon in 1% TMA admixtures, whil®_ can exceed the values for pure Xenon in 0.1%TMA ones.
Generally, diffusion-wise, the best characteristics & Xe/TMA mixture in theEqis; /P = 25-
100 V/cm/bar range are found ferl % TMA admixtures or beyond.
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Figure 12. Charge loss as a function of the drift distance for typic#l fiklds atP = 1 bar (2.2% TMA),
squares, anB = 2.7 bar (2.4% TMA), circles. The trend is fitted to an exponétdia that allows extracting
the attachment coefficient. The data has been up-scaledbBf relative to the energy calibration procedure
described in the text (that does not aseformation at the moment), in order to provide agreementad
with the known escape peak energy.

At last, the attachment coefficient of our gas mixture canlitained from the trends of the
event charge/energy as a function of the drift posiggnobtained once random coincidences have
been subtracted in order to enhance the sample purity[(Fig.h@refore, the-position was sliced
and a Gaussian fit in the 30 keV region performed for each,glilting in the data sets shown
in Fig. for two typical cases. An exponential fit yieldsaatiment coefficients of the order of
10% per meter, showing little dependence with the opergtiegsure and field. This figure, likely
dominated by impurities in the present system, sets an itapoupper bound to Xe/TMA mixtures
whose attachment properties are not known. The (tolerdoR%) observed effect sets an important
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benchmark value for the usability of Xe/TMA mixtures in mage experiments as NEXT-100. A
compilation of the attachment coefficients together withftherrors is given in tablfg 3.

E/P[Vicm/bar] | vg[cm/us] i[um/y/emx vbar] | n[m~Y TMA(%) | P[bar]
66.6+1.3 0.097+0.005 340+19 0.10+0.01 2.2 1.0
930+1.9 0.151+0.007 368+ 20 0.08+0.02 2.2 1.0
1192+24 0.227+0.011 456+ 25 0.08+0.01 2.2 1.0
1455+29 0.345+0.017 579+ 32 0.10+0.01 2.2 1.0
1640+ 3.3 0.442+0.022 649+ 36 0.07+£0.04 2.2 1.0
1036+2.1 0.179+0.009 351+18 0.14+0.01 2.4 2.7

Table 3. Table with some parameters for Xe/TMA mixtures extractedrfthis work. The dominant source
of the reported uncertainties is systematic, within theyea®.0-5.5%, except fay where uncertainties pro-
ceed from the fit. The relative uncertainty in the TMA concatibn is 2%(sta) and 10%(sys), the accuracy
of the pressure gauge is 10 mbar. All measurements have leefemrped at about 2@ with a maximum
5°C deviation during the chamber filling. Although we attribuhe observed attachment to impurities, it
can be interpreted as an upper bound to the one inherent ¥efi®A mixture.

4. Discussion

A full experimental characterization of the dynamics of piignary electron cloud needs of a quan-
titative estimate of the diffusion coefficient in the diiect perpendicular to the electric fielDz.

It must be noted that according to simulation the transveiféesion coefficient in present condi-
tions is of the order oD% = 250um//cm x v/bar (Fig.[1]L, red line). Therefore, the anticipated
radial width of a point-like electron cloud is 1.5(0.94) mor fL(2.7) bar when bridging the full
anode-cathode distance, considerably smaller than tlet size of the readout plane. On top of
this difficulty, the initial size of the ionization cloud stening from~ 30keV y interactions needs
to be considered, provided it is expected to be also at thesoate (tablé]2).

We tentatively use here a simple method to estimate thevieases diffusion coefficient for
cases where the typical charge spread is considerablyesrttadin the pixel size, a condition that
makes a standard analysis based on a barycenter calcydatitcularly difficult. The main strength
of the approach is that it does not rely on simulation andbiised on a simple parameterization of
the ratioey / €evt €arlier defined, namely, the highest charge fraction coathin a single pixel as
a function of the drift distance. The starting point of thethoel is the expression for the average
behaviour of this observable in the absence of instrumesfiiatts:

{ / 2 / W2 g |’ 4.1)
Eevt L/2 L/2 /2T, % '

whereL = 8mm is the pixel side ang Stands for the transverse (radial) variance of the cloud:

0 — Di2 x % o 4.2)

The effect introduced by the initial electron cloud is tHere contained irv;p. The square in eq.
.7 reflects the fact that the double-integral over the 2 dsimms of the pixelx, y) factors out in
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two equal pieces. The solution to ¢q.]4.1 simply reads:

j

{2\7r (eszzr —1> +\/ﬁ\/\7rerf( '5\7[>]2

Eev[ 27-['_2\7[*

(4.3)

A 2-parameter fit to the experimental values @fje—Mw > returnsD} andV;o. Two exemplary
cases for high and low pressure are shown in Fi). 13-lefEfif; /P = 1036 V/cm/bar at 2.7 bar
(points), and folEy;is; /P = 1455 V/cm/bar at 1 bar (crosses). The fit returns the followingies:
D3 //P =125+ 10um/\/cm, | /¥ro = 0.49+0.03 mm (2.7 bar) an®} //P = 300+ 10um//cm,
v/Vro = 1.01£0.02 mm (1 bar). The overall results from the fit to all availatiea are shown in
Fig. [L3-right with only statistical uncertainties (as eted from the weighted fit) shown, and com-
pared with Magboltz simulations. In line with the previousservations fowy andD; an approxi-
mate agreement is found, improving if slightly increasihg TMA concentration in simulation.
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—— Magboltz 10.0.1, Xe/TMA(97.8/2.2)
;T 400
©
Qo
x 3500
]
o
€
S 300t
€
=
‘o 250t
200+
0.55 ‘ ‘ ‘ ‘ ‘ ‘ 150 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 5 10 15 20 25 30 35 40 60 80 100 120 140 160 180 200
Z, [cm] Edriﬁ/P [Vicm/bar]

Figure 13. Left: behaviour of the highest charge fraction contained isingle pixeley /gt as a func-
tion of the z-position of the deposit foEq;isi /P = 1455 V/cm/bar atP = 1 bar (crosses) anByi; /P =
1036 V/cm/bar atP = 2.7 bar (points). The transverse diffusion coefficients et&d from the fit proposed
in the text are indicated together with the trends for 20%at@ns around it, to illustrate the sensitivity of
the method. Right: transverse diffusion coefficient oledifrom this analysis including statistical uncer-
tainties only. Systematic effects related to the naivetitneat of the initial ionization cloud have not been
evaluated.

Some caveats are worth being noted at this point: the irti@lsverse size of the ionization
cloud Vi is expected to be independent from the drift field, howevetau@0% deviations are
observed in the fitted data, well above the statistical uat#y. At 1bar, this magnitude aver-
aged over all drift fields is/Vo(1bar) = 1.0-£0.1 mm, considerably smaller than the csda range
(assuming straight propagation) expected from tdble 2s Vaiue is within a factor of 2 of the
one extracted at 2.7 bar, showing a scaling behaviour soerewh between AP and 1//P, a fact
difficult to assess without a detailed microscopic simolatiOn another hand, the values for the
electron cloud obtained from inspection of the interceptthe o; m — zv correlation curve (Fig.
[MQ-left) slightly differ from this analysis:

\/\?: \ /og—a&FEExvd (4.4)
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Taking as an estimate fop Fee = 1.15us (the smallest intercept observed in data) and usingghe
measured at the lowest field retur&l, o(1bar = 0.6 mm, about 40% smaller than the result from
the transverse analysis. Despite these potential biaffiectenot being accounted for, the present
analysis seems to soundly set a scale for the transverdecmo#D; ~ 250-30Qum//cmx v/bar

in the reduced field rand&ysit; /P = 50-200 V/cm/bar for 2 %TMA admixtures.

A new simulation software (Degrad) has been recently dpesldy S. Biagi in order to cal-
culate the electron clouds stemming from X-ray interactiongases{[28], so in principle it should
be possible to accurately evaluate the proposed methodsagainulation in the near future, as
well as using bench-marking reference data to allow for aenascurate determination Df;.

5. Conclusions

Several system aspects of a 701 high pressure Xenon TPCtepevih a microbulk Micromegas
readout plane have been presented. The TPC was operatadamamergyy rays with energies
around the characteristic Xendé, g emission (30 keV), collecting about4x 10° events. Apart
from a temporary technical problem affecting one quadtaet;TPC achieved an energy resolution
after calibration of 16% FWHM(1 bar) and 1%5% FWHM(2.7 bar) over its entire active volume
(~ 251). Inter-quadrant gain variations around 10% were ofegkwhile the inter-pixel gain spread
stayed within 20%, underlining the excellent uniformityreponse of this type of readouts when
aiming at large area coverage (700cin this case). No special issues related to the pressure
increase were observed except for a 25% reduction of theabtekgain at 2.7 bam{= 1.6 x
10%). The chamber has been conceived for operation under higigeys at 10 bar, a step that is
currently being preceded by an upgrade of the gas system.

For the first time the longitudinal diffusion coefficient ireIr'MA mixtures has been extracted,
in particular for a 2.2% TMA admixture. A reduction of its ualby about< 2-3 with respect to pure
Xenon was observed in the 50-100 V/cm/bar reduced drift fiefgime, roughly as expected from
microscopic modeling (Magboltz v10.0.1). On the other hahd qualitative behaviour observed
for the transverse diffusion coefficient agrees with theastained from Magboltz (that anticipates
a reduction by a factor 10) and indeed a value at#50-30Qum/+/cmx v/bar level predicted by
simulation is hinted by present data. A significant improeetof the 2-blob topological signature
in the BB0 decay oft36Xe is not guaranteed by the reduced diffusion and requingseustudies,
but its potential makes the case appealing. Generallysiifh-wise, the best characteristics for
Xe/TMA mixtures in theEgyyi; /P = 25-100 V/cm/bar range are found ferl% TMA admixtures
or beyond, however it is necessary to verify that such TMAcemtrations are compatible with
the fluorescence yields and Penning transfer rates reqoir€ 3 searches, and this is currently
under investigation.

The observed attachment coefficient was little dependeptessure and electric field, show-
ing values around 10% for a 1 meter electron drift (corredpagly, 100+ 1.1 ms electron life-time
for the lowest reduced field studi&g,it; /P = 66.6 V/cm/bar). This level is presumably dominated
by impurities in the gas and hence it should be interpretehagper bound to the attachment in-
herently coming from the Xe/TMA mixture. In the seeminglylikaly case that such an upper
bound would be saturated, a 1 m scale experiment (as NEXJl<k0d still make use of it at a
very mild charge loss if Xe/TMA finally proves to be a goldemdmnation for this type of physics.
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