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1. Introduction 

This paper is dedicated to the memory of David M. Bishop (DMB) our dear friend and 

scientific collaborator. It owes its provenance to DMB’s long term interest in vibrational linear and 

nonlinear optical (NLO) properties1-2 and, in particular, to the Bishop and Kirtman (BK) 

perturbation treatment of these quantities.3-5 This treatment has paved the way for a string of 

theoretical advances and ab initio computations on polyatomic molecules.6-47 For conjugated 

organic molecules, and/or molecules with large amplitude nuclear motions, the vibrational 

contributions to nonlinear optical properties may dwarf those that have a pure electronic origin.48-50 

Especially for the former type of molecule, this is of considerable interest due to potential utilization 

of the NLO properties in a variety of optical and opto-electronic devices.51-52  

One effective computational procedure, applicable to the most important NLO processes, is 

the finite field-nuclear relaxation (FF-NR) approach.26,31,33,35 This approach is underpinned by the 

BK perturbation treatment and was originally developed by DMB and co-workers33 as an 

alternative method for obtaining the lowest-order non-vanishing perturbation terms (defined by a 

classification scheme whereby these terms are divided into different so-called ”square bracket” 

types.). Subsequently, the FF-NR approach was generalized by DMB and co-workers so as to 

provide access to the entire vibrational contribution.31 It is important to note that the FF-NR 

procedure is based on a variational approach.33,35 However, it can be combined either with 

perturbation theory49,53 or variational methods8,24,38-39 to calculate vibrational NLO properties. Thus, 

in the latter case, it can be applied even when the BK perturbation treatment (based on a double 

harmonic oscillator zeroth-order model) converges slowly or is non-convergent. Although the FF-

NR method can be applied to calculate vibrational NLO properties at any optical frequency,21 for 

dynamic processes the most efficient implementation utilizes the infinite optical frequency (IOF) 
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approximation. Despite the fact that the FF-NR treatment groups together terms of different order in 

perturbation theory, the exact same terms appear in either procedure (except for those eliminated by 

the IOF approximation).26 The latter approximation corresponds to assuming that the ratio (ωv/ω)2 is 

negligible compared to unity when ω is an (external) laser optical frequency and ωv is a vibrational 

transition frequency within the ground electronic state. Where tests have been carried out, it has 

been found that this approximation is accurate as long as the optical frequencies are well above the 

infrared region.6,19,54 

Recently, the response function formalism for molecular properties has been extended to 

include vibrational, along with electronic, NLO properties.8,24,55 This provides another alternative 

computational procedure that, like the FF-NR approach, is underpinned by BK perturbation. 

Nevertheless, unlike the BK perturbation treatment (and FF-NR), it does not assume that electronic 

transition frequencies are much larger than laser optical frequencies when the latter are in the non-

resonant regime. Otherwise, however, the response formulation is entirely equivalent to these earlier 

approaches even though it is organized quite differently. As a result of the comparison between 

response and BK perturbation formulas a particular contribution has been identified as missing from 

the original BK perturbation method (and FF-NR approach).8 The missing contribution is due solely 

to the approximation mentioned just above. This approximation causes the sums over electronic 

states in the so-called mixed terms to be evaluated in the static limit and thereby circumvents 

significant computational difficulties associated with determining their frequency-dependence. This 

computational handicap is partially accounted for by the response treatment. At any rate, the 

missing contribution clearly vanishes in the static limit. A question of interest, then, is the 

magnitude of the missing term specifically identified by Hansen, et al. in the opposite limit, i.e. in 

the limit determined by the IOF approximation. The answer to this question is the subject of the 
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current paper. 

In the next section we present a brief review of the response formulation for the dynamic 

vibrational first hyperpolarizability. This includes a definition of the mixed terms and of the 

contribution identified in Ref. 8 as missing from the BK perturbation treatment. Then, the work of 

Hansen et al.8 is extended in Sec. 3 to the vibrational second hyperpolarizability. In Sec. 4 we show 

that the missing BK terms vanish completely within the IOF approximation for both the first and 

second hyperpolarizability. Finally, we present our conclusions and perspective in Sec. 5. 

2. Brief review of response formulation for dynamic vibrational polarizability 

and first hyperpolarizability. 

We begin with the BK formulas for dynamic polarizability and first hyperpolarizability 

expressed as a sum over vibronic Born-Oppenheimer states. In the response theory notation of 

Hansen, et al.8 these are given by:  
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Here X, Y, Z. are the dipole moment operators xµ̂ , yµ̂ , zµ̂  with associated frequencies xω , yω , zω . 

Thus, the linear and quadratic response functions of Eqs. (1) and (2) are, respectively, the dynamic 

(frequency-dependent) linear polarizability and first hyperpolarizability. On the right hand side 

IiI is a vibronic product wavefunction in which I  is the pure electronic component and Ii  is 

the ith vibrational wavefunction for electronic state I ; PXYZ represents, for example, a sum over 
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the six permutations of the pairs ( xω /X), ( yω /Y), ( zω /Z); and Y  is the fluctuation potential 

00 0000 YY − . The vibrational contributions arise from those terms in the sum over states that 

correspond to vibrational excitations in the ground electronic state, i.e. in I =0. One set of 

vibrational contributions corresponds to the case where there are no electronic excitations. All 

remaining vibrational contributions, where one or more of the electronic indices refers to an excited 

state, are considered to be mixed terms. 

In the BK treatment (and in the response formulation) it is assumed that vibrational energy 

differences are small compared to electronic energy differences and, therefore, that IiI
ωω =  

(I.NE.0). This makes it possible to carry out a closure over vibrational states in the mixed for I.NE.0 

to obtain the square bracket contribution: 
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from Eq. (2). 

In the response formalism of Hansen, et al.8 the square bracket in Eq. (3) is re-written in 

terms of the symmetric and antisymmetric quadratic electronic response functions defined, 

respectively, by: 
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and 
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From these definitions it may be readily verified that  
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and, further, that  
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Equations (4) – (10) are valid either for sums over electronic states (superindex “e” below) or for 

sums over the vibrational levels of the ground electronic state (superindex “v” below). In terms of 

the above definitions Hansen, et al.8 find that the square bracket term in Eq. (3) can be expressed as  
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It follows from Eq. (10) that the second term on the rhs of Eq. (11) vanishes when ωz = 0. This is 

the term identified in Ref. 8 as the missing contribution in the original BK formulation. In Sec. IV 

we will show that this term also vanishes in the high frequency limit when the IOF approximation is 
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applied.  

The missing term in Eq. (11) is the only one that was considered by Hansen, et al.8 In the 

next section we will identify the missing terms for the dynamic vibrational second 

hyperpolarizability. 

3. Extension to vibrational second hyperpolarizability 

In the response theory notation the dynamic second hyperpolarizability is given by:  
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In square bracket notation the vibrational contributions to the mixed terms are: 
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as well as: 
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and 
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 An analysis similar to the one carried out in Ref. 8 may be done for the three square brackets 

in Eqs. (13)-(15). Since the derivations are a bit tedious we will not go through all the steps but will 

provide the reader with sufficient information to verify that the formulas given are correct. For [α2] 

(Eq. (13)) and [µ2α] (Eq. (15)) no new material is required. The results are: 
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and  
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In Eq. (16) the terms on the first line involve only the symmetric electronic (quadratic) response 

function, whereas all the other terms contain the antisymmetric electronic (quadratic) response 

function at least once. The latter vanish in the static limit and, therefore, correspond to the missing 

terms. By the same argument the missing terms in Eq. (17) are: 
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For [µβ ] (Eq. (14)) we need symmetrized cubic response functions. The totally symmetric 

cubic electronic response function is: 
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There are 5 remaining symmetrized combinations. Of these, the two that will be used here are – 
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and 
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In Eqs. (19)-(21) ω1 + ω2 + ω3 = 0. A combination of these equations yields: 
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Finally, as a result of substituting this last relation into Eq. (14), we obtain: 

[ ]

{ }
( )

{ }
( ) 








+

++
+










−

++
×

=

∑

∑

≠

−−

≠

−

−−

−

−−−−

00 0

00 0

0

0
2

,

1

,,000

0

000
2

,

1

,,0

,,

0,,2,,,,0

0,,2,,,,0

6
1,,,

i xi

eeee

i xi

eeee

XYZU

uzuzuz

zyzzyzzyz

uzy

UZYUZYUZYiiX

XiiUZYUZYUZY

PUZYX

ωω

ωω

ωωωωωω

ωωωωωωωωω

µβ

ωωω

 
(23) 

 
Again, the missing terms are those that contain electronic response functions other than the totally 

symmetric one. In this case we have: 
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4. Contribution of missing terms to NLO processes in IOF approximation. 

As discussed in Sec. II the missing term for the dynamic vibrational first hyperpolarizability 

is:  
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The dc-Pockels effect corresponds to the case where the optical frequencies are ωx = –ω, ωy = ω, ωz 

= 0. In Eq. (25) the operator PXYZ generates six permutations. From Eq. (10) we know that four of 

the six are zero, two because of the electronic asymmetric quadratic response formula and two 

because of the asymmetric vibrational quadratic response expression. Thus, the only two 

permutations that survive are: 
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In the IOF approximation for the vibrational quadratic response we set ω = ∞ and, in that 

event, it follows from the definition of Eq. (5) that both permutations in (26) are zero. Hence, the 

missing term vanishes for the dc-Pockels effect. This is the only second order dynamic NLO 
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process for which there exists a vibrational contribution in the IOF approximation. There is no 

contribution, for example, to second harmonic generation. On the other hand, in third order, there 

are vibrational contributions to several dynamic NLO processes including the optical Kerr effect 

(OKE), electric field induced second harmonic generation (EFISH) and the intensity-dependent 

refractive index (IDRI), also known as degenerate four-wave mixing (DFWM). The various square 

brackets may contribute to one or more of these processes.26,33 

4.1. [α2]  

The [α2] square bracket (see Eq. (16)) contributes to the OKE as well as IDRI. As indicated 

earlier the missing terms in Eq. (16) are: 
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For the OKE we consider the set of frequencies ωx = –ω, ωy = ω, ωz = 0, ωu = 0. There are 24 

permutations of the operator/frequency pairs, generated by PXYZU, that we need to consider. In the 

second term on the rhs of Eq. (27) 20 of the 24 permutations give a zero contribution by virtue of 

Eq. (10). If we apply the IOF approximation, the remaining 4 permutations, such as:  

0,,, =
−

∞

−−

−

vee
UZXY

ωω
 (28) 

 
are zero. For the same reasons the first, fourth, and sixth terms of Eq. (27) are zero. However, the 

third and fifth terms each have four permutations that survive yielding:  
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In Eq. (29) half the terms contain the factor 

−

−

e
XY

ω
, . These can be converted to 

−e
YX

ω
,  using 

Eqs. (8) and (9). After that is done, it is readily seen that the terms 1 and 3, 2 and 4, etc. all cancel in 

pairs. Thus, once again the contribution of the missing terms is zero in the IOF approximation. 

For the IDRI we set ωx = –ω, ωy = ω, ωz = –ω, ωu = ω. In that event the second, fourth, and 

sixth terms in Eq. (27) are zero either because of Eq. (10), as applied to the sum over vibrational 

levels, or the IOF approximation. For the first, third, and fifth terms the IOF approximation removes 

8 of the 24 permutations. Then, taking advantage of the relation:  

0,
2
=

−eZU UZP
ω

 (30) 

 
it is easy to show that the sum of the sixteen surviving terms is zero. 

4.2. [µ2α] 

The missing [µ2α] terms are given by Eq. (18). Of the three major third order NLO processes 

this square bracket contributes only to the OKE. Using the frequencies given immediately below 

Eq. (27), as well as Eq. (10) and the IOF approximation, we find that only 4 of the 24 permutations 

survive for each of the missing terms. It is, then, easy to verify that these 4 permutations cancel one 

another. 
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4.3. [µβ] 

Finally, we come to [µβ], which contributes to both the OKE and EFISH. The missing terms 

are given by Eq. (24). As far as OKE is concerned, we make use of Eqs. (20) and (21) which lead 

to:  

0,,,,
1

,

1

, 3132
=+

−−

ωωωω
UYZUZY  (31) 

 
and 

0,,,,,,
2

,

2

,

2

, 132132
=++

−−−

ωωωωωω
YUZZYUUZY  (32) 

 
Upon application of the permutation operator the last two relations yield: 

0,,
1

, 32
=

−

ωω
UZYPYZU  (33) 

 
and  

0,,
2

, 32
=

−

ωω
UZYPYZU  (34) 

 
Of the 24 permutations in Eq. (24) half are zero due to the IOF approximation. For the remaining 

permutations of the first and second term ωu = –ωy – ωz. It, then, follows from Eqs. (33) and (34) 

that these permutations vanish, as do all the remaining permutations of the third and fourth terms. 

For EFISH ωx = –2ω, ωy = ω, ωz = ω, ωu = 0. After applying the IOF approximation only 

six permutations of each term remain. For instance, the first term of Eq. (24) reduces to: 
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 (35) 

 
This sum vanishes by virtue of Eq. (33). The same is true of the third term, whereas the second and 

fourth terms are zero due to Eq.(34). 

5. Conclusions and perspective. 

In the response theory treatment of second order vibrational NLO properties, as formulated 

by Hansen et al.,8 a term appears that is missing in the original BK perturbation method due to an 

explicit approximation made in the latter. This so-called missing term vanishes exactly in the static 

limit. It is shown here that it also vanishes in the infinite optical frequency approximation. 

Moreover, we have extended the response theory treatment to third order properties and have 

reached the same general conclusion in that case as well. Our results appear to justify the 

approximation made in the original BK method. Of course, the term in question may still be 

important at finite non-zero frequencies, especially on a relative basis, and should certainly be taken 

into account when high accuracy is desired. The initial calculations carried out by Hansen, et al. are 

consistent with this interpretation. 
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