
COMPUTATIONAL CHEMISTRY APPLIED TO 
HYDROCARBON FUNCTIONALIZATION BY IRON 

CATALYSTS, OXIDATION STATE 
CHARACTERIZATION, AND ELECTRIDES DESIGN 

Verònica Postils Ribó 

Per citar o enllaçar aquest document:  
Para citar o enlazar este documento: 
Use this url to cite or link to this publication: 
http://hdl.handle.net/10803/663420

ADVERTIMENT. L'accés als continguts d'aquesta tesi doctoral i la seva utilització ha de respectar els drets 
de la persona autora. Pot ser utilitzada per a consulta o estudi personal, així com en activitats o materials 
d'investigació i docència en els termes establerts a l'art. 32 del Text Refós de la Llei de Propietat Intel·lectual 
(RDL 1/1996). Per altres utilitzacions es requereix l'autorització prèvia i expressa de la persona autora. En 
qualsevol cas, en la utilització dels seus continguts caldrà indicar de forma clara el nom i cognoms de la 
persona autora i el títol de la tesi doctoral. No s'autoritza la seva reproducció o altres formes d'explotació 
efectuades amb finalitats de lucre ni la seva comunicació pública des d'un lloc aliè al servei TDX. Tampoc 
s'autoritza la presentació del seu contingut en una finestra o marc aliè a TDX (framing). Aquesta reserva de 
drets afecta tant als continguts de la tesi com als seus resums i índexs. 

ADVERTENCIA. El acceso a los contenidos de esta tesis doctoral y su utilización debe respetar los 
derechos de la persona autora. Puede ser utilizada para consulta o estudio personal, así como en 
actividades o materiales de investigación y docencia en los términos establecidos en el art. 32 del Texto 
Refundido de la Ley de Propiedad Intelectual (RDL 1/1996). Para otros usos se requiere la autorización 
previa y expresa de la persona autora. En cualquier caso, en la utilización de sus contenidos se deberá 
indicar de forma clara el nombre y apellidos de la persona autora y el título de la tesis doctoral. No se 
autoriza su reproducción u otras formas de explotación efectuadas con fines lucrativos ni su comunicación 
pública desde un sitio ajeno al servicio TDR. Tampoco se autoriza la presentación de su contenido en una 
ventana o marco ajeno a TDR (framing). Esta reserva de derechos afecta tanto al contenido de la tesis como 
a sus resúmenes e índices. 

WARNING. Access to the contents of this doctoral thesis and its use must respect the rights of the author. It 
can be used for reference or private study, as well as research and learning activities or materials in the 
terms established by the 32nd article of the Spanish Consolidated Copyright Act (RDL 1/1996). Express and 
previous authorization of the author is required for any other uses. In any case, when using its content, full 
name of the author and title of the thesis must be clearly indicated. Reproduction or other forms of for profit 
use or public communication from outside TDX service is not allowed. Presentation of its content in a window 
or frame external to TDX (framing) is not authorized either. These rights affect both the content of the thesis 
and its abstracts and indexes.

http://hdl.handle.net/10803/663420


Doctoral Thesis:

Computational Chemistry Applied to Hydrocarbon
Functionalization by Iron Catalysts, Oxidation State

Characterization, and Electrides Design
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CTQ2014-59212-P i CTQ2014-52525-P del MINECO, els projectes 2014SGR1202
i 2014SGR931 de la Generalitat de Catalunya, o el premi ICREA Academia 2014.
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Abstract

According to F. Jensen quote:

“Chemistry is the science dealing with construction, transformation and
properties of molecules.”

Introduction to Computational Chemistry, Second Edition. Frank Jensen. Page 1.

In this thesis, the three constituent parts of chemistry (in agreement with Jensen’s
quotation) are addressed by means of theoretical and computational tools. In this
sense, only the global knowledge given by the three different aspects of chemistry
provides an enough detailed picture for the absolute understanding of any chem-
ical system. It is necessary to know the molecular construction (atomic and
electronic) to rationalize molecular properties, and, in turn, molecular properties
govern the reactivity and molecular transformations. This thesis encompasses
different computational studies that together cover all the three parts of chem-
ical science. For each part, we have selected a different research project, whose
major feature is related with construction, transformation or properties of the
chemical systems. The different research projects have been chosen taking into
account their general chemical interest and the insights that computational chem-
istry can provide to the up-to-date knowledge of the topic. In that way, the study
of the C-H bond functionalization of non-activated hydrocarbons by iron cata-
lysts has been chosen as the research project for the molecular transformations
section; the oxidation state is the property we focus on; and, regarding molecular
construction, we describe the electronic structure of molecular electrides.

Achieving direct and selective C-H bond functionalizations of non-activated
hydrocarbons by organometallic catalysts is still a challenging work in synthetic
chemistry. Nowadays it constitutes the main drawback to overcome in order to
achieve efficient strategies in organic synthesis or to use alkanes as direct precur-
sors for more important chemicals for the industry. Thus, currently, this research
topic is focus of much activity and there is still plenty of room for development.
The use of iron catalysts in such reactions has a special interest in the sense
that iron is an economic, environmental friendly, and nontoxic metal. The main
role of computational chemistry in this field falls to the determination of the
reaction mechanisms. In this thesis two C-H bond functionalization processes
that share complementary interest are studied (Chapter 4). The first one is
the hydroxylation of alkanes by a nonheme FeV =O catalyst. Although this reac-
tion has been widely studied computationally, the different studies report several
reaction mechanisms that differ among them, the origin of their variability was
not completely understood. Therefore, we investigate the effects of the substrate
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and solvent in these processes in order to try to rationalize the differences on the
reaction mechanisms reported in literature. The different stability at gas and
in solvent phase of the reaction intermediate is revealed as the key reason for
the existence of different reaction mechanisms. The second studied process is
the functionalization of C-H bonds of non-activated arenes by carbene-insertion
reactions. Unlike hydroxylation reactions, this process has not been widely stud-
ied. Specifically, a chemoselective carbene-insertion reaction into benzene by an
iron-carbene catalyst was reported in 2016 by the experimental groups of Dr.
Miquel Costas and Prof. Pedro J. Pérez for the first time (Angew. Chemie Int.
Ed. 2016, 55, 6530-6534). In this sense, in the fourth chapter of this thesis
we elucidate the reaction mechanism of this unprecedent reactivity and we also
identify the features and reasons that favor this reactivity over other possible
reactions such as the carbene addition into benzene.

The oxidation state (OS) concept has utmost relevance in chemistry. In re-
action mechanisms of organometallic catalysis, for example, it is an intrinsic
descriptor and the fingerprint of the chemical reaction is not complete until the
determination of the OSs of all the involved species. The OS concept is also an im-
portant concept in chemical nomenclature, or, in spectroscopic characterizations,
where it is related to d -electron configurations of TM. The role of computational
chemistry in determining the OSs from first principles has been little explored.
However, the group of Dr. Pedro Salvador recently presented a new computa-
tional tool for the determination of OS, the so-called Effective Oxidation State
(EOS) method (J. Chem. Theory Comput. 2015, 11, 1501-1508). In chapter
5, we present a benchmarking study about the applicability of the EOS method
to determine OSs. Moreover, new key insights about the OS property based on
data of the benchmarking study are provided.

Electrides are a relatively new class of ionic compounds with an intriguing
electronic structure: isolated electrons act as the stoichiometric anionic part of
the crystal. This interesting feature, however, hinders the classical assignation
of oxidation states in such compounds, for example. Despite just thirteen solid
electrides have been synthesized up to date (only six stable at room tempera-
ture), their interesting properties have led to the development of a plethora of
amazing applications for those compounds. Thus, electrides are, without doubt,
one of the promising research fields for the development of new materials which
still has many room for development. Computational chemistry has always had
an important role in the development of electrides and in the understanding of
their electronic structure. In chapter 6 we present the first computational study
about the existence of electrides beyond the solid state. Despite many theoretical
works have been addressed to the study of the electron confinement of electrides
in the solid lattice, no other work before focused on the characterization of elec-
trides in the gas phase. Herein, we investigate whether the electronic structure
of molecular electrides truly constain isolated electrons or if it is actually just
a formal picture to represent these molecules. Furthermore, we provide an un-
ambiguous criterion to distinguish molecular electrides from other similar species.

Overall, this thesis is divided into eight chapters. The first one is an intro-
duction where the reasons of the chemical interest of the different topics selected
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in this thesis are exposed. Furthermore, the first chapter also summarizes the
contributions that the quantum chemist community has provided to these topics
up to date. Chapter 2 presents the theoretical methods, tools, and the different
computational chemistry strategies used in the thesis to carry out the studies or
to properly analyze the results. Chapter 3 lists the aims of the thesis. Chap-
ters 4, 5, and 6 include the abovementioned publications presented in this thesis.
Chapter 7 presents the discussion of the reported results and, finally, in chapter
8 the main conclusions drawn from this thesis are summarized.
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Resum

Segons F. Jensen:

“La qúımica és la ciència que tracta la construcció, la transformació i les
propietats de les molècules.”

tradüıt de, Introduction to Computational Chemistry, Second Edition. Frank Jensen. Pàg. 1.

En aquesta tesi s’han tractat les tres parts constituents de la qúımica (segons
la cita de F. Jensen) mitjançant eines teòriques i computacionals. En aquest
sentit, únicament un coneixement global de les tres parts assegura una visió sufi-
cientment detallada com per garantir l’absoluta comprensió de qualsevol sistema
qúımic. És necessari conèixer la construcció molecular (atòmica i electrònica) per
racionalitzar les propietats moleculars i, al mateix temps, les propietats molecu-
lars governen la reactivitat i les transformacions moleculars. Aquesta tesi engloba
diferents estudis computacionals que, conjuntament, cobreixen les tres parts con-
stituents de la qúımica mencionades. Per cada part constituent de la qúımica hem
seleccionat diferents projecte de recerca, la principal caracteŕıstica dels quals està
relacionada amb la construció, transformació o propietats dels sistemes qúımics.
Els diferents projectes de recerca han estat seleccionats tenint en compte el seu
interès qúımic i els coneixements que la qúımica computacional pot aportar al
camp considerant el coneixement actual existent en cada cas. D’aquesta manera,
l’estudi de la funcionalització d’hidrocarburs no activats mitjançant catalitzadors
de ferro s’ha escollit com a projecte d’investigació per a la secció de reactivitat;
l’estat d’oxidació és la propietat en la qual ens centrarem; i, pel que fa referència
a la construcció molecular, s’ha estudiat l’estructura electrònica dels electrurs
moleculars.

Aconseguir una funcionalització directa i selectiva d’enllaços C-H d’hidrocarburs
no activats mitjançant catalitzadors organometàl·lics constitueix encara una feina
complexa en l’àmbit de la qúımica sintètica. A dia d’avui aquest és l’obstacle prin-
cipal a superar per aconseguir estratègies més eficients per a la śıntesi orgànica
o per poder utilitzar alcans simples com a precursors directes d’altres compos-
tos qúımics més importants per a la indústria. Aix́ı, aquest tema d’investigació
constitueix un centre d’interès que concentra molta activitat cient́ıfica i on en-
cara hi ha espai pel desenvolupament. La utilització de catalitzadors de ferro
en aquest tipus de reaccions té un interès especial ja que el ferro és un metall
econòmic, respectuós amb el medi ambient i no tòxic. El paper principal de la
qúımica computacional en aquest camp recau en la determinació dels mecanismes
de reacció. En aquesta tesi s’estudien dos processos de funcionalització d’enllaços
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C-H que tenen interessos complementaris (Caṕıtol 4). El primer és la hidroxi-
lació d’alcans mitjançant catalitzador no-hemo FeV =O. Tot i que aquesta reacció
ha estat àmpliament estudiada computacionalment, els diferents estudis presen-
ten diversos mecanismes de reacció diferents, l’origen de la variabilitat dels quals
no era clar. Aix́ı, hem investigat els efectes del substrat i el solvent en aquests pro-
cessos per tal d’intentar determinar les diferències en els mecanismes de reacció
recollits en la literatura. S’ha observat que la diferent estabilitat en fase gas i en
solvent d’un intermedi de la reació és el motiu principal de l’existència de la vari-
abilitat de mecanismes. El segon procés estudiat és la funcionalització d’enllaços
C-H d’arens no activats mitjançant la inserció de carbens. A diferència de les
reaccions d’hidroxilació, aquest procés no ha estat àmpliament estudiat. Concre-
tament, la reacció d’inserció quimioselectiva de carbens en benzè mitjançant un
catalitzador de ferro es va publicar per primera vegada l’any 2016 pels grups ex-
perimentals del Dr. Miquel Costas i el Prof. Pedro J. Pérez (Angew. Chemie Int.
Ed. 2016, 55, 6530-6534). En aquest sentit, en el caṕıtol 4 de la tesi s’elucida
per primera vegada el mecanisme d’aquesta reacció i també s’identifiquen les car-
acteŕıstiques i motius que afavoreixen aquesta reactivitat sobre altres possibles
reaccions com serien l’adició del carbè en el benzè.

El concepte d’estat d’oxidació (EO) té una importància primordial en la
qúımica. En els mecanismes de reacció de catàlisi organometàl·lica, per ex-
emple, l’estat d’oxidació és un descriptor intŕınsec i la descripció de la reacció
qúımica no és completa fins que no s’han determinat els estats d’oxidació de les
espècies involucrades. El concepte d’EO també és important en la nomenclatura
qúımica, o en processos de caracterització espectroscòpica, on es relaciona amb
la configuració dels electrons d del metall de transició. El paper de la qúımica
computacional en la determinació d’EOs a partir de principis fonamentals no ha
estat gaire explorat. No obstant, el grup del Dr. Pedro Salvador recentment va
presentar una nova eina computacional per la determinació d’EOs, l’anomenat
mètode dels estats d’oxidació efectius (EOS, per les seves sigles en anglès, effec-
tive oxidation states) (J. Chem. Theory Comput. 2015, 11, 1501-1508). En el
caṕıtol 5 presentem un anàlisi comparatiu sobre l’aplicabilitat del mètode EOS
en la determinació d’EOs. A més a més, també es presenten nous importants de-
scobriments sobre aquesta propietat basats en els resultats obtinguts en l’estudi.

Els electrurs són un tipus de compostos iònics relativament nous amb una es-
tructura electrònica fascinant: electrons äıllats actuen de manera estequiomètrica
com la part aniònica del cristall. Aquesta interessant caracteŕıstica, no obstant,
obstaculitza l’assignació dels EOs de manera clàssica en aquests compostos, per
exemple. Tot i que fins a dia d’avui únicament s’han sintetitzat tretze electrurs
sòlids (només sis dels quals estables a temperatura ambient), les seves interes-
sants propietats han comportat que es puguéssin desenvolupar un gran nombre
d’aplicacions sorprenents per aquests compostos. Aix́ı, els electrurs constitueixen,
sens dubte, un dels camps de recerca més prometedors en el desenvolupament
de nous materials, on encara hi ha molt camp per recórrer. La qúımica com-
putacional sempre ha tingut un paper important en el desenvolupament de nous
electrurs i en la comprensió de la seva estructura electrònica. En el caṕıtol 6
presentem el primer estudi computacional sobre l’existència d’electrurs més enllà
de l’estat sòlid. Tot i l’existència d’un gran nombre de treballs teòrics enfocats
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en l’estudi del confinament dels electrons dels electrurs en l’entramat sòlid, cap
altre treball abans s’havia centrat en la caracterització d’electrurs en fase gas. En
aquesta tesi investiguem si l’estructura electrònica d’electrurs molecular realment
conté electrons äıllats o si això és simplement un model formal per representar
aquestes molècules. A part, també es presenta un criteri clar per diferenciar elec-
trurs moleculars d’alters espécies similars.

Globalment aquesta tesi es divideix en vuit caṕıtols. El primer és una intro-
ducció on s’exposen els motius de l’interès qúımic dels projectes d’investigació
seleccionats. A més, el primer caṕıtol també resumeix les contribucions que
la qúımica teòrica ha aportat als corresponents temes d’investigació fins a dia
d’avui. El caṕıtol 2 presenta els mètodes teòrics, eines i les diferents estratègies
computacionals que s’han fet servir en aquesta tesi per portar a terme els estudis
o per analitzar els resultats adequadament. El caṕıtol 3 llista els objectius de la
tesi. Els caṕıtols 4, 5 i 6 inclouen les publicacions, mencionades en els paràgrafs
previs, que es presenten en aquesta tesi. El caṕıtol 7 presenta la discussió dels
resultats i, finalment, en el caṕıtol 8 es resumeixen les principals conclusions que
es deriven de la tesi.
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Resumen

Según F. Jensen:

“La qúımica es la ciencia que trata la construcción, la transformación y las
propiedades de las moléculas.”

traducido de, Introduction to Computational Chemistry, Second Edition. Frank Jensen. Pág. 1.

En esta tesis se han abordado las tres partes constituyentes de la qúımica (según
la cita de F. Jensen) mediante herramientas teóricas y computacionales. En este
sentido, únicamente un conocimiento global de las tres partes de la qúımica ase-
gura una visión suficientemente detallada como para garantizar una comprensión
total de cualquier sistema qúımico. Se necesita conocer la construcción molec-
ular (atómica y electrónica) para racionalizar las propiedades moleculares y, al
mismo tiempo, las propiedades moleculares gobiernan la reactividad y las trans-
formaciones moleculares. Esta tesis engloba distintos estudios computacionales
que, conjuntamente, cubren las tres partes constituyentes de la qúımica anteri-
ormente mencionadas. Se han seleccionado diferentes proyectos de investigación,
cuya principal caracteŕıstica está relacionada con la construcción, transformación
o propiedades de las moleculas. Los distintos proyectos de investigacin han sido
seleccionados considerando su interés qúımico y los conocimientos que la qúımica
computacional puede aportar al campo considerando el conocimiento actual ex-
istente en cada campo. De esta manera, el estudio de la funcionalización de
hidrocarburos no activados mediante catalizadores de hierro se ha escogido como
proyecto de investigación para la sección de reactividad; el estado de oxidación
es la propiedad en la cual nos hemos centrado; y, referente a la construcción
molecular, se ha estudiado la estructura electrónica de los electruros moleculares.

Conseguir una funcionalización directa y selectiva de enlaces C-H en hidro-
carburos no activados mediante catalizadores organometálicos constituye aún un
trabajo complejo en el ámbito de la qúımica sintética. Hoy en d́ıa éste es el
obstáculo principal a superar para conseguir estrategias más eficientes en śıntesis
orgánica o para poder utilizar alcanos simples como precursores directos de otros
complejos qúımicos más importantes para la indústria. Aśı, este tema de in-
vestigación constituye un centro de interés donde se concentra mucha actividad
cient́ıfica y donde aún hay espacio para el desarrollo. La utilización de catal-
izadores de hierro en este tipo de reacciones tiene un interés especial ya que el
hierro es un metal económico, respetuoso con el medio ambiente y no es tóxico.
El rol principal de la qúımica computacional en este campo de investigación re-
cae en la determinación de mecanismos de reacción. En esta tesis se estudian
dos procesos de funcionalización de enlaces C-H con intereses complementarios
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(Caṕıtulo 4). El primero es la hidroxilación de alcanos mediante catalizadores
no-hemo FeV =O. A pesar de que esta reacción ha sido ampliamente estudiada
computacionalmente, los diferentes estudios presentan diversos mecanismos de
reacción, el origen de la variabilidad de los cuales no estaba claro. Por lo tanto,
se han investigado los efectos del sustrato y el solvente en estos procesos con el
objetivo de intentar razionalizar las diferencias en los mecanismos de reacción
recogidos en la literatura. Se ha observado que la distinta estabilidad en fase
gas y en solvente de un intermedio de la reación es el motivo principal de la
existencia de la variabilidad de mecanismos. El segundo proceso estudiado es la
funcionalización de enlaces C-H en arenos no activados mediante la inserción de
carbenos. A diferencia de las reacciones de hidroxilación, este proceso no ha sido
ampliamente estudiado. Concretamente, la reacción de inserción quimioselectiva
de carbenos en benceno mediante catalizadores de hierro se publicó por primera
vez el año 2016 por parte de los grupos experimentales del Dr. Miquel Costas y
el Prof. Pedro J. Pérez (Angew. Chemie Int. Ed. 2016, 55, 6530-6534). En este
sentido, en el caṕıtulo 4 de la tesis se explica por primera vez el mecanismo de
reacción de esta reactividad sin precedentes, y también se identifican las carac-
teŕısticas y motivos que favorecen esta reactividad por encima de otras posibles
reacciones como serian la adición del carbeno en el benceno.

El concepto de estado de oxidación (EO) tiene una importancia primordial
en qúımica. En los mecanismos de reacción en catálisis organometálica, por
ejemplo, el estado de oxidación es un descriptor intŕınsico y la descripción de la
reacción qúımica no está completa hasta que no se han determinado los estados
de oxidación de todas las especies involucradas. El concepto de EO también
es importante en nomenclatura qúımica, o en procesos de caracterización espec-
troscópica, donde se relaciona con la configuración de los electrones d del metal
de transición. El papel de la qúımica computacional en la determinación de EOs
no ha sido muy explorado. No obstante, el grupo del Dr. Pedro Salvador recien-
temente presentó una nueva herramienta computacional para determinar EOs,
el denominado método de los estados de oxidación efectivos (EOS por sus siglas
en inglés, effective oxidation states) (J. Chem. Theory Comput. 2015, 11, 1501-
1508). En el caṕıtulo 5 presentamos un análisis comparativo de la aplicabilidad
del método EOS en la determinación de estados de oxidación. Además, también
se presentan nuevos importantes descubrimientos sobre esta propiedad en base
los resultados obtenidos en el estudio.

Los electruros son un tipo de compuestos iónicos relativamente nuevos con una
estructura electrónica fascinante: electrones aislados actúan estequiométricamente
como la parte aniónica del cristal. Esta interesante caracteŕıstica, no obstante,
obstaculiza la asignación de los EOs de manera clásica en estos compuestos, por
ejemplo. A pesar de que actualmente sólo se han sintetizado trece electruros
sólidos (únicamente seis de los cuales estables a temperatura ambiente), sus
interesantes propiedades han propiciado el desarrollo de muchas sorprendentes
aplicaciones. Aśı, los electruros constituyen, sin duda, uno de los campos de
investigación más prometedores en el desarrollo de nuevos materiales, dónde aún
queda mucho camino por recórrer. La qúımica computacional siempre ha tenido
un papel importante para el desarrollo de nuevos electruros y en la comprensión
de su estructura electrónica. En el caṕıtulo 6 presentamos el primer estudio

10



RESUMEN

computacional sobre la existencia de electruros más allá del estado sólido. A
pesar de la existencia de un gran número de trabajos teóricos sobre el confi-
namiento de electrones en el estado sólido, ningún otro trabajo antes se hab́ıa
centrado en la caracterización de electruros en fase gas. En esta tesis investig-
amos si la estructura electrónica de los electruros moleculares realmente consiste
en electrones aislados o si ésto es simplemente un modelo formal para representar
estas moléculas. A parte, también se presenta un criterio para diferenciar elec-
truros moleculares de especies similares.

Globalmente esta tesis se divide en ocho caṕıtulos. El primero es una in-
troducción donde se exponen las razones del interés qúımico de los proyectos
de investigación seleccionados. Además, el primer caṕıtulo también resume las
contribuciones que la qúımica teórica ha aportado en los distintos temas de in-
vestigación hasta el d́ıa de hoy. El caṕıtulo 2 presenta los métodos teóricos,
herramientas y las distintas estrategias computacionales que se han utilizado en
esta tesis para llevar a cabo los estudios o para analizar los resultados adecuada-
mente. El caṕıtulo 3 lista los objetivos de la tesis. Los caṕıtulos 4, 5 y 6 incluyen
las publicaciones, mencionadas en los párrafos anteriores, que la tesis presenta.
El caṕıtulo 7 presenta la discusión de los resultados y, finalmente, en el caṕıtulo
8 se resumen las principales conclusiones que se derivan de la tesis.
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Chapter 1

Introduction

1.1 Functionalization of Hydrocarbons

Figure 1.1: Composition of crude oil.

Mastering the functionalization of unacti-
vated hydrocarbons is regarded as the ”Holy
Grail” to achieve efficient strategies in or-
ganic synthesis and selective transformations
of petroleum to more valuable and expen-
sive products. Nowadays, the main applica-
tion of hydrocarbons is as an energy source
through petroleum or crude oil combustion
(Figure 1.1). At high temperatures alkanes
and cycloalkanes react with O2 producing
the thermodynamically stable and econom-
ically unattractive products, carbon dioxide
and water. However, the potential use of alka-
nes as precursors for other more important
chemicals has not yet been fully exploited,
mainly as a consequence of the relatively in-
ertness of C-H and C-C bonds.

The standard process to transform alkanes to other ”useful” chemicals starts
with cracking or dehydrogenation processes (thermal or catalytic) (Figure 1.2).1,2

These processes, although being energy-intense, non-selective, and fairly ineffi-
cient in many occasions, form valuable olefins that will be transformed to other
petrochemicals, especially oxygenates such as alcohols, aldehydes, and carboxylic
acids.3,4 These new chemicals are used as essential building blocks in organic
synthesis processes. In traditional organic synthesis, they are typically used and

Figure 1.2: Examples of petroleum refining operations to transform alkanes to olefins. q=n-m
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CHAPTER 1. INTRODUCTION

incorporated by means of multiple transformations to achieve the final products.
Thus, the starting reagents are rather unalike from the final products and pre-
determine the synthetic strategy (Figure 1.3).5 In this sense, the development
of new strategies to directly functionalize C-H, C-C and C=C bonds unlocks
opportunities for new synthetic strategies and for efficient and better-controlled
conversions of alkanes into olefins, that may offer economic benefits.

Figure 1.3: Evolving synthetic procedures of functionalizations in organic synthesis. R, alkyl
or aryl groups.

1.1.1 Historical survey

The controlled activation and functionalization of hydrocarbons (C-H and C-C
bonds) has been a ubiquitous theme throughout the entire 20th century. From
the very beginning, transition metals were associated with and used for that
purpose and, by the middle of the last century, with the raise of coordination
chemistry and transition metal catalysis, is when the area experiences further
progress. Figure 1.8 shows a timeline with a historical overview of the progress
made in hydrocarbons’ activation and functionalization. The selected achieve-
ments related with C-H bond activation and functionalization are displayed below
the timeline, whereas, above the timeline, the selected achievements related with
C-C or C=C bond formation and functionalization are cited.

The first metal-containing systems which were able to react with C-H bonds
of hydrocarbons were described as early as the end of 19th century by means of
Fenton’s reagents,6 which are solutions of hydrogen peroxide with ferrous iron
(usually sulphate) that can oxidize (hydroxylate) arenes (Figure 1.4.a). Another
early example, already in the 1930s, is the report of electrophilic auration of
arenes.7 From that point, we have to wait until the 1960s to find a second spurt
in this research field, when the description of metalations or cyclometalations
of arenes (Figure 1.4.b),8,9 and the first reports about alkenes and arenes’ C-
H bond functionalization are described. These first reports about alkenes and
arenes’ C-H bond functionalization include: i) the oxidative coupling of arenes
(Figure 1.4.c1),10 ii) the arylation of alkenes, i.e., the Fujiwara-Moritani reaction

14



1.1 FUNCTIONALIZATION OF HYDROCARBONS

Figure 1.4: C-H bond activation and functionalization. a) Fenton’s reagents. Net
effect of Fenton’s reagents6 (solution of hydrogen peroxide with ferrous ions). It results with
the desproportionation of H2O2 to create two different oxygen-radical species. Example: hy-
droxylation of benzene into phenol. b) Metalation of arenes. 1. (η5-cyclopentadienyl)(o-
(phenylazo)phenyl)nickel.8 2. Hydrido(aryl)-complex. PP=Me2PCH2CH2PMe2, bidentate
ligand.9 c) Arenes’ C-H bond functionalization. c1. Oxidative coupling of aromatic
compounds with Palladium salts.10 c2. The Fujiwara-Moritani reaction. Cross coupling reac-
tion between an aromatic C-H bond and an olefin C-H bond.11

(Figure 1.4.c2),11 (both using palladium(II) salts as catalysts), or iii) the H/D
exchange between benzene and D2O by platinum(II) derivatives.12 In all these
examples, the C-H bond reaction with the transition metal proceeds successfully
because it is assisted by π orbitals of arene substrates. The first C-H bond acti-
vation reaction (not functionalization) of alkanes was not reported until 1969.13

However, despite the late onset, new achievements were quick in coming during
the 1970s and 1980s; when vigorous development of the activation and functional-
ization of alkanes and arenes by, mainly, low-valent metal complexes took place.14

Examples include: i) the H/D exchange between methane or its analogs and D2O
at 100-160 ◦C by platinum(II) or titanium(II) salts, or iridium(III) solutions;15

ii) the deuteration of methane by D2 at room temperature by the CoH3(PPh3)3

complex; and iii) first oxidation reactions by palladium(II),16 platinum(IV),17

ruthenium(IV),18 or cobalt(III) (Figure 1.5).19,20

A typical problem of the coordination of alkane or alkyl groups in organometal-
lic compounds with high oxidation-state metals is the formation of highly stable
alkane-metal coordination intermediates that may stop the reaction and the de-
sired functionalization. This is the main reason for the far fewer number of publi-
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RH  +  Co+3               [RCo+3] + H+          R  +  Co+2  +  H+

R    +  Co+3                  R   +   Co+2

R    +   AcOH                 AcOR   +   H

(1)

(2)

(3)

H2O(AcO)3CoIII CoIII(AcO)3(H2O)

O

O

H

H

+2

3
,

Figure 1.5: Suggested procedure of n-alkanes oxidation by cobaltic acetate complexes in acetic
acid in the presence of strong acids.20 In the first stage, an alkyl radical is produced (1), which
is further oxidized into a carbonium ion (2), that reacts with the solvent (3). 3. Suggested
structure of the cobaltic acetate complex.

cations focused on high-valent metal complexes, compared with low-valent metal
complexes. Nevertheless, at the end of the 1980s, the tendency began to change.
Low-valent metal complexes were gradually replaced by high-valent metal-oxo
complexes.14 It was a new biomimetic strategy to improve the performance on
alkane oxidation reactions. Unlike previous complexes, the organometallic com-
pound presented a metal-oxo group, that facilitates the C-H bond cleavage with-
out direct contact between the metal and the C-H bond.

During the last 30-40 years a lot of knowledge about the factors that con-
trol the activity and selectivity of several catalytic C-H bond activation and
functionalization reactions, as well as important mechanistic insights, have been
gained.21,22 There is a large amount of information available about different C-H
bond functionalization reactions, but is beyond the scope of this thesis to cover
them all. In this thesis we will focus on C-H bond hydroxylations and carbene
insertions.

If we now focus on the above part of the timeline (Figure 1.8), we see the se-
lected feats related with C-C or C=C bond functionalization. An early example
on C=C bond functionalization took place already in the 1930s, when using anhy-
drous solution of hydrogen peroxide and tertiary butyl alcohol in the presence of
osmium tetroxide, hydroxylations of the double bond of alkenes and arenes were
observed.23 However, it was during the 1950s when the revolution of transition
metal catalysis able to functionalize plain olefins arrived. The chemical compa-
nies DuPont, Standard Oil, and Philips Petroleum discovered transition-metal
catalyzed olefin metathesis when they reported that propene reacted to form
ethylene and 2-butene when passed over a molybdenum on alumina catalyst at
high temperature (Figure 1.6.a);24 or, in turn, in 1953, the German chemist
Karl Ziegler discovered a catalytic system able to polymerize olefins, specifically
ethylene into linear, high molecular weight polyethylene (Figure 1.6.b).25 Karl
Ziegler, along with Giulio Natta, were awarded the Nobel Prize in Chemistry in
1963 for this achievement. Another finding for the industrial functionalization of
the C=C bond of plain olefins took place during the 1960s and 1970s with the
development of the Wacker process, which involves the oxidation of ethylene into
acetaldehyde using a Pd(II) catalyst (Figure 1.6.c).26, 27 Finally, it is also worth
noting that in the late sixties and early seventies mechanistic breakthroughs re-
lated with olefin metathesis were reported. Examples include the discovery of the
olefin metathesis mechanism in 1971 by Yves Chauvin;28 or the isolation of the
first metal-carbene complex (M=C) by Ernst Otto Fischer in 1964.29 Chauvin’s
proposed mechanism involves a metal-carbene complex (Figure 1.6.d), thus the
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c1. Catalytic cycle

c2. Reactions

Figure 1.6: C=C bond activation and functionalization. a) Olefin-metathesis reaction
reported by DuPont, Standard Oil, and Philips Petroleum in the 1950s. b) Chemical reaction
of the Ziegler’s catalytic system to polymerize ethylene into linear polyethylene. c) Wacker
process. c1. Overall catalytic cycle of the Wacker process. c2. Individual reactions of
the overall process. d) Chauvin’s mechanism. Initiation of the olefin metathesis mechanism
proposed by Chauvin in 1971 involving metal alkylidene and metallacyclobutane intermediates.

previous isolation and characterization of this structure was essential for Chau-
vin’s proposal. Fischer received the Nobel Prize in Chemistry in 1973 and Yves
Chauvin, together with Robert H. Grubbs and Richard R. Schrock, awarded the
Nobel Prize in Chemistry in 2005 for the development of the metathesis method
in organic synthesis.

Thus, alkane and alkene (or arene) transformation chemistry are clearly in
different development stages. While the development of industrial processes for
plain alkene’s transformation and processing was already developed during the
20th century and have received a lot of attention, the development of efficient
strategies for the direct industrial-scale conversion of alkanes remains challenging.
For example, reconciling the constraints inherent in alkane chemistry with ther-
modynamic, economic and engineering requirements is being problematic and
precludes the development of a process for the direct conversion of methane to
methanol or other liquid fuels that could significantly improve methane utiliza-
tion.

The vast majority of the catalytic processes previously described use 2nd and
3rd row transition-metal elements, mainly the 4d metal, palladium. It is worth
noticing that the development of palladium-catalyzed cross coupling reactions
in the manufacture of pharmaceutical and electronic materials was recognized
by the Nobel Prize in Chemistry in 2010, awarded to Richard F.Heck, El-ichi
Negishi, and Akira Suzuki.30–32 However, the dominance of these precious met-
als in metal catalysis is not sustainable for a number of reasons, mainly related
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CHAPTER 1. INTRODUCTION

to low abundance on Earth, limited availability (see Figure 1.7), as well as high
price and significant toxicity. Thus, nowadays, the main research on hydrocar-
bon functionalization seeks to use 1st row transition-metal catalysts to obtain
novel reactivity and selectivity that may enable the development of new mecha-
nisms.33 Transition metals (TM) of the 1st row are, in general, more affordable,
sustainable and cheaper than precious metals. These considerations have moti-
vated chemists to replace precious metals with 1st-row TM. However, working
with 1st-row TM catalysts implies differences with second- or third-row transi-
tion metal catalysts. Mainly, the weak ligand field of many first-row complexes
often gives paramagnetic complexes (S>0) that involve special considerations
for the experimental characterization of the complex and for the computational
studies of the reaction mechanism. From the computational point of view, the
fact that first-row metals often have multiple spin states with similar energies
requires the characterization of multiple potential energy surfaces, the study of
potential-energy surface crossings, and benchmark studies to validate the the-
oretical methodology.34 All the mechanistic studies presented in this thesis are
based on 1st row transition metals (iron).

Figure 1.7: Left. Difussion cartogram representing elements abundance in the earth’s crust
by weight.35 Right. Periodic Table where the elements that will face supply limitations in
the coming years are represented. The research was conducted by the Chemical Innovation
Knowledge Transfer Network.36

Regarding hydrocarbon substrates, among all the possible hydrocarbon types
(i.e., alkanes, cycloalkanes or naphthenes, alkenes, alkynes, and aromatics), this
thesis includes mechanistic studies on the functionalization of three of them:
alkanes, cycloalkanes, and aromatics. Regarding hydrocarbons’ functionalization,
this thesis will focus on C-H bond functionalization reactions by iron catalysts.
These reactions are still in an early stage of development, where efficient synthetic
strategies remain challenging and still have progress to make.

18



1.1 FUNCTIONALIZATION OF HYDROCARBONS

· F
en

to
n’

s 
re

ag
en

ts
 

19
00

 
19

30
 

· E
le

ct
ro

ph
ili

c 
au

ra
tio

n 
of

 
ar

en
es

 

19
60

 
· M

et
al

at
io

ns
 a

nd
 

cy
cl

om
et

al
at

io
ns

 
of

 a
re

ne
s:

 

- P
d(

II)
 o

xi
da

tiv
e 

co
up

lin
g 

of
 

ar
en

es
 +

 a
ry

la
tio

n 
of

 a
lk

en
es

 
(F

uj
iw

ar
a-

M
or

ita
ni

) 
- P

d(
II)

 H
-D

 e
xc

ha
ng

e 
be

tw
ee

n 
be

nz
en

e 
an

d 
D

2O
 

19
69

 

· 1
st
 C

-H
 b

on
d 

ac
tiv

at
io

n 
of

 a
lk

an
es

 

19
70

 
19

80
 

Fu
nc

tio
na

liz
at

io
n 

by
 b

io
m

im
et

ic
 

hi
gh

-v
al

en
t m

et
al

-
ox

o 
co

m
pl

ex
es

. 

19
90

 

Fu
nc

tio
na

liz
at

io
n 

by
 lo

w
-v

al
en

t m
et

al
 

co
m

pl
ex

es
. 

- P
ro

ce
ss

es
 a

ss
is

te
d 

by
 π

 o
rb

ita
ls

 - 

- D
eu

te
ra

tio
n 

of
 m

et
ha

ne
 b

y 
D

2 a
t 

r.t
. b

y 
C

oH
3(

P
P

h 3
) 3

.  
- O

xi
da

tiv
e 

re
ac

tio
ns

 b
y 

P
d(

II)
, 

P
t(I

I),
 T

i(I
I),

 C
o(

III
), 

Ir(
III

), 
et

c.
 

19
50

 

· H
yd

ro
xy

la
tio

n 
of

 
do

ub
le

 b
on

ds
 o

f 
al

ke
ne

s 
an

d 
ar

en
es

. 
19

63
 

· N
ob

el
 P

riz
e 

in
 C

he
m

is
tr

y:
 

K
ar

l Z
ie

gl
er

 &
 G

iu
lio

 N
at

ta
. 

P
ol

ym
er

iz
at

io
n 

of
 o

le
fin

s.
 

· D
uP

on
t, 

S
ta

nd
ar

d 
O

il,
 a

nd
 

P
hi

lip
 P

et
ro

le
um

 d
ev

el
op

m
en

t 
of

 tr
an

si
tio

n-
m

et
al

 c
at

al
yz

ed
 

ol
ef

in
 m

et
at

he
si

s.
 

· K
ar

l Z
ie

gl
er

: 
C

at
al

yt
ic

 s
ys

te
m

 a
bl

e 
to

 p
ol

ym
er

iz
e 

ol
ef

in
s.

 
19

53
 

19
71

 
· W

ac
ke

r p
ro

ce
ss

: 
In

du
st

ria
l o

xi
da

tio
n 

of
 

et
hy

le
ne

. 
19

73
 

· N
ob

el
 P

riz
e 

in
 C

he
m

is
tr

y:
 

E
rn

st
 O

tto
 F

is
ch

er
. 

O
rg

an
om

et
al

lic
 c

ar
be

ne
s.

 

· Y
ve

s 
C

ha
uv

in
: O

le
fin

 
m

et
at

he
si

s 
m

ec
ha

ni
sm

. 
19

64
: F

is
ch

er
, i

so
la

tio
n 

of
 

th
e 

fir
st

 m
et

al
-c

ar
be

ne
. 

· N
ob

el
 P

riz
e 

in
 C

he
m

is
tr

y:
 

Yv
es

 C
ha

uv
in

, R
ob

er
t H

. G
ru

bb
s,

 
&

 R
ic

ha
rd

 R
. S

ch
ro

ck
. 

D
ev

el
op

m
en

t o
f m

et
at

he
si

s 
m

et
ho

d 
in

 o
rg

an
ic

 s
yn

th
es

is
. 

20
05

 

F
ig

u
r
e

1
.8

:
C

h
r
o
n

o
lo

g
ic

a
l

ti
m

e
li

n
e

fo
r

so
m

e
o
f

th
e

m
o
st

im
p

o
r
ta

n
ts

a
c
h

ie
v
e
m

e
n
t

in
h
y
d

r
o
c
a
r
b

o
n

s’
a
c
ti

v
a
ti

o
n

a
n

d
fu

n
c
ti

o
n

a
li

z
a
ti

o
n

in
th

e
2
0
th

c
e
n
tu

r
y
.
r.
t.

a
cc

o
u

n
ts

fo
r

ro
o
m

te
m

p
er

a
tu

re
.

19



CHAPTER 1. INTRODUCTION

1.2 Activation and functionalization of C-H bonds

We can divide all the C-H functionalization processes promoted by metal com-
plexes into three types taking into account the mechanism involved (Figure 1.9).37

The first type includes reactions involving a ”true” activation, where an orga-
nometallic derivative, i.e., a compound containing a M-C σ-bond, is formed as
an intermediate or as a final product. The second type includes reactions in
which there is no direct contact between the metal and the C-H bond; the con-
tact between the complex and the C-H bond occurs only through a ligand of the
complex. The function of the metal complex in these reactions usually consists
in abstracting an electron or a hydrogen atom from the hydrocarbon. In the pro-
cesses that belong to the third type there is no interaction between the complex
(albeit via the ligand) and the molecule with the C-H bond. These complexes
activate in advance some other reactants (e.g., O2 or H2O2) to form reactive
species which are able to attack the hydrocarbon molecule.

Figure 1.9: Three types of metal-mediated C-H bond functionalization mecha-
nisms. On top, a ”true” activation mechanism where an intermediate with a M-C bond is
formed. In the middle, a second-type mechanism which entails direct contact between the
complex (not the metal) and the C-H bond. Below, a third-type mechanism where there is
no interaction between the complex and the molecule. The complex has formed the reactive
species (HO•) in advance.

The vast majority of metal-containing enzymes in living organisms that are
able to functionalize C-H bonds proceed through a second or third type mech-
anism.38 According to today’s research interests in hydrocarbons’ functionaliza-
tion, the two reactions types presented in this thesis that involve a C-H bond
functionalization evolve through the second type mechanism.

1.2.1 Oxidation by Metal Oxo Complexes of C(sp3)-H bonds

To contextualize...

In this subsection we are going to develop the current strategies used
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1.2 ACTIVATION AND FUNCTIONALIZATION OF C-H BONDS

to functionalize C(sp3)-H bonds. As already stated, current strategies
involve the use of biomimetic catalysts that react through a second-type
mechanism seen above. Here, in particular, strategies that involve the
use of metal-oxo units to achieve biological and synthetical C(sp3)-H
bond oxidation reactions will be commented.

Concerning the achievements already commented about the func-
tionalization of C-H bonds of hydrocarbons (achievements presented
in the lower part of the timeline in Figure 1.8), just the use of Fen-
ton’s reagents allows C(sp3)-H bond functionalization. All the other
commented achievements refer to alkenes or arenes C-H bond function-
alization. I would like to note some further events related with C(sp3)-
H bond functionalization before focusing on C(sp3)-H bond oxidation
reactions by metal oxo complexes. Moreover, I would like to contextual-
ized these achievements in terms of the reaction mechanisms (first-type,
second-type, or third-type according Figure 1.9) that are used.

Besides Fenton system, another system that imply the C-H bond
functionalization (oxidation) by radical mechansims is the Barton sys-
tem. The Barton system uses iron powder and dioxygen in pyridine sol-
vent to achieve the oxidation of C(sp3)-H bonds. The reaction was first
observed in 1983 with the oxidation of adamantane to adamantanone.39

Subsequent studies on several variations of this system have demon-
strated that iron salts in the presence of a reducing agent, or in com-
bination with peroxides, can catalytically oxidize alkanes, sometimes
with interesting selectivities. For example, the so-called Gif chemistry,
developed by Barton at Gif-sur-Yvette, in France, represents an im-
provement on the initial Barton system. The Gif chemistry uses Fe(II)
salts, picolinic acid (used as ligand), and an oxidand (tBuOOH,H2O2,
O−2 ) in Pyr/AcOH as solvents. However, experimental observations re-
fute the possibility of a radical mechanism in Gif Chemistry; and there
is agreement about the oxidation occurs via FeV =O species.40 Thus,
Gif chemistry is an early example of C(sp3)-H bond functionalization
by means of a second-type reaction mechanism.

Regarding metal complexes able to oxidize C(sp3)-H bonds by a
first-type reaction mechanism (i.e., forming an intermediate with a M-
C bond), the so-called Shilov chemistry and the Periana system should
be commented. Shilov chemistry (discovered in 1969 and 1972) oxidizes
methane to methanol by a Pt(II) catalyst in an aqueous solution if sto-
ichiometric amounts of PtIV Cl2−6 complex are added.38 The catalytic
cycle in which σ-methyl complexes of platinum(II) and platinum(IV)
are involved is shown in Figure 1.10. Separately, the Periana system
also involves a platinum complex, but derived from the bidiazine ligand
family, that catalyze the oxidation of methane to a methanol derivative
by sulfuric acid (see Figure 1.10).41
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Figure 1.10: C(sp3)-H bond functionalization by “true”
organometallic activation of the C-H bond. a) Mechanism of methane
oxidation in the Shilov system. b) Chemical reaction of the Periana system.
bpym=2,2’-bipyrimidine.

As noted in section 1.1, the field of catalyzed oxidation reactions of saturated
nonactivated hydrocarbons is of enormous importance not only for synthetic or-
ganic chemistry but also for biochemistry and industrial applications, e.g., the
oxidation of methane to methanol. Unlike synthetic procedures, in biological sys-
tems, where reduced hydrocarbons are abundant in the environment, enzymes
that catalyze the oxygenation of alkanes are relatively easy to find. Oxygenases
perform alkane functionalization at ambient temperature, and sometimes with
great selectivity. Regarding oxygenases reaction mechanisms, two important pa-
pers by Mason and Hayaishi in the fifties altered the understanding known so
far. Before their work, the enzymatically catalyzed oxygen incorporated into
substrates was though to came from water. However, both researchers proved,
with 18O2 oxygen isotopes, that direct incorporation of oxygen into organic com-
pounds occurred. For Mason, the dioxygen incorporation was observed through
the tyrosinase oxygenase reaction,42 and, for Hayaishi, the reaction was observed
through a catechol oxygenase.43 These enzymes, originally referred to as oxygen
transferases, are today referred to as oxygenases. There are different types of
oxygenases according to their structure or function, but all of them catalyze the
chemo-, regio- and stereoselective oxygenations of alkanes and many other com-
pounds, producing alcohols, aldehydes, epoxides and carboxylic acids.44

We can divide enzyme systems capable of activating saturated hydrocarbon
under aerobic conditions in the following main groups: i) heme oxygenases like
cytochrome P450 enzymes; ii) nonheme oxygenases; and the special case of
iii) methane monooxygenases. There are many other enzymes not considered
here able to oxidize hydrocarbons, but they can not oxidaze C(sp3)-H bonds
(e.g., Rieske Dioxygenases, cyclooxygenases (COX), tryptophan 2,3-dioxygenases
(TDO), etc.).

Cytochrome P450 enzymes are the most studied biological oxygenases. There
is a number of books and reviews describing them, the reactions they can per-
form and the mechanism of action.45–51 More than 4000 P450 enzymes are known
to date, but only a few of them have been characterized. The active iron-oxo
species in alkane hydroxylations, the FeIV O porphyrin π-cation radical inter-
mediate, called compound I (CpdI), is known to perform hydroxylation of lin-
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O2, 2H+ and two extra electrons from the initial ferric state ((Porp)Fe3) until the achievement
of the ferric hydroxoperoxo form (also known as Compound 0) and the ferryl-oxo species with
a porphyrin radical cation (Compound I). The latter is likely to be the catalytically relevant
oxidant in most P450 reactions. The second part of the cycle shows the hydroxylation mecha-
nism of alkanes by CpdI intermediate, the so-called Groves’ mechanism, which entails an initial
hydrogen abstraction, followed by an oxygen rebound.

ear and branches alkanes, arenes, and their derivatives such as aliphatic acids.
Moreover, the catalytic power and activity of other porphyrinic species (CpdI,
Cpd0 or CpdII -see species in Figure 1.11) in the oxidation of varied organic
substrates have also been studied.52–55 The reaction mechanism that P450 en-
zymes follow to hydroxylate hydrocarbon substrates was first suggested in 1976
by Groves and McClusky,56 and it is known as the Groves’ mechanism or the
rebound mechanism. At present, the Groves’ mechanism has been resolved in
detail and it is strongly supported and well-established in enzymatic reactions by
experimental49 and theoretical evidences. In the rebound mechanism of P450-
enzymes, (Porp+)FeIV O species, CpdI, starts the alkane hydroxylation by a rate-
determining hydrogen abstraction step, which is followed by an oxygen rebound
step between the resulting (Porp)FeIV OH and the substrate radical species. (Fig-
ure 1.11)

Regarding nonheme oxygenases, there are several enzymes able to perform
C-H or C-C bond oxidation. However, most of the nonheme oxygenases able
to catalyze alkane hydroxylation reactions are related to the integral-membrane
nonheme di-iron protein AlkB (Figure 1.12.a). AlkB protein was first discov-
ered in a hexane-degrading fluorescent pseudomona that is known as P.putida
GPo1.57,58 However, AlkB homolegs have been currently identified in many
alkane-degrading α-, β-, and γ-Proteobacteria. These enzymes have different
substrate ranges: some oxidize alkanes from C5 to C12, whereas others oxidize
C10-C16 n-alkanes. They require one or two rubredoxin domains and, such as
cytochrome P450, use NADH as the electron-providing source.

Just focusing in methane monooxygenases, two types of them are known:
the fully characterized, but relatively rare, soluble di-iron methane monooxy-
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Figure 1.12: Nonheme oxygenases enzymes. a) Model for the AlkB alkane hydroxylase
in P. putida GPo1. The enzyme is proposed to have six transmembrane helices forming an
hexagonal distribution with a long, hydrophobic pocket into, where the linear alkane molecule
can slip. The four histidine (H) squares represent sets of histidine ligands believed to bind the
two iron atoms (Fe), allegedly in agreement with the illustration of the active site presented in
the inset.59 In P. putida GPo1 AlkB, the side chain of Trp55 extends its bulky arm towards the
hydrophobic pocket, which hampers the proper insertion of alkanes longer than C13. Figure
modified from ref. 60. b) Structure of intermediate Q, which is the key reaction cycle interme-
diate of the soluble methane monooxygenase (sMMO). Intermediate Q is predicted to possess
a symmetrical cis-µ-1,2-peroxo bridge, formed after the homolytic O-O bond cleavage of the
bridging oxygens originate from O2. c) Proposed copper-oxo/hydroxo reactive intermediates
in the catalytic cycles of copper-containing oxygenases.

genase (sMMO) and the not well understood but ubiquitous copper-containing
membrane-bound methane monooxygenase (pMMO). sMMOs are characterized
by diiron centers with two histidines and four carboxylates. However, the char-
acterization of the highly unstable pMMO complexes have not been achieved.
Concerning sMMOs, a bis(µ-oxo)diiron(IV) compound has been trapped and
identified as active intermediate in the oxidation of methane,61–63 and equiva-
lent dicopper active species (bis(µ-oxo)dicopper(III)) have been suggested and
controversially discussed in the literature for pMMO enzymes (Figure 1.12.b and
.c).64–66 Besides the activation of methane, sMMOs are able to oxidize other
saturated and unsaturated alkanes up to C10 and halogenated, aromatic, and
heterocyclic compounds. By contrast, pMMOs have a lower substrate range, re-
stricted to alkanes and alkenes with lengths up to C5.

The application of MMOs for synthetic purposes is limited owing to the low
regio- and stereoselectivities of these enzymes. Furthermore, in general, large-
scale applications of oxygenases are not yet feasible. By one hand, in vitro
enzyme applications are restricted by cofactor requirements and their often-
multicomponent nature. By the other hand, if whole cells are used, significant
engineering challenges appear, such as how to deal with the toxicity of substrates
and products, oxygen mass transfer, or the absorption of lipophilic substrates.44

Thus, the development of biomimetic catalysts has become an attractive target
due to the important advantages of the oxidation reactions that high-valent iron-
and copper-oxo proteins are able to catalyze. It is also worth emphasizing that
owing to the fact that most of alkane oxygenases enzymes are Fe-containing oxy-
genases, this triggered the development of biomimetic catalytic systems of Mn,
Fe, and Cu for aliphatic C-H hydroxylation reactions and spurred the achieve-
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ments in the field of base-metal catalysts. These catalytic systems have been
reviewed extensively67,68 and, in the next section, I am just going to focus on
iron catalysts.69

Biomimetic metal(iron)-oxo complexes

The first biomimetic metal-oxo complex was already synthesized in 1981 by
Groves et al. via oxidation of the [(TMP)FeIII(Cl)] compound (TMP= meso-
tetramesityl porphinate dianion), 4.70 4 was an heme complex, based on cy-
tochrome P450 enzymes, which showed the characteristic features of the CpdI in-
termediate after its oxidation; namely, an oxoiron(IV) porphyrin π-radical cation
(d4) species [(TMP+•)FeIV (O)(CH3OH)]+, 5, (Figure 1.13.a).71,72 5 was found
to be a competent oxidant in alkane hydroxylations and also in olefin epoxida-
tion.71,73 Since then, a number of oxoiron(IV) TMP derivates have been prepared
in an effort to understand the electronic effects of the porphyrin ligands on the
chemical properties of oxoiron(IV) intermediates and the role of the axial ligand
bound trans to the iron-oxo moiety (Figure 1.13.b).74,75

While the first paper on an oxoiron(IV) porphyrin species appeared in 1981,
subsequent papers on nonheme biomimetic oxoiron complexes had not appeared
until two decades later in the 2000s, when Grapperhaus et al. generated a ter-
minal nonheme oxoiron(IV) species, [(cy-ac)FeIV (O)]+, 7, by the ozonolysis of
[(cy-ac)FeIII(CF3SO3)]+, 6, (cy-ac= cyclam-acetato= 1,4,8,11-tetraazacyclote-
tradecane-1-acetate) (see Figure 1.14).76 However, the instability of the com-
pound prevented its spectroscopic characterization. The first X-ray structure
of a mononuclear nonheme oxoiron(IV) complex was not reported until three
years later, in 2003, when Rohde et al.77 characterized the S=1 [(TMC)FeIV (O)
(CH3CN)]2+, 8 complex (where TMC=1,4,8,11-tetramethylcyclam). This com-
pound also had a macrocyclic polyamino ligand and it became the prototypical
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example of S=1 oxoiron(IV) complexes (Figure 1.14).
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Figure 1.14: Oxoiron(IV) complexes supported by cyclam and related lig-
ands. Left-hand side. Chemical reaction of the ozonolysis of [(cy-ac)FeIII(CF3SO3)]+

to [(cy-ac)FeIV (O)]+ in acetone/water mixture. Right-hand side. Structure of the
[(TMC)FeIV (O)(CH3CN)]2+ complex.

Since the report of 8, a handful of nonheme S=1 oxoiron(IV) complexes have
been synthesized using various tetradentate and pentadentate ligand systems,
containing pyridine and amine nitrogen donors. The second FeIV =O complex
to be crystallized was supported by the pentadentate N4Py ligand, (N4Py=(1,1-
di(pyridin-2-yl)-N,N-bis(pyridin-2-ylmethyl)methanamine)) (see Figure 1.15). In-
deed, the [(N4Py)FeIV (O)]2+ complex, 9, where Fe is coordinated to four equa-
torial pyridines and a donor tertiary amine trans to the Fe=O moiety, was the
first nonheme FeIV =O complex shown to cleave the C-H bonds of cyclohexane,
albeit quite slowly.78,79 Currently, similar complexes where the N4Py ligand was
substituted by Bn-TPEN, Py2TACN, BP1 or BP2 ligands (other pentadentate
ligands which keep a donor tertiary amine trans to the Fe=O moiety) have been
synthesized to study the effect of equatorial ligands on the reactivity of oxo-
iron(IV) complexes (Figure 1.15).80–82 The catalysts differ only with respect to
the extent of equatorial donation from the ligands to the Fe center, which results
in a difference in the FeIII -OH/FeIV =O reduction potentials, that affects the
hydrogen atom abstraction (HAA) reaction rate. In S=1 oxoiron(IV) complexes
supported by pentadentate ligands, a higher reactivity is associated with com-
plexes that exhibit higher redox potentials and that have pyridine rings (those
highlighted in gray in Figure 1.15) perpendicular to the Fe=O unit.a

Regarding nonheme oxoiron(IV) complexes supported by tetradentate lig-
ands, many complexes have been achieved, giving rise to diverse groups of cat-
alysts which, due to different factors, tend to have higher oxidative activities than
catalysts with pentadentate ligands. For example, the TPA (tris(2-pyridylmethyl)-
amine) ligand could be seen as the equivalent tripodal amine of N4Py. Tunning
or replacing pyridine groups in TPA by other nitrogenated compounds, several
related ligands such as tpaPh, TQA, or H3buea have been synthethized (Fig-
ure 1.16). All of them form S=2 oxoiron(IV) complexes and exhibit high re-
activities in C-H hydroxylation and oxo-transfer reactions. For example, the
[(TQA)FeIV (O)(NCMe)]2+ complex, related to 15, obtained by substituting
the pyridine moieties of the TPA ligand with weaker-field quinoline ligands,
is one of the most reactive oxoiron(IV) complexes synthesized to date.83 De-

a Catalysts with perpendicular pyridine rings to the Fe=O unit are less stable78,82 than
other equivalent complexes that no have them. The difference in stability has been attibuted
to steric effects of the α-H on the pyridine donor, that results in longer Fe-N distances. Then,
the donation character of the equatorial ligand is lower, which increases the redox potential of
the oxo-group and its reactivity.
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spite all theoretical studies have predicted that the ferryl species are better
oxidants on the quintet-state than the corresponding triplet-state; the paucity
of synthetic examples of S=2 oxoiron(IV) complexes makes difficult to con-
firm it experimentally and there is a long-term debate on how to rationalize
it.83–89 A counter-example can be found in the [(Me3NTB)FeIV (O)]2+ complex,
18, (with Me3NTB=tris((N-methyl-benzimidazol-2-yl)methyl)amine), (see Fig-
ure 1.16), that despite being an S=1 complex, it is the most reactive species
among oxoiron(IV) complexes reported so far.90 In the next subsection, tha main
controversies over the C-H bond hydroxylation mechanistic will be discussed, fo-
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cusing also in the triplet-, quintet-state reactivity.

A different set of tetradentate ligands is formed by those that result in ox-
oiron(V) complexes. One notable example is the tetraamido macrocyclic lig-
and (TAML), which form the spectroscopically characterized [(TAML)FeV (O)]−

anion, 19, (Figure 1.17). The iron(V) oxidation state was confirmed on the
basis of its characteristic Mössbauer spectrum, the EPR spectrum revealed an
S=1/2 ground state, and EXAFS provided evidence of a short Fe-O distance.
[(TAML)FeV (O)]− is the only known isolable oxoiron(V) species in the litera-
ture but not the highly reactive oxoiron complex despite following the Bord-
well/Polanyi correlation.b Other remarkable oxoiron(V) species are FeV (O)(OH)
catalysts. The main ligands that can form FeV (O)(OH) complexes are tetraden-
tate ligands able to form octahedral Fe complexes with two cis coordination
labile positions (Figure 1.17). Examples of such ligands are some TPA-based or
TACN-based ligands, such as PyTACN (1-(2-pyridylmethyl)-4,7-dimethyl-1,4,7-
triazacyclononane). The involvement of FeV (O)(OH) intermediates in oxygena-
tion reactions remained doubtful until Prat et al. provided unequivocal evidences
for such a reactive intermediate, [(PyTACN)FeV (O)(OH)]+2, 21, using variable
temperature mass spectroscopy.94

The hydroxylation mechanism by biomimetic nonheme Fe(IV)=O and
Fe(V)=O catalysts

The mechanism of alkane hydroxylation reactions catalyzed by biomimetic Fe(IV)
=O and Fe(V)=O catalysts follows the same general scheme than the already de-
scribed Groves’ or rebound mechanism by CpdI (Figure 1.11). However, in con-
trast to enzymes, the nonheme model complexes synthesized offer high structural
versatility, as we have already seen in the previous section, which affects their
electronic properties. This structural versatility, combined with the typical multi
state reactivity of iron, results in a versatile reactivity susceptible of changes in
the reaction mechanism. There are many works addressed to the study of how
the electronic structure or experimental conditions may change the mechanism
and reactivity of such complexes.64,95–97 Below, the most important factors that
determine the reaction mechanism of hydrocarbon hydroxylation processes cat-
alyzed by Fe(V)=O are commented.

b Neese and co-workers91 demonstrated that the Bordwell/Polanyi correlation (Equa-
tion 1.1) can be applied to rationalize the predicted electrophilic trend (that the reaction
barriers decrease in the order FeIV > FeV > FeV I) in the reactivities of oxo-iron(IV), iron(V),
and iron(VI) complexes with nearly identical coordination geometry to oxidize alkanes.

D(O −H) = 23.06E1/2 + 1.32pKa + C (1.1)

The Bordwell/Polanyi relationship represents a development of the Evans-Polanyi principle
(or Brønsted-Evans-Polanyi principle) for C-H activation reactions mediated by metal-oxo cores.
According Bordwell/Polanyi relationship,92 the rates of alkane oxidations by metal-oxo cores
correlate with the thermodynamic affinity of the hydrogen atom abstraction reaction, which
is the rate determining step of the alkane oxidation process. The thermodynamic affinity is
defined as the strength of the O-H bond formed (D(O-H) in kcal/mol) upon reduction of the
metal-oxo. Thus, following the thermochemical cycle defined by Bordwell,93 the O-H bond
strength is equivalent to the affinity of the oxidized metal-oxo species for an electron (redox
potential E1/2 for the Mn=O/Mn−1=O couple) and the affinity of the reduced metal-oxo

species for a proton (acid dissociation constant Ka of the conjugate base Mn−1-OH).
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The first handicap is to ensure the generation of the iron-oxo species. Com-
mon synthetic routes for iron-oxo complexes include oxidation of the iron(II)
precursor with an oxygen atom donor, like PhIO, peracids, hydrogen peroxide,
elemental oxygen or other oxygen-atom donors. For example, it is well known
that the combination of iron(II) and H2O2 for oxidative transformations often
raises the generation of Fenton’s reagents (hydroxyl radicals) as the incipient
oxidants (see Figure 1.4.a). Hydroxyl radicals are highly reactive but unselec-
tive, while iron-oxo species are much more stereo- and regioselective. A thorough
analysis of the reaction products, as well as obtaining spectroscopic or experi-
mental evidences of the Fe=O species, are the standard processes used to verify
the formation of active iron-oxo species and to rule out that the reactivity is due
to Fenton’s reagents.

Once the Fe(IV)=O or Fe(V)=O catalysts are formed, the commonly ac-
cepted first step for the alkane’s hydroxylation is the rate-determining hydrogen
atom abstraction (HAA) step, with the formation of iron-hydroxo species and
intermediate alkyl radicals. The rate-determining-step role of the HAA process
is usually deduced from kinetic isotopic effect (KIE) studies between protio and
deutero substrates, and/or from a linear correlation of the reaction rate constants
with substrate C-H BDEs, the strenght of the O-H bond formed, or the enthalpy
of the reaction, based on the Brønsted-Evans-Polanyi relationship.98,99 Despite
there is agreement on the initial C-H bond activation and HAA reaction, empha-
sis has been placed on a proper electronic description of this step.

Regarding Fe(IV)=O species, intermediate-spin S=1 state species are usu-
ally experimentally detected as the ground state for the majority of model com-
pounds. However, computationally, it has been predicted that the quintet ferryl
species are much more potent oxidants for C-H bond cleavage than their triplet
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counterparts. The higher reactivity of the S=2 spin state has been well-studied
and it has been demonstrated that exchange correlation plays a crucial role in
modulating the reactivity of such complexes.100 89 Shaik and coworkers rational-
ize the effect of the exchange correlation by the two-state-reactivity (TSR) and
the exchange enhance reactivity (EER) models (see Figure 1.18). The EER model
is based on the decrease of the repulsion energy between the electrons with the

Figure 1.18: General representation of the TSR
scenario of the HAA reaction by FeIV (O) com-
plexes. σ- and π-trajectory labels refer to the acceptor
orbitals during the electron shift, as it is represented
in the orbital-overlap cartoons. In turn, σ- and π-
trajectories are represented with plain and dashed lines,
respectivelly, in the general energy profile.

same spin. Therefore, in a
chemical reaction involving an
open-shell transition metal and
an open-shell molecule (like
an alkyl radical) whit all un-
paired electrons with the same
spin, the stabilizing exchange
interaction between the two
molecules will increase when
the distance between them de-
creases, reaching a maximum in
the transition state. This ef-
fect will stabilize the transition
state relative to the reactants.
Figure 1.19 shows schematic
electron-shift diagrams for S=1
and S=2 viable pathways of C-
H bond oxidation by FeIV oxo
complexes. The exchange inter-
actions on the d block that af-
fect the HAA barrier can be ob-
served on it. The upper figures
show the possible pathways (σ
and π -following Solomon and
Neese terminology-)101,102 for
the S=1 state. If we take into
account the π-attack, where a
β-electron shifts to the π∗xz/xy
d orbital, the exchange stabilization of 3TSabs(π) is downsized by one exchange
term relative to the S=1 iron-oxo reactant. By contrast, in the S=2 state, if
we take into account the σ-attack where an α-electron has shifted to the σ∗z2 d
orbital, the d block of 5TSabs(σ) contains five α-electrons, entailing that the num-
ber of exchange interactions has increased by four exchange terms in the metal
center, relative to the S=2 iron-oxo reactant. Therefore, 5TSabs(σ) is stabilized
by EER, which lowers its net energy barrier for the HAA making the high-spin
S=2 complex more reactive than the corresponding S=1 species.

Besides the exchange stabilization, the relative energy of two spin states also
depends on the energy gaps between the electron donating and electron accepting
orbitals of the reagents and the orbitals’ rearrangement during the HAA reac-
tion. The orbital-energy gaps rely on the transition metal and the coordination
sphere. However, in general, the calculations showed that, taking into account
the interplay of exchange and orbital promotion energies, the reactivity of all

30



1.2 ACTIVATION AND FUNCTIONALIZATION OF C-H BONDS

Figure 1.19: Electron shifts diagramas for all the viable pathways of the C-H
abstraction reaction by FeIV oxo complexes. The σ and π trajectory labels refer to
the acceptor orbitals during the electron shift, as shown in the orbital-overlap cartoons. The
number of exchange stabilization terms on the d block for each MO representation is stated
below each one.

viable pathways for C-H bond oxidation by FeIV oxo intermediates exhibits the
order 5σabs >

5πabs ≈ 3πabs >
3σabs.

97,103

Inasmuch as exchange-stabilization and orbital-promotion energies are general
principles, the HAA energy barriers of different-spin Fe(V)=O species are also
affected by them. However, TSR situations are uncommon. In Figure 1.20 the ex-
change contribution energies for alkane HAA reactions by the nonheme Fe(V)=O
catalyst 21, [(PyTACN)FeV (O)(OH)]+2, are analyzed and commented.

Finally, a further consideration regarding the hydroxylation mechanism of
nonheme iron-oxo catalyst is the existence of the rebound step. Despite the reac-
tion products experimentally detected are usually in agreement with the oxygen
rebound mechanism, there exist several studies where the generation of dissocia-
tion products (i.e. products that can just be explained through the dissociation of
the alkyl radical substrate and the catalytic intermediate) has been argued. These
examples cover Fe(IV)-oxo ([(Bn-TPEN)FeIV O]2+, 10, and [(N4Py)FeIV O]2+,
9)105,106 as well as Fe(V)-oxo catalysts ([(TAML)FeV O]−, 19).107

Taking into account the previous and some other considerations, in the sec-
tion 4.1 of this thesis, the substrate and solvent effects on the alkane hydroxyla-
tion mechanism by the nonheme [(PyTACN)FeV (O)(OH)]+2 catalyst are revised.
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Figure 1.20: Gibbs energy profile and electron shift diagrams of the HAA reac-
tion by an FeV oxo complex. a) Schematic representations of the d- and bonding Fe=O
orbitals and their occupancy evolution for all viable π pathways of the HAA reaction by FeV oxo
complexes. b) Gibbs energy profile of the HAA step for ethane by 21.104 Although the lin-
ear σ-channels for the HAA reaction were searched, all attempts led to TSs of the angular
π-channel. According the orbital occupancy-evolution diagrams, i) the number of exchange
interactions on the d block for the S=1/2 state has increased by one exchange term after the
electron-shift; ii) for the S=3/2 state, the number of exchange interactions is reduced by two
after the HAA reaction; and, iii) for the S=5/2 state, the number of exchange interactions is
reduced by four terms. Thus, the exchange stabilization involves a relative energy barrier of
the transition state that is in agreement with the energy barriers presented in figure b), i.e.
∆G‡(6TSπ) > ∆G‡(4TSπ) > ∆G‡(2TSπ). However, ∆G‡(4TSπ) is not high enough to be
overtaken by 2TSπ and to undergo two-state reactivity.
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1.2.2 Aromatic C(sp2)-H bond Functionalization by Metal
Carbene Complexes

In this section we introduce another approach to functionalize C-H bonds with,
instead of an oxo group, a divalent carbon (carbene). As in the previous sub-
section, we are just going to focus on C-H bond functionalization reactions that
evolve through a second type mechanisms (i.e. the contact between the catalytic
complex and the C-H bond occurs only through the carbene coordinated to the
metal complex).

The classic C-H functionalization via a metal carbene approach evolves, pre-
cisely, through a second type mechanism. It uses a high-energy diazo compound
as the carbene source and the metal-induced extrusion of nitrogen from the
high-energy diazo compound provides the driving force for the energetically un-
favourable formation of the carbene. Finally, the highly reactive carbene species
inserts into a C-H bond to form the C-H activation product and liberates the
metal catalyst for another cycle (see shaded part of Figure 1.21).108,109 How-
ever, there has recently appeared a new approach toward aromatic C(sp2)-H
functionalization by metal (Ir and Pd) carbenes that is proposed to involve a
different reaction mode.110 The reaction mechanism consists of C-H bond meta-
lation followed by metal carbene formation and migratory insertion (lower part
of Figure 1.21).110,111

Figure 1.21: Mechanisms of the C-H bond functionalization by metal carbene
catalysts. Classical mechanism versus the new approach that involves an initial C-H bond
metalation followed by a carbene migratory insertion.

Historical survey of the C-H bond functionalization by metal carbene
catalysts

C-H bond functionalization by metal carbene insertion is a research field itself
with its own set of achievements. We are going to review some of them below in
order to contextualize part of the research presented in this thesis.109,112,113

The first examples of C-H bond functionalize by metal carbenes were based in
copper sulfate and Cu(acac)2 (acac=acetylacetonate) in the 1970s (see chemical
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Figure 1.22: First examples of catalytic intermolecular functionalization reactions
by carbene insertion using diazo compounds as the carbene source.

equations (1) and (2) in Figure 1.22).114,115 Although the initial reactions sought
C(sp3)-H bond functionalization and their yields were low in both catalysts (e.g.
Cu(acac)2 catalyst just promoted the functionalization of the allylic C-H bond of
cyclohexene as a side reaction in the cyclopropanation of the cyclic olefin), these
results supposed the opening of this research area.

Shortly after, several groups discovered the potential of rhodium acetate and
Rh2(L)4 (L=bidentate ligand) related complexes as good catalysts for the diazo
compound decomposition and subsequent insertion of the carbene group into a
C-H bond (Figure 1.23).112 For the rest of the 20th century, most of the advances
in this field were ruled by the use of these rhodium-based catalysts in both inter-
and intramolecular reactions.

Figure 1.23: Rhodium acetate, (Rh2(OAc)4, 22), and other examples of Rh2(L)4
catalysts for the C-H bond functionalization by carbene insertion. The top line
shows, besides the structure of rhodium acetate complex, the structures of four dirhodium (II)
carboxylates: Rh2(S -BSP)4 (23),116 Rh2(S -DOSP)4 (24),117 Rh2(S -PTTL)4 (25),118 and
Rh2(esp)2 (26).119 In the lower line, the dominant structure of dirhodium(II) carboxamides
(i.e. 2,2-cis) is represented by a full scheme. In addition, the other three possible isomers
of chiral dirhodium(II) carboxamides are mapped. Because of the chiral carboxamide ligands
are unsymmetrical bridges, four different geometries, based on the positioning of nitrogens
and oxygens on each rhodium, are possible. Abbreviations: BSP=1-benzenesulfinyl piperi-
dine; DOSP=N-[(4-dodecylphenyl)-sulfonyl]proline; PTTL=N-1,8-napthaloyl-(S)-tert-leucine;
esp=α,α,α’,α’-tetramethyl-1,3-benzenedipropionate.
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The first successful synthetic applications for C-H insertion reactions by di-
rhodium(II) carbene catalysts were for intramolecular reactions. The preferential
insertion of the carbene into the C-H bond of the gamma position of the carbene,
i.e. the formation of five-membered ring compounds, dominates the regioselec-
tivity of intramolecular C-H insertion reactions (see chemical equation (3) in Fig-
ure 1.24). This allowed the initial progress in synthetic applications. Subsequent
achievements in chemoselectivity and stereoselectivity were also accomplished
fiddling with the ligands.

Regarding the chemoselectivity, ligands have significant influences, often lead-
ing to a complete change in the chemioselectivity (see chemical equations (4) and
(5) in Figure 1.24). In general, decreasing the electron-withdrawing ability of the
ligand, decreases the electrophilic character of the metal carbene, which leads to
an enhancement in the selectivity of the carbene for the less nucleophilic sub-
strates.

Figure 1.24: Examples of regioselective, eq. 3,120 chemoselective, eq. 4 and
5,121 intramolecular reactions by dirhodium(II) carbene catalysts. Abbreviations:
pfb=perfluorobutyrate: cap=caprolactamate.

In terms of stereoselectivity, the C-H insertion can be enantioselective by
using chiral catalysts (see chemical equation (6) in Figure 1.25). The use of chiral
ligands may also provide significant ligand-dependent diastereocontrol. This is
illustrated in the lower part of Figure 1.25 with the reaction of a chiral nonracemic
2-methylcyclohexyl with a dirhodium catalyst with a chiral carboxamide ligand,
28. The configuration of the chiral carboxamide ligand on the catalyst determines
the direction of approach of the C-H bond to the carbene center, which produces
different diastereomeric ratio of products.

Being able to control intermolecular transformations is better than having to
perform intramolecular reactions for synthetic applications in terms of molecular
and synthetic economy because the sequence of steps and reagents required to
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Figure 1.25: Examples of enantioselective, eq. 6,112 and diastereoselective, eq.
7,122 intramolecular reactions by dirhodium(II) carbene catalysts. Catalysts 27
and 28123 are chiral dirhodium(II) carboxamidate catalysts, formed by chiral imidazolidi-
nate and chiral oxazolidinate ligands, respectively. Abbreviations: 4S -MPPIM=methyl 1-(3-
phenylpropanoyl)-2-oxoimidazolidine-4(S)-carboxylate; 4S -MEOX=methyl 2-oxooxazolidine-
4(S)-carboxylate.

synthesize the substrate for an intramolecular reaction would no longer be needed.
However, controlling the chemoselectivity and regioselectivity of intermolecular
carbene C-H insertions has been a more difficult challenge. On the basis of early
investigations, it was said that “Intermolecular C-H insertion reactions... are not

Figure 1.26: Structures
of cooper- and silver-
trispyrazolylborane (above)
and trispyrazolylmethane
(below) complexes reported
as catalysts for the function-
alization of C-H bonds by
carbene insertion.

synthetically useful”108 because regioselective and
chemoselective reactions could not be obtained. The
typical carbene source used in intermolecular trans-
formation was ethyl diazoacetate (EDA), an elec-
tron acceptor diazo compound (see Figure 1.27).
Using EDA as the carbene source, the electrophilic
character of metal carbenoids is reinforced by the
corresponding electron-withdrawing ester group of
the EDA and the system strengthens its high re-
activity and poor chemo- and regioselectivity. It
was not until the 2000s when successful strategies
to attenuate the carbenoid too high reactivity were
reached. First advances were obtained by Pérez and
Lovely who, keeping EDA as the carbene source,
reported cooper-124,125 and silver-based126 com-
plexes containing trispyrazolylborate and trispyra-
zolylmethane ligands able to functionalize cycloalka-
nes (Figure 1.26). These works served as renais-
sance of copper as catalyst for such transformation
and reported a suitable new family of ligands to be
explored for intermolecular C-H bond functionaliza-
tions. However, the major breakthrough to achieve
intermolecular C-H bond functionalizations was the
discovery that carbenoids functionalized with donor
and acceptor groups (Figure 1.27) were much more
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regio- and chemoselective than the traditional carbenoids.

Figure 1.27: Classification of different groups of diazo compounds with a couple of
examples for each group (upper part). Below, an overview of their properties is presented.

Typical donor/acceptor-substituted metal carbenes used were aryl- and vinyl-
diazoacetates.127 Phenyl and vinyl groups bound to the carbene carbon are able
to dissipate charge so that the intermediate metal carbene has a later C-H ac-
tivation transition state than their counterparts with diazoacetates. In general,
the success of metal-carbene selectivity is due to a balance between activation
and stabilization caused by the ligated metal and carbene substituents, and the
steric and electronic demands of the C-H bond that is activated.

An example of the scope of catalyst and carbene chemoselectivity in inter-
molecular carbene insertion reactions is illustrated in Figure 1.28. The scheme
shows the competition between the allylic C-H insertion and cyclopropanation of
cyclohexene.128 When double bonds are present in the hydrocarbon substrate,
cyclopropanation reactions are usually the preferred option. Despite the ratio of
products obtained reveals dependence on the dirhodium(II) catalyst, the depen-
dence on the diazo compound is highly important because some diazo compounds
are able to reverse the trend towards cyclopropanation, leading to a favorable al-
lylic C-H insertion.

In Figure 1.28, irrespective of the diazo compound used, no complete chemos-
elective reactions are achieved (chemical equation (9)). However, other examples
where complete chemoselective reactions are achieved just using donor/acceptor-
substituted metal carbenes are reported. For example, with 1,4-cyclohexadiene,
the product from C-H insertion is the sole outcome from dirhodium(II)-catalyzed
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Figure 1.28: Examples of chemoselectivity in intermolecular carbene insertion re-
actions.128 Chemical equation (8) illustrates catalyst chemoselectivity, while chemical equa-
tion (9) illustrates carbene chemoselectivity. Below, the structures of catalysts 29 and 30 are
presented. Both are chiral dirhodium(II) carboxamide catalysts, formed by chiral oxazolidinate
and chiral pyrrolidinate ligands, respectivelly. Abbreviations: 5S -PHOX= 5-phenyloxazolidin-
2-one; 5S -MEPY= methyl 2-pyrrolidone-5(S)-carboxylate.

reactions with methyl phenyldiazoacetate.127,128 In intermolecular reactions, re-
gioselectivity is also highly influenced by the electronic effects produced by groups
adjacent to the C-H bond of the substrete.112

In terms of stereoselectivity, similar strategies than in intramolecular reac-
tions are used. The use of chiral catalysts and/or substrates, chiral auxiliaries on
phenyldiazoacetates, or substituents on the aryl group of aryldiazoacetates can
influence diastereoselectivity.112 Enantiocontrol is generally enhanced at lower
temperatures and in hydrocarbon solvents.129–132

Carbene insertion into aromatic C(sp2)-H bonds

The formal insertion of the carbene moiety into aromatic C(sp2)-H bonds deserves
a particular mention. This is a reaction that can be readily promoted in an in-
tramolecular manner,109 but achieving a chemoselective intermolecular reaction
has been a challenge until very recently. The few precedents of carbene-insertion
reactions into aromatic C(sp2)-H bonds were obtained using rhodium-based cat-
alyst and elaborate diazo compounds.133,134 However, its selectivity was very
low and a significant advance arrived from the use of a new group of catalysts
that contains an N-heterocyclic carbene (NHC) ligand by Prof. Pérez group (see
Figure 1.29).135 In this new group of catalysts, the ligand coordinates the metal
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Figure 1.29: Structures of some NHC ligands used by Prof. Pérez
group for carbene-transfer reactions (left) and examples of the reactivity
of the corresponding catalysts (right). Reactivity data from refs. 136,137 and
139. Abbreviations: IPr= 1,3-bis(2,6-diisopropylphenyl)imidazol-2-ylidene; SIPr= 1,3-
bis(diisopropylphenyl)imidazolidene; IMes= 1,3-bis(2,4,6-trimethylphenyl)imidazol-2-ylidene;
ItBu= 1,3-di-t-butylimidazol-2-ylidene; IAd= 1,3-di(1-adamantyl)imidazol-2-ylidene.

through just one carbon donor from an N-heterocyclic carbene. Its selectivity
has been tested by several reaction conditions and metals (Cu, Ag, and Au) and
the best results were obtained using the IPrAuCl (31) + NaBAr’4 system, where
insertion products were obtained with 75% yield, along with some amount of
cycloheptatriene products (see Figure 1.29).136–139

A complete chemoselective reaction using plain benzene as substrate was not
achieved until the past year, 2016, when our collaborators reported >99% inser-
tion selectivity using Fe and Mn catalyst and a family of tetradentate N-based
ligands that leave two cis vacant coordination positions (Figure 1.30).140 Beside
achieving a total insertion chemoselectivity, this work expanded to Fe and Mn
the direct functionalization of aromatic C(sp2)-H bonds by metal-carbenes, a re-
action that was usually performed by rhodium- or gold-based catalysts.

Figure 1.30: Examples of the complexes employed as catalysts in ref. 140 (left)
and an overview of their reactivity towards carbene-transfer reactions (right).

A different strategy to achieve a chemoselective insertion of the carbene group
into aromatic C(sp2)-H bonds consists in using electron-rich benzene derivatives
such as phenols or anisole. The addition of these π-electron-donating groups (
-OH and -OCH3) to benzene enhances the nucleophilic character of the aromatic
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ring and favors the electrophilic attack of the carbene moiety to the low reac-
tive aromatic C(sp2)-H bonds. The combination of activated benzene substrates
with electron-deficient phosphite derivative ligands that increase the electrophilic
character of the carbene moiety in gold catalysts enabled chemoselective function-
alization of aromatic C-H bonds.141,142 However, the inclusion of substituents in
benzene can promote the reaction of the carbene with the substituents instead of
the carbene insertion into the aromatic C(sp2)-H bond.143–145 Specifically, gold-
catalysts have been the only ones able to functionalize aromatic C-H bonds using
this strategy, unlike copper, palladium, and rhodium catalysts.

Finally, a new trend in metal-carbene catalysts that is worth to mention is
the use of biomimetic porphyrin ligands. A pioneer study of You appeared in
2002,146 but a revival of porphyrin carbenes as catalytic reagents was not re-
ported until the current decade. However, research using these catalysts is still
at an early stage where their electronic structures and associated reactivities are
poorly understood. Thus, most of the reported studies focus on their electronic
structure and basic reactivity. The broadest studied porphyrin carbene catalysts
use iron and cobalt metals, and they reveal a quite remarkably electronic prop-
erty: an intrinsic “redox noninnocent” behavior of the carbene ligand, which has

Figure 1.31: Redox noninnocent behavior
of carbene ligands in an initial MII(por)
catalyst. M accounts for Co, Rh, or Fe, and
the ellipse represents a porphyrinic ligand.

a clear carbon-radical (carbene-radical)
character (Figure 1.31).147–152 Re-
garding reactivity, the reaction most
often reported is the cyclopropanation
of olefins (C=C bond functionaliza-
tion),146,147,153 while C-H bond func-
tionalization reactions by carbene in-
sertion using these catalysts have just
occasionally been described. For ex-
ample, Bas de Bruin described in-
tramolecular C-H bond functionaliza-
tion by cobalt porphyrin carbenes153

and You, already in 2002, described
intermolecular C-H bond insertion reaction by iron porphyrin carbenes with
alkenes or tetrahydrofuran.146

Nevertheless, perhaps the major achievement related with iron-phorphyrin
carbenes’ catalysis has been achieved moving from biomimetic catalysts to bio-
catalysts. It was accomplished by Arnold’s group, that developed a biocatalytic
method for cyclopropanation of styrenes in the presence of diazo compounds
using engineered variants of cytochrome P450.154,155 Despite carbene transfer
processes to olefins have no biological counterpart, this work highlighted the
capacity to adapt existing enzymes for the catalysis of synthetically important
reactions not previously observed in nature and motivates further studies focused
on biomimetic iron porphyrin carbenes.

On the mechanism of C-H bond carbene insertion

The fourth chapter of this thesis addresses the carbene insertion mechanism
into aromatic C(sp2)-H bonds. Specifically, the studied reaction involves the
[(PyTACN)FeX2] catalyst, 32, (where X=Cl or OTf) in a solvent mixture of
benzene:dichloromethane, using ethyl diazoacetate as carbene source and an ex-
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cess of NaBArF4 . This system belongs to a series of iron and manganese catalysts
with tetradentate aminopyridine ligands that are the only ones reported as far
able to chemoselectivelly functionalize non-activated-benzene C(sp2)-H bonds by
carbene insertion.140

Taking into account previous studies, once the carbene moiety is formed, aro-
matic C(sp2)-H and alkyl C(sp3)-H bonds follow different pathways for the C-H
bond activation and functionalization (Figure 1.32). While C(sp2)-H bonds fol-
low a stepwise mechanism where the aromatic carbons (Cbz) undergoes an initial
electrophilic addition by the carbene carbon (Ccarb) which leads to an intermedi-
ate with a Ccarb-Cbz bond; C(sp3)-H bonds follow a concerted mechanism via a
three-centered transition state that directly leads to the insertion product. This
conclusion has been recently reported comparing aromatic C(sp2)-H and alkyl
C(sp3)-H bonds activation for gold carbenes,156 and can also be obtained com-
paring the mechanistic literature of the reactions of Au, Cu, Ag or Rh carbenes
with alkanes157,158 and with aromatic compounds.139,159 Assuming the stepwise
mechanism, when the intermediate with the Ccarb-Cbz bond is formed, it can
evolve through two different products: toward final insertion products or toward
expansion ones. The classical mechanism to achieve insertion products involves
the direct hydrogen migration between the two carbons that form the Ccarb-Cbz
bond, the called [1,2]-H shift. Conversely, the classical mechanism to achieve ex-
pansion products involves a second Ccarb-Cbz bond formation with an adjacent
carbon of the phenyl. These mechanisms and others had been taken into account
in section 4.2 to reveal the mechanistic reasons why our nonheme iron carbene
catalysts perform chemoselective aromatic C(sp2)-H bond carbene insertion on
single benzene substrates.

Figure 1.32: Classic carbene insertion mechanisms of alkyl and aromatic sub-
strates.
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1.3 Oxidation States

As we have already introduced in subsection 1.1.1, transition metals can play a
very important role in catalytic reactions where oxidation and reduction processes
are crucial, like in C-H and C-C bonds functionalization reactions. Therefore,
the use of TM represented the main revolution in synthetic chemistry throughout
the entire 20th century. One of the most important attributes to determine in
these reactions is the assignment of the proper formal oxidation state, OS, of the
catalyst and key intermediates. The changes in the OS are key information to
properly understand the mechanism and to predict the reactivity of the catalyst
and the transformations it may perform.

The OS concept is essential in chemistry for various purposes. In organometal-
lic catalysis, for example, the OS concept is: i) the formalized basis for balancing
redox equations; ii) an intrinsic descriptor of the reaction mechanism; iii) a pa-
rameter in chemical nomenclature; and iv) a value related to d -electron config-
urations of TM compounds that can be obtained from spectroscopic character-
izations. Thus, the complete fingerprint of a chemical reaction is not complete
until the determination of the OSs of the species involved. Therefore, it is rele-
vant to focus part of this thesis on the work we developed in Girona related with
oxidation state’s determination (chapter 5).

1.3.1 The oxidation state concept

Within the fundamental ordering principle of the Periodic Table, the concept of
oxidation states is one of the most important classifications in Chemistry,160,161

and other branches of science like physics (spectroscopy), biology, and medicine.
The origin of the oxidation state concept is prior to the development of the elec-
tronic theory of chemical bonding; thus, and not surprisingly, there had been
many words devoted to this topic over the years.

Its origin dates back about 200 years ago, when it was described as the in-
crease in the amount of oxygen bound by elements that form more than one oxide.
Wöhler spoke about ”oxydationsstufe” (an older German spelling for oxidation
grade) in his textbook Unorganische Chemie already in 1835;162 and this expres-
sion remains in use for oxidation state in several languages. Skipping to the 20th
century, Latimer appears to be the first to officially introduce “oxidation number”
or “oxidation state” concept within the context of redox half-reactions.163 And
later, Jørgensen devoted a whole book to the concept,164 where he distinguished
between the formal oxidation state, defined by a number of well-known, simple
rules, and a physical or spectroscopic oxidation state.

If we focus on transition metal complexes, already Jørgensen in his book,164

and later Hegedus165 defined the formal oxidation state of the central atom of
the TM complex as “the charge remaining when the ligands have all been removed
in their most stable closed-shell form”. This definition implies that the bonding
electron pairs between the central atom and the ligands have been assigned ex-
clusively to the most electronegative bonding partner, assuming that ligands are
always more electronegative than the TM. However, at that time, IUPAC’s ”Gold
Book” was just offering a general set of rules on how to assign OSs and no formal
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definition.166,167 Rather than giving a formal OS definition, only the so-called ox-
idation number was defined for compounds with central atoms and ligands. The
terse dedication to the topic by IUPAC till 2014 may have contributed to some
of the debate and polemics about oxidation state misconceptions and meaning.

Already in the 21st century, Jansen and Wedig168 point out the heuristic
nature of the oxidation-state assignation and suggest that “concepts need to be
defined as precisely as possible, and these definitions must always be kept in mind
during applications”. A pertinent example for bioinorganic chemistry is the fa-
mous ”Compound I” in the heme enzyme P450cam. This important reactive in-
termediate has often been described as an oxo-FeV -porphyrin complex. However,
closer examinations by quantum-chemical methods indicated that the system is
more appropriately described as a FeIV oxo complex with a porphyrin radical
cation (the FeV -type state is computed too high in energy to play a significant
mechanistic role).169,170 In this direction, many other authors have advocated for
a consensual approach to determine formal OSs. Steinborn171 and Loock,172 for
example, recommended Pauling’s approach of assigning shared electron pairs to
the more electronegative atom to determine OSs. c Finally, in 2014, an IUPAC
Technical Report on OS was published to provide a new unambiguous generic
definition of OS.173

According ref. 173, the oxidation state is ”the atom’s charge after ionic ap-
proximation of its heteronuclear bonds”. This definition, however, implies that,
at least, two terms have to be clarified: “atom’s charge” and “ionic approxima-
tion”.d

The atom’s charge is the difference between the current count of electrons
and the electrons of the free atom. However, the oxidation state is a quantitative
concept that operates on integer values of counted electrons. Thus, to get the
number of electrons that define the OS, it may require idealizing visual repre-
sentations or rounding off numerical results per bond.175 So, in this context, the
determination of the atom’s charge as partial or average atomic charges obtained
by experimental or theoretical analysis of the electron density without perform-
ing any kind of ionic approximation will not retrieve the formal OS except for
the most ionic situations.176 In this sense, the ionic approximation is the criteria
used to assign all the electrons of the system to properly define the oxidation
states.

The ionic approximation is illustrated in Figure 1.33 according the MO-LCAO
scheme (LCAO = linear combination of atomic orbitals). In the MO-LCAO
scheme, the contribution by atom to the bonding MO is used as the criterion for
ionic approximation. Thus, the atom contributing more to each bonding molec-
ular orbital receives all their electrons under the ionic approximation. That is to
say, each MO defining a bond is considered as it was in an ionic situation.

cThis recommendation from Steinborn and Loock was the first advance of the use of elec-
tronegativities (EN) as an approach to assign OSs.

d Since the end of June 2017 Karen’s definition of OS already appears in IUPAC, Com-
pendium of Chemical Terminology.174 However, for more than 20 years, the OS was just defined
as the number resulting from an agreed-upon set of rules.
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· Bondless approach. Direct Ionic Approximation:

· Bond Approach:
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Figure 1.33: Approaches to determine the OS by using the IA. In the bondless
approach the OS is determined from the empirical formula of the compound, without building
the structural formula, and avoiding bonds. There are two variants of the application of the
EN-based approach. In the algorithm of summing bond orders the iBOS (ionized bond order
sum) term is the sum of bond orders weighted with the ionic-approximation sign (blue values);
and the FC term is the formal charge of the atom in the Lewis formula (black values). Red
values are OS values and red lines are bonding partitions related with the assignation of OSs.

However, complicate MO schemes will make the above criterion impracticable
in many cases. For example, when the LCAO is too complex or when theoretical
post-HF methods are used to figure out them. Moreover, it should be noted that
orbital energies are strongly method dependent. Therefore, among several possi-
ble approaches to assign the bonding electrons, at the end the electronegativity
(EN) difference was chosen as the best viable option to capture the essence of
the ionic approximation. Nevertheless, the existence of several EN scales that
assign different EN values to an element, leads the need to choose the appropriate
one for the ionic approximation scheme. In a nutshell, Allen electronegativity is
chosen in ref. 173 as the most suitable one. Allen EN is defined as the average
one-electron energy of the valence-shell electrons of the free atom in its ground
state.177–179 Thus, Allen EN can be considered an intrinsic free atom property,
rather than an in situ atom-in-molecule property dependent on the atom envi-
ronment or, even more important, on the atom’s OS.e The Mulliken EN scale,
for example, depends on OS and it is an example of an inappropriate EN scale
for this issue. The values of Mulliken EN depend on the orbital hybridization
of the atom which, in turn, could depend on the OS assignation. For example,
the Mulliken EN values for the carbon atom are: C(sp3)=2.45, C(sp2)=2.69,
and C(sp)=3.17. Therefore, the use of EN scales that depend on OS to assign
OS implies a circular argument and a dilemma that invalidate their use for OS
assignments.f

Figure 1.33 overviews the approaches to assign OS using the ionic approxi-
mation scheme according ref. 173. We can distinguish two main options: a) by

e The advantage of Allen EN of being expressed as an intrinsic free atom property that is
independent of the atom environment also entails a shortcoming because, as we will see and it
can be expected, the chemical environment may affect the OS assignation.

f Providing a short overview of the vast field of EN is out from the scope of this thesis
and interested readers are directed to relevant reviews.180–182 There are ongoing discussions
concerning what exactly EN is and which is the best way to obtain it.
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using the generic definition, which means the mixing coefficients approach; or
b) by using the EN-based approach. In turn, the application of the EN-based
approach can be carried out using a bond approach or a bondless approach (also
called direct ionic approximation (DIA) algorithm). Further details of the differ-
ent approaches presented in Figure 1.33 to apply the IA will not be commented
in detail here in order to not move too far away from our topic.

Although the need of an unambiguous definition of OS and schemes to ob-
tain its numerical value has been covered with the publication of the last IUPAC
Technical Report on OS;173 ambiguities and exceptions of the IA scheme have al-
ready been encountered. Some of the exceptions set out were already commented
on ref. 173, but others have not been previously commented and they are part
of the work we have been done in Girona on quantum-chemical predictions of OSs.

One of the most important exceptions, already commented in Karen’s
work,173 175 is the use of the EN-based approach to determine the OS in Lewis
acid (LA) - Lewis base (LB) adducts where the more electronegative atom is
the reversibly bonded Lewis acid (the so called Z-ligand). If we apply the EN-
based approach to determine the OS of these type of adducts, the electrons of
the adduct are assigned to the LA ligand. On the contrary, using the generic
definition of IA, i.e., the mixing coefficient approach, the acceptor orbital of the
LA atom is high, and the less-electronegative LB donor atom retains the elec-
trons because of its larger contribution to the bonding MO. Therefore, using the
mixing coefficient approach, the adduct electrons are assigned to the LB ligand,
and there is a mismatch between the two approaches. In these cases the correct
OS is given by the mixing coefficients approach, since its results usually agree
more with spectroscopic (Mössbauer) data.183–185

Other important limitation of using the EN-based approach to determine
the OS takes places when carbene complexes are analyzed. Allen EN of carbon
is higher than TM electronegativities. Thus, the electrons of the metal-carbene
bond are always assigned to the carbene moiety and its OS will be -2, while the OS
of the metal is always increased by a +2 charge. However, this rigid description
is clearly insufficient because it cannot depict the two typical bonding situations
described for Fischer or Schrock carbenes. The metal-carbene bonding in Schrock
carbenes is described as a covalent double bond between a triplet carbene and a
triplet metal fragment (see top right of Figure 1.34). This model does not imply
pure donor-acceptor interactions and, after the double bond deconstruction, the
sigma and pi bond electrons are assigned to the carbene moiety. Therefore,
the carbene is viewed as a four-electron donor carbene, CR2−

2 , and the metal
fragment as a cationic LnMq+2 moiety (Figure 1.34). Thus, the carbene complex
can also be defined as an alkylidene and the assignation of OSs using the EN-
based approach of IA agrees with the Schrock carbene model. However, the
metal-carbene bonding in Fischer carbenes has a different nature. On one side,
the unbounded electrons of the singlet carbene ligand form a ligand→metal σ
donation bond. On the other side, a metal→ligand π back-donation bond arises
from the d electrons of the metal (see top left of Figure 1.34). A dominant
influence of the metal fragment on the π back-donation bond of Fischer carbenes
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Figure 1.34: Schematic representations of the dominant
orbital interactions to carbene formation (upper part), and
the carbene double-bond descomposition to OS assigna-
tion (lower part) in: (left) Fischer-type carbene complexes
and (right) Schrock-type carbene complexes.

has been already pos-
tulated by Cundari and
Gordon186 and by Vy-
boishchikov and Frenk-
ing,187–189 by means
of charge-density anal-
ysis (CDA),190 during
the nineties. There-
fore, Fischer carbenes
after the double bond
deconstruction are
viewed as a neutral
carbene, CR0

2, and a
q+0 metal fragment,
LnMq+0 (i.e., σ bond
electrons are assigned
to the carbene whereas
the π bond electrons
are assigned to the
metal) (Figure 1.34).
Thus, the EN-based
approach of IA is not
able to retrieve this
situation, where each
bond of a double bond
has its own opposite ionic decomposition. Besides, despite the use of the mixing
coefficient approach may work for the correct description of the OSs of Fischer
and Schrock carbenes, it is not considered a possibility in ref. 173.

Apart from the previous commented exception and limitations of EN-based
IA, other situations where IA leads to ambiguous OS (multiple OS or intermedi-
ate OS values are possible) have already been encountered and reported in ref.
173. Examples of such situations are complexes with non-innocent ligands, hap-
tocomplexes or molecules with hard-to-resolve bond orders.

A direct consequence of operating a bond based approach of IA (i.e. the
mixing coefficients approach or the EN-based approach) is that the OS analysis
is dependent on the connectivity or the initial Lewis structure we awarded to the
molecule. Thus, non-innocent ligands that allow several chemically feasible elec-
tronic configurations or molecules with ambiguous bond orders agree with several
bonding patterns that, in turn, may originate different OSs after the application
of the IA. The NO ligand, the hemoglobin’s heme ligand, or the case of 1H -
pentazole (HN5) are examples of these situations. Regarding the non-innocent
NO ligand, for example, it can act either as an |N≡O|+ cation with OSN=+3,g

as an |N=O|− anion with OSN=+1, or as the radical octet-violating yet neutral
nitrogen-monoxide with OSN=+2. In this ligand, however, the MNO bond angle
varies in between linear for the |N≡O|+ case to bent (tetrahedral-angle values)
for |N=O|−. Then, the corresponding electronic configuration can be easily de-

g Subscript denotes the atom or fragment for which the OS is defined.
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termined by means of X-ray spectroscopy.191,192

For the 1H -pentazole, in contrast, ambiguity results from changes in the
geometrical parameters. With almost equal NN bond distances along the ring,193

a Lewis formula with full aromatic conjugation is the one that agrees more with
the experimental data. However, a fully aromatic configuration is not enough
to describe the molecule according its bond distances (left in Figure 1.35), and
an alternative localized Lewis structure is also necessary. Thus, two limiting
connectivity and Lewis formulas can be drawn, leading to two different valid OS
sets by the IA (Figure 1.35). The OS set on the localized formula agrees with
the rule that an atom bonded solely to atoms of the same element has OS=0 if
the 8-N rule is obeyed. The OS set on the aromatic formula would be the one
to use for electrochemistry. Therefore, the IA criteria lead to an ambiguous OS
assignation in this situation.
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Figure 1.35: 1H -pentazole, HN5. Calculated bond lengths (in Å) (left),194 and
OS assignation in the two limiting Lewis formulas: aromatic (center) and localized
(right)

Haptocomplexes, TM π-complexes of aromatic rings or conjugated chains, can
also lead to ambiguous OS. According to ref. 173, some additional rules for Lewis
formula construction are needed to assign the ionic charge of the haptoligand,
which may lead to ambiguous situations. However, when the ionic charge and the
hapticity are assigned, a straightforward OS assignation is proposed. As it will be
explained in chapter 5, the simple scheme suggested in ref. 173 is insufficient and
originates mismatches between predicted and experimental OSs.195 196 According
our results, we suggest that other considerations such the local spin state or the
flatness of the haptoligand also must be taken into account for the OS assignment.

The general overview on OS assignment described above has prompted the
use of state-of-the-art quantum-chemical methods for the OS determination.
Jørgensen in the 1980s already suggested the use of quantum-chemical methods
for that goal, however being pessimistic then about the practical implementa-
tion.197 Nevertheless, since then, quantum-chemical methods have achieved a
level of accuracy that allows the successful prediction of the existence or nonex-
istence of certain non-usual molecular species with different OSs. Then, the
achievement of getting accurate information is done, and the computational pre-
diction of OSs should be possible.
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1.3.2 Computational determination of OSs

Many methods have been used to determine the OS. The use of geometry pa-
rameters may well be the simplest way to characterize them in metal complexes.
Geometry and OS often tend to correlate and, in this sense, the bond valence
sum (BVS) method is used.198 This method uses the metal-ligand distance (R1),
which is compared with empirical reference values (R0) of systems with known
OSs to determine them. However, the determination of R0 values limits the ap-
plicability of the method to systems with known bonding patterns. Furthermore,
it is know that, for some species (particularly for species with bulky ligands),
there is not a correlation pattern between metal-ligand distances and OS.199

Therefore, bearing in mind that the oxidation state is a direct consequence of
the electronic structure of the compound, different techniques for estimating OSs
from analyses of the local electron distribution have been proposed.

Regarding electronic-structure based techniques, a typical scheme is the allo-
cation of partial atomic charges by computational schemes and use the results to
infer the OS.

Partial atomic charges are computed as the difference between the atomic Z
number and the integrated number of electrons per atom (NA), (1.2).

ZA −NA = qA (1.2)

Then, NA, the average number of electrons per atom, is the term that should be
quantified. It can be obtained by the partition of the electron density function in
atomic terms since the whole function integrates to the total number of electrons
of the system (Ne), (1.3). ∫

ρ(~r)d~r = Ne (1.3)

There are many schemes to decompose the electron density in atomic con-
tributions. According to Sit et al.200 those schemes may be classified into the
following categories: a) partition of the space (topological partitions) with inte-
gration of the total charge density within the space allocated to each atom (e.g.
Bader or Voronoi charges); b) projection techniques of Hilbert space basis to
each atom (e.g. Mulliken,201 Löwdin,202 or NBO203 charges); and c) matching
techniques aimed at reproducing a computed property of the system (e.g. elec-
trostatic potential (ESP) and restrained electrostatic potential (RESP) charges).

Each category has his main specific shortcoming in the determination of
atomic contributions. In projection schemes, for example, there can be basis-
set dependence or dependence on cutoffs used in some methods. In matching
schemes, concerning ESP fitting methods, there is no good conformational trans-
ferability and unreasonable partial atomic charge values can be assign to some
buried atoms.204–207 Furthermore, despite topological partition schemes are the
most suitable ones since they are not affected by the shortcomings already men-
tioned, there is no agreement between different topological partition methods,
and different results may be obtained.

Besides the aforementioned practical drawbacks to determine NA or qA, the
key point is whether a relationship between partial atomic charges and oxidation
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NA =

∫
A

ρ(~r)d~r (1.4a)

=
∑
µ∈A

∑
ν

Dµνχ
∗
µ(~r)χν(~r) (1.4b)

Θ(~r) = Θel +
∑
ij

Pij(ψi|V |ψj) ;

V (~r) =
∑
A

ZA

~r − ~RA
−
∑
ij

Pij

∫
ΨiΨj

~r − ~r′
d~r′

(1.4c)

General expressions to obtain NA or qA using topological schemes (1.4a), Hilbert-space-
based schemes (1.4b), and a matching scheme (ESP)(1.4c).

states can be established. For example, in matching schemes, in many cases, there
is no clear connection between the property matched and the OS, e.g. electro-
static potential surfaces. In partition schemes, in principle, an overall averaged
partial atomic charge is obtained for each atom. Taking into account that the
formal oxidation state is defined as the charge of the atom after applying the
ionic approximation to its bonds, this means that a rounding off to obtain in-
teger values is an inherent feature of OS and that working with pure non-integer
values or averages is not a matching choice. However, aside from the conceptual
inconsistencies of using atomic charges to infer OSs, the key motive of the dis-
agreement is physical.

Several studies point that there is no physical relationship between static elec-
tric atom charges and oxidation states.208–210 Raebiger et al.209 perform a series
of theoretical first-principle calculations of the charges on single transition-metal
atoms embedded in a large semiconducting or ionic matrix. They considered dif-
ferent oxidation states of the transition metal and studied how the net electronic
charge belonging to the transition-metal atom was changing. The authors ar-
gued that the small changes in the net electronic charge belonging to a TM atom
was essentially independent of its oxidation state due to the ”negative feedback”
mechanism. Thus, when a TM ion is reduced by any gain in local electron den-
sity, the metal-ligand orbital mixing between orbitals of the TM ion and those of
the surrounding atoms compensate the gain in the local electron density of the
metal by decreasing the electron donation to it, and vice versa. This leads to the
conclusion that the allocated charge is a poor measure of the oxidation state of
TM ions.

Another fundamental investigation of these two concepts (OS and atomic
charges) was published by Aullon and Alvarez in 2009.210 They studied sev-
eral isoelectronic (d0) compounds along the 3d transition-metal row (which all
represent the highest possible oxidation state of the given metal) and compute
the atomic charges of the central metallic atom. They observed that computed
partial atomic charges show much less variability than the formal molecular ox-
idation state, conclusion in agreement with Raebiger et al. work.209 Further-
more, they also observed that the partial metal charge varies continuously as
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the electronegativity of the ligands is varied, only becoming close to the for-
mal oxidation state when the ligands have a high electronegativity. Thus, it
means that the electronegativity difference between the ligand and the TM in-
fluences the final charge of the central atom and, again, that partial atomic

“What is the relationship
between static electric
charges and oxidation

states? None.”
Resta, R. Nature, 2008, 453, 735.

charges must not be equated with the for-
mal oxidation state except for the most
ionic situations.

Therefore, the procedure based on com-
puting atomic charges (or the complemen-
tary integrated electron-density value per
atom) to assign OS is not reliable, although
unfortunately they are still used by some chemists to assign the OS.211

A different strategy that is also used to infer OS is checking the local spin
density. The number of unpaired electrons in an atom (or fragment) can be used
to deduce the OS. For example, if we have an organometallic Fe compound that
could be Fe2+ or Fe3+ in an octahedral-like structure, three spin states are pos-
sible: low, intermediate, and high spin. In an ideal situation, these spin states
correlate with singlet, triplet, and quintet spin-density values, respectively, in
the Fe2+ situation; and with doublet, quartet, and sextuplet spin-density values
in the Fe3+ situation. Thus, checking local atomic spin-density values, we could
distinguish between oxidation states.

Despite local spin density could a priori be used to infer OS, on the contrary
that partial atomic charges, in some cases there are also shortcomings that diffi-
cult their practical application for this purpose. For example, local spin-density
values are not highly dependent on the partitioning scheme used; however, they
highly depend on the level of theory and on the electronic state predicted. Other
obvious but unavoidable shortcoming arises in closed-shell singlets, where the
local spin-density value is zero in the whole compound and no extra informa-
tion about the system is given by the spin-density matrix. Thus, despite local
spin-density values may be enough to distinguish between two oxidation states
in some cases, in other cases it may represent a limitation for the analysis, as
it is pointed out in the above example. However, one of the main drawback of
using local spin densities to infer OSs is that a prior knowledge of the system
is necessary for the correct interpretation of the results. Prior knowledge about
the global spin state, the geometry of the system and how this affects MO distri-
bution, for example, is essential to determine which OS matches with the local
spin-density values obtained.

The absence of a rigorous quantum-mechanical theory to determine the OS
has questioned the status of OS as a physical quantity or merely as a “book-
keeping tool” for a set of experimental properties.212 In turn, other investigation
groups have proposed other schemes or methods to predict OS not based on
atomic charges. Most of these schemes use the following features at some point:
i) generation of some sets of localized orbitals; and ii) assignation of integer elec-
trons of these orbitals to atoms. Thus, these proposed schemes seek to recover
the rounding scheme of the OS concept.
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As far as I know, four quantum-mechanical methods for OS determination
are described in literature. In the following lines a brief description of them is
given, comparing their applicability, strengths, and weaknesses.

1. Centroids of Localized Orbitals:
This method was originally described to be used in plane-wave codes,213

but it has recently been applied in MO-LCAO calculations, too.214 In both
situations, the method follows the same scheme. A new set of optimally lo-
calized orbitals (OLOs) are generated by using the Boys algorithm (i.e. by
minimizing the radial extend of the corresponding functions/orbitals).215

In plane-wave codes, these functions are called maximally localized gen-
eralized Wannier functions (MLWFs)216 because they are obtained from
the corresponding Wannier functions and span the same space as the spec-
ified set of Bloch bands. Then, the center of gravity of the MLWFs (or
equivalent localized molecular orbitals) are determined, the Wannier cen-
ters (WCs). The corresponding electrons of OLOs are entirely assigned to
the atom closest to the center of gravity, based on the criterion of proximity.

Despite it is argued that the centroids obtained from localized molecular
orbitals and their displacements may be used to determine OSs, as a fin-
gerprint of the electronic structure, or to follow the movement of electrons
during chemical reactions; benchmarking and deeper studies to confirm its
applicability are missing. For example, all the published studies are based
on organometallic bonds, no challenging systems (e.g. bimetallic systems,
carbenes, haptocomplexes, LA-LB adducts, etc.) are studied, and it has not
been discussed yet what may happen when covalent systems are analyzed.

Dr. Pedro Salvador personal communication: In X-H bonds (where X

accounts for any atom except H), the center of gravity appears closest to the

hidrogen atom in most situations, even in water. This issue, presumably due

to an important difference between the size of X-atom electronic basin and the

electronic basin of H, involves that hydrogens are always defined as hydrides.

Thus, in the water molecule situation, the method defines hydrogens as H− and

the oxygen as O0, which is completely wrong. Therefore, the criterion of proximity

to assign electrons is not always valid to assign the correct OS and should, at

least, evolve and introduce general considerations.

2. Localized Orbital Bonding Analysis, LOBA:
This method, developed by Thom et al.217 to be used in molecular codes,
also creates a new set of localized orbitals using the Edmiston-Ruedenberg
(ER) scheme, which maximize the electrostatic self-interaction of each or-
bital.218 Then, to extract the chemical information from localized orbitals,
they are decomposed in atomic contributions. A typical LOBA plot of
the population analysis of generated localized orbitals is presented in Fig-
ure 1.36. In order to finally assign electrons on atoms, a criterion to define
the minimum contribution from which any given electron should be consid-
ered localized on an atom is needed, i.e. a threshold. The OS is calculated
from the difference between the atomic Z number and the number of elec-
trons the method assigns or localizes on the atom.

51



CHAPTER 1. INTRODUCTION

This method provides a pragmatic way to determine OS and uses a scheme
(orbital localization + analysis of the atomic contributions of the orbitals)
that resembles the OS definition. However, there is no rigorous criterion
to support the choice of the cutoff percentage. Moreover, the method have
just been only applied to a series of transition-metal complexes without
further studies.219

Figure 1.36: LOBA plots for the ClMnO2MnO core of complexes O, A1, and A
(from left to right) calculated with unrestricted B3LYP in a 6-31G* basis. O2 and O1 are
bridging oxygens. Mn2 has the Cl ligand and Mn1 the initial water ligand, whose oxygen is
labelled O3. Each symbol corresponds to a different localized orbital, plotting its population on
each atom. For A, the definition of a threshold becomes subtle. Figure adapted with permission
(ref. 217).

3. Projection on auxiliary basis:
This approach for determining OS was also developed by Sit et al. (as
the Centroids-of-Localized-Orbitals method).200 Its applicability is limited
to TM of the d block because it is based on determining the d-orbital
contribution of TM-ligand bonds. In order to determine OS, the method
follows these steps: i) occupied orbitals are projected onto an auxiliary set
of atomic d -orbitals of the TM; ii) the occupation numbers obtained on the
auxiliary atomic d -orbitals are calculated; and iii) the number of d -orbitals
with full (or almost full) occupancy equates to the number of d electrons
assigned to the metal ion. To conclude, from the number of d electrons
assigned to the metal, the OS is determined. The same scheme was used
by Knizia to determine oxidation states of transition-metal complexes us-
ing orthonormal intrinsic atomic orbitals (IAOs), instead of the d -orbitals
basis, to project onto them the MO.220

The authors argue that, unlike LOBA method, this projection approach
does not need a threshold because of the splitting between high and low
occupation numbers of the d -orbitals is always high enough. Neverthe-
less, there is not any benchmark study dealing with challenging systems to
support this point, because mainly standard systems (metal aquo, metal
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carbonyl, or metal ciano complexes) have been studied. In addition, one
of the main weakness of the method is related to its applicability: limited
to systems with just one TM of the d -block. On systems with significant
metal-metal bonds, the approach can introduce ambiguities and it is not
recommended. On the other side, this method has not been described for f -
block metals. Despite projections onto an auxiliary set of atomic f -orbitals
might also work as an strategy to determine OS, the authors did not discuss
this possibility.

4. Effective Oxidation States, EOS:221

This method was developed at the University of Girona by the group of
Dr. Pedro Salvador. The main characteristics of this approach are the set
of localized orbitals used and how their occupation numbers are handled.

Regarding the set of localized orbitals, EOS method is based on the so-
called effective atomic orbitals (eff-AOs) of Mayer, introduced for the
first time by I. Mayer in 1996.222 Conceptually, due to their construction,
eff-AOs recover the “intraatomic” component of every MO from the diag-
onalization of the so-called atom’s net population.

Equations 1.5 show the expressions of atom A gross population (eq. 1.5a)
and atom A net population (eq. 1.5b) into a 3-D space partitioning in the
framework of the “fuzzy” or disjoint atom.

ρA = wA(~r)ρ(~r) ; Gross population (1.5a)

ρAA = wA(~r)wA(~r)ρ(~r) ; Net population (1.5b)

wA accounts for the “fuzzy”-atom or disjoint-atom concept. It is a weight
function that assigns a proportion of the global density to atom A on each
point of the 3D space satisfying the requirement:∑

A

wA(~r) = 1. (1.6)

Equations 1.5a and 1.5b allow us to clearly differentiate between gross and
net population. While gross atomic populations recover the total electron
density when they are summed over all atoms of the system, the net atomic
population is a measure of the intraatomic density and, in order to recover
the total electron density of the system, the overlap population has also to
be taken into account. In subsection 2.3.2 these concepts are addressed in
detail and contextualized in terms of space partitioning.

Once eff-AOs orbitals (or spin-orbitals if necessary) and their occupation
numbers are generated, these are the ones used to determine OS. Specif-
ically, all eff-AOs of the system are arranged by decreasing occupation
number and filled by entire electrons until electrons are exhausted. From
this procedure, the OS of each atom is determined as its atomic Z number
minus the electrons assigned. Using this assignation scheme no threshold
is needed. The threshold or limiting occupation-number value is different
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in every case because it depends on all the other occupation-number values
of the system.

However, using this procedure, when the number of atoms of the system is
large or when the system involves many apolar bonds, pseudodegeneracies
of the occupation numbers of the eff-AOs are likely to occur, which makes
the assignation of EOS difficult. Also, in most cases, one is not interested
in the OS of all atoms forming the system, but only in some of them or in
groups of them, i.e. ligands of TM complexes. Therefore, EOS method also
developed a fragment/ligand approach where, instead of eff-AOS, effective
fragment orbitals can be defined.221 The fragment approach allows us to
focus the study in polar bonds where the concept of OS makes sense and
extends the application of the method in most chemical systems.

Besides the aforementioned benefits of the EOS method against the other
methods discussed in this section, EOS method is the only one that works
with post-Hartree-Fock methods and correlated wavefunctions. Moreover,
despite it has been developed to be used in molecular systems that use the
LCAO formalism, it is potentially applicable to periodic systems that use
plane-waves formalism.

In the chapter 5 of this thesis, a detailed benchmarking study about EOS-
method’s applicability is presented.
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1.4 Electron Distribution in Chemical Systems

In the previous section we have already introduced the use of partitioning tech-
niques to analyze a feature derived from the electron distribution, the oxidation-
state property. Stepping forward in the topic, we will devote this new section to
general analyses of the electron distribution in chemical systems. A brief overview
of quantum chemical techniques to study the electronic structure of chemical sys-
tems is presented, ending with a particular example of electron localization, the
isolated electrons in electrides.

According to F. Jensen quotation: “Chemistry is the science dealing with
construction, transformation and properties of molecules.” 223 Thus, this section
deals with the building block of chemistry according the previous quotation that
has not yet been discussed in the thesis: the construction of molecules. In sec-
tion 1.2 we have considered molecule’s transformations, specifically the activation
and functionalization of C-H bonds in hydrocarbons. In section 1.3 we have dis-
cussed a molecular property, the oxidation state. Finally, in this section, we are
going to focus on the electronic structure of matter by the analysis of the electron
distribution.

1.4.1 Electron Distribution Analysis by Electron Partition-
ing Schemes

Once the chemical composition and the atomic coordinates of molecules are given,
the remaining issue that should be defined to obtain the whole picture of the
molecule is the electron distribution or the bonding pattern. Most interpretative
analyses of the electron distribution (electron localization and delocalization) are
based on partitioning techniques. In quantum chemistry, there are mainly two
different types of partitioning analyzes according the function that is scrutinized:
i) Hilbert-space partitions; and ii) real-space or molecular-space partitions.h

When we work in the Hilbert-space, due to the fact that for non-periodic
chemical systems the wavefunction is usually built using base functions centered
in atoms, the electron partitioning of molecular system tends to be divided into
atomic regions (or fragments formed by the addition of atomic regions). The
typical example of a Hilbert-space partition that is centered on atoms is the
Mulliken population analysis based on the MO-LCAO approach. In the MO-
LCAO approach, the one-electron molecular orbitals (MO) are expanded on a
finite set of atomic-centered functions {χµ(~r)} according:

φMO
i (~r) =

∑
µ

cµiχµ(~r) . (1.7)

The set of functions centered on a given atom conform an atomic Hilbert sub-
space {χµ(~r)}|µ∈A.

h A complete theoretical description of Hilbert-space and molecular-space partition is given
in section 2.3
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Other examples of Hilbert-space partitions centered on atoms are those de-
rived from natural bond orbitals (NBOs),203 or many other localized orbitals that
result from unitary (or similarity) transformations of MOs (or AOs). Examples
of other atomic orbital-based partitions are those derived from the (charge) den-
sity localized molecular orbitals (DLMOs), which were defined by Niessen, W.
von224 and are the orbitals that result from the unitary transformation of the
canonical molecular orbitals (CMOs) that minimize the sum of the charge density
overlap integrals between the orbitals. Or the Foster-Boys localized orbitals,225

which result from maximizing the sum of the distances between the centroids of
localized orbitals.

In real-space, we find several kind of partitions of the electron distribution
beyond the atomic-based ones. The type of partition achieved in real-space func-
tions depends on the topology of the analyzed function. For example, when we
split the electron density (ρ(~r)), its topology (i.e., maximum, minimum, and so
on) is determined by the electron accumulation and maches with atomic posi-
tions; i.e., it usually leds to the definition of atomic regions (see Figure 2.3.d). In-
deed, the Quantum Theory of Atom in Molecules (QTAIM) of Richard Bader226

is based on this approach (as explained in subsection 2.3.1). Nevertheless, if
we topologically analyze other real-space molecular functions like the electro-
static potential,227 or the Electron Localization Function (ELF) of Becke and
Edgecombe,228 other regions or partitions will be achieved. Analizing the ELF
function, for example, the partitions match with localized electrons (e.g., core
electrons, bond pairs, or lone pairs). In all cases, the topological partitions pro-
vide a qualitative and quantitative picture about how and where the electron
density is distributed and localized in different finite volumes called basins.

Atomic partitions, defined whether using a Hilbert-space or a real-space par-
tition, are well-defined methods to subdivide the molecule into its constituting
atoms. In fact, atomic partitions are the most commonly used because, besides
being useful to rationalize the electronic structure of a given molecule (atomic
populations, partial charges, etc.), are also used to envision the atomic contri-
butions of molecular properties such as energies,229–232 aromaticity,233,234 mag-
netic susceptibilities,235 dipole moments,236 or the abovementioned oxidation
states.237

1.4.2 A particular case of electron localization: isolated
electrons in electrides

As mentioned at the beginning of this section, the challenging examples of elec-
tron distribution that are addressed in this thesis by means of electron partition-
ing schemes are the isolated electrons in electrides.

Electrides are a relatively new class of ionic compounds with exotic anions;
specifically, the anionic part is just occupied by stoichiometric isolated electrons.
In these compounds such electrons are neither localized in specific atoms, nor
delocalized as in metals, nor solvated by the solvent, but rather they are inde-
pendent entities separated from the cationic part of the compound to which are
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bounded by electrostatic forces.

The uncommon nature of electrides, their thermal instability, and air and
water sensitivity are the main reason for their late development. Specifically, the
first crystalline electride, Cs+(18-crown-6)2e−, was synthesized by Dye et al. in
1983,238 and, since then, a series of similar unstable-at-room-temperature organic
electrides were reported during the 20th century (see Table 1.1).239 However, at
the beginning of the 21st century, this research field went through a revolution
with the synthesis of the first room-temperature stable electrides and their char-
acterization, highly promoted by theoretical studies. The first room-temperature
stable electride synthesized was inorganic, the [Ca24Al28O64]4+(4e−) compound,
C12A7, synthesized in 2003 by Hosono’s group (Figure 1.37).240 In terms of ther-
mal stability, its organic equivalent was synthesized just two years later, in 2005,
by Dye’s group. It is the Na+[tri-pip-aza(222)]e− compound.241

Figure 1.37: (A) Crystal structure of C12A7.
(B) The framework of stoichiometric C12A7 is com-
posed by 12 cages. (C) In the compound, 4 out of 12
cages are occupied by electrons in place of O2− ions.
Reproduced with permission (ref. 240).

With unique structures, elec-
trides have broad applications.
Aside from being the first sta-
ble electride synthesized, the
[Ca24Al28O64]4+(4e−) compound
has been used to test sev-
eral of their potential applica-
tions. With a low work func-
tion of 2.4 eV,242 this elec-
tride can be used as an elec-
tron emitter for displays,243

and as an efficient electron in-
jection in organic light-emitting
diodes (OLED).244 Considering
that this electride is an excel-
lent electron donor, it could
catalyze electron-injection lim-
ited reactions, such the activa-
tion of CO2

245 and N2.246,247

For example, the Ru-loaded
[Ca24Al28O64]4+(4e−) has the
best catalytic performance for
ammonia synthesis among Ru-
based catalysts reported so
far.246 In general, inorganic electrides are promising in electronics, and organic
electrides exhibit high hyperpolarizabilities248,249 and they are proposed as a
new type of high-performance nonlinear optical (NLO) materials. Electrides also
show particular magnetic properties (exalted susceptibilities), however, none of
the existing already tested applications take advantage of the magnetic proper-
ties so far.

Up until now, a few other inorganic electrides have been synthesized, each one
more remarkable than the previously ones (see Table 1.1). For example, in 2013,
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a layered-structure electride of dicalcium nitride described by the chemical for-
mula of [Ca2N]+e− was reported.250 Until then, reported confining sites consist
only of zero-dimensional cavities or weakly linked channels,239 but [Ca2N]+e−

was the first electride whose structure possessed a two-dimensional anionic elec-
tron layer with confined electrons. A recent study suggest to use the Ca2N
electride as a new anode material of sodium-ion batteries tapping into its elec-
trochemical properties.251 In 2014 another important achievement in the field of
electrides was reached, the synthesis of the first transition-metal electride, Y2C.
This new hypocarbide electride again presents a layered-structure with quasi-
two-dimensional anionic electrons confined in the interlayer space.252 Finally, in
2016 two new electrides were described. The first was Y5Si3, the first silicide-
related electride stable in both air and water. Its anionic electrons are confined
in quasi-one-dimensional holes and, as distinct from the previously studied elec-
trides, the anionic electrons strongly hybridize with yttrium 4d electrons, giving
rise to its improved chemical stability. It was also realized that Ru-loaded Y5Si3
could be a promising ammonia synthesis catalyst.253 The second type of elec-
trides described in 2016 were hydride-based electrides with the general formula
LnH2, where Ln=La, Ce, or Y. Although these compounds were already well-
known materials, their electronic structure were clarified using the knowledge
that has been gained in previous studies of electrides. These new hydride-based
chemical systems are extremely rare anion-rich electrides having itinerant elec-
trons populating cages surrounded by hydride ions.254

Thus, little more than a handful of electrides have been synthesized since
nowadays and only about half of them are room-temperature stable and suitable
for supporting chemical applications. Undoubtedly, electrides still are a relatively
young field of research and many questions remain pending. However, theoretical
and computational studies of electrides have had a crucial role in the understand-
ing of their chemical structure, in demonstrating and quantifying the presence of
localized electrons, and in the design of new electrides and corresponding novel
applications. In the next section, I will present how theoretical studies have
driven the development of the field, and how the application of partition schemes
have been essential for electrides’ characterization.
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CHAPTER 1. INTRODUCTION

Computational characterization and theoretical design of electrides

The main and first goal of theoretical studies of electrides was demonstrating and
quantifying the presence of localized and isolated electrons that are independent
of any particular atom. Thus, analyzing whether electride definition was a real
fact or just a formal picture to explain these intriguing chemical species. The
main trouble of experimental investigations is that the density of a free electron
is not large enough to obtain a convincing evidence for its existence. Thus, exper-
imental techniques can only infer (not verify) the presence of localized electrons,
and theoretical studies become an essential tool to obtain a full description of
the electronic structure of electrides.

In spite of this, several experimental methods are used (and have been re-
fined)256 to characterize electride materials. X-ray diffraction (XRD) is the most
direct experimental method to obtain their atomic structures. For some organic
electrides, XRD measurements provide plausible experimental evidences of the
isolated electron character when structures can be compared with their alka-
lide counterparts.257,258 Hard X-ray photoelectron spectroscopy (HAXPES) and
angle-resolved photoemission spectroscopy (ARPES) provide also useful exper-
imental measurements.259 HAXPES is a powerful tool to investigate the bulk
electronic properties of materials and ARPES can directly measure electronic
band dispersion with high energy and momentum resolutions. Thus, the compar-
ison of ARPES and DFT results can provide convincing experimental evidences
for the existence of anionic electrons. Last but not least, the scanning tunnel-
ing microscopy (STM) technique was optimized to obtain atomic resolution and
provide images for electride-materials surface.256 i

Aside from previous techniques that seek to obtain direct data about the
molecular and electronic structure of electrides, all other techniques used in elec-
tride characterization are indirect and deal with the study of their properties.
Examples would be the use of electron paramagnetic resonance (EPR) spec-
troscopy and superconducting quantum interference devices (SQUID) to obtain
magnetic data (e.g. magnetic susceptibilities, spin-coupling constants, or electri-
cal conductivities), measures of transport properties such as electrical resistivity,
and measures of optical properties as optical reflectance.

Back to theoretical methods, several approaches can be used to characterize
electrides. The most direct methods are based on calculating electron density
maps and electronic band structure diagrams of electrides (using plane-wave
codes). When band structure diagrams are obtained, the band-decomposed
charged density can be computed to get a clue of the existence of anionic elec-
trons. The band-decomposed charge density is obtained projecting the total
electron density over atom-centered spherical harmonics. Typically, excess elec-
trons occupy bands close to the Fermi level, whose density distribution confirms
the presence of anionic electrons. Although visual analysis of the topology of
charge and electron density is very intuitive, it may not give a conclusive crite-

i STM observations on surface are generally only carried out for the examination of ma-
terials that develop clear cleavages. Materials that do no have cleavage nature, such as
[Ca24Al28O64]4+(4e−), were not studied in surface science until 2011, when Hosono’s group
optimized the experimental conditions to achieve this goal.
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1.4 ELECTRON DISTRIBUTION

rion to judge if a compound is an electride or not, mainly because it provides
data about the electron distribution but not about its localization or isolation.
Thus, more specific analysis that include the examination of other quantities,
electron partitions, or the measurement of sharing indices have been used.

As it has been discussed, the AIM approach of Bader,260 where the total elec-
tron density is topologically split into atomic regions, is the standard 3D-space
partition used to study electron localization directly from the electron density.
As will be further explained in the methodological section, quantum theory of
atoms in molecules (QTAIM) analysis identify maximum points of the electron
density and the boundaries of their regions. When a maximum of the electron
density is found in a non-nuclear position, it is called a non-nuclear attractor
(NNA), and it constitutes one of the required conditions to prove the existence
of isolated electrons.261,262 Through the integration of the electron density of
these atomic and NNA regions and the further statistical interpretation of the
electron sharing indices, the isolated character of electrons can be quantified.

Regarding other quantities used to characterize the electronic structure of
electrides, it is worth noting the study of the electron localization function
(ELF),263 the Laplacian of the electron density (∇2ρ), noncovalent interactions
(NCIs),264 or electrostatic potentials (ESPs). In ELF analysis, a new function
that pinpoints regions with electron localization is created. Usually, these re-
gions or basins correspond to chemical regions such as core electrons, valence
electrons, bond pairs or lone pairs. However, isolated electrons also display their
basins and can be identified and quantified by a further integration and statis-
tical interpretation of their electron density. In ∇2ρ analysis, concern is focused
on regions with negative values of the Laplacian since they determine electron
localization. Consequently, a negative value of the Laplacian in a void space is a
sign of electride nature. In NCI studies, electron density (ρ) and its reduced den-
sity gradient (s(~r))j are checked simultaneously. Typically, in regions far from a
molecule, ρ decays to zero exponentially, which gives large s values. In the case of
electrides, the localized electron in the void presents a non-nuclear maximum in
the density, which is also characterized by a region with low density (ρ) and low
reduced density gradient (s(~r)).265 Electrostatic potentials give an idea about the
charge distribution in molecules. Low or negative ESP energy values indicate an
abundance of electrons such as lone pairs, aromatic clouds, etc. To understand
the nature of electronic distribution in electrides and differentiate it from other
kinds of electron localizations, extensive studies that examine the eigenvalues and
eigenvectors of ESP Hessian have been done.266,267 However, from our experi-
ence with ESP calculations, ESP calculations are not always able to retrieve the
presence of isolated electrons in electrides. When other regions with abundance
of electrons such lone pais are close to the isolated electron region, the formers
hinder the identification of the latter, which have lower abundance of electrons.

All previous theoretical analysis have been gradually incorporated in charac-
terization studies of electrides. These in turn have allowed a deeper understand-
ing of electride’s electronic structure by abolishing any doubts about the physical
existence of anionic isolated electrons.

j s(r)=
|∇ρ(~r)|

2(3π2)1/3ρ(~r)4/3
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In addition to ab initio characterization of existing electrides, an important
part of the recent theoretical work on electrides focuses on examining their prop-
erties and on proposing new compounds. Regarding the examination of electrides
properties, besides the collaborative works between theoretical and experimental
groups, it is worth stressing the pure theoretical work done by Dale and John-
son. They studied the magnetic properties of electride crystals and their ther-
modynamics.265,268 Regarding the theoretical identification of new electrides,
progresses have been mainly made in 2D electrides, in high-pressure electride
(HPE) design, and also in electride-based material development. By examin-
ing crystallographic databases, seven 2D electrides were theoretically identified:
three nitrides (Ca2N, Sr2N, and Ba2N) and four carbides (Y2C, Tb2C, Dy2C,
and Ho2C).269 Among them, Y2C and Ca2N have already been synthesized and
their electride character has already been experimentally verified.250,252 More-
over, the new 1D inorganic electride with [La8Sr2(SiO4)6]4+:4e− configuration
has also been reported on the basis of theoretical calculations.270 Finally, how-
ever the existence of HPEs and how the electrons in a way play the role of atomic
anions in these materials have been widely known;271–274 there has been a recent
revival of this research field. HPE are generated when confined spaces between
atoms in HPE host lattice are filled by quantized orbitals under an extreme pres-
sure. With the increasing pressure, the energy levels of atoms on lattice sites and
of interstitial spaces change. Therefore, valence electrons move to the interstitial
space when the energy levels of the interstitial space is lower than energy levels
of the valence orbital of the lattice site atoms. To this day, a predictive chemical
and physical theory to explain which elements will form HPEs at moderately
elevated pressure has been built275 and the chemical nature of interactions of the
interstitial electrons has been deeply explored.276

Throughout this section we have described the characterization of synthesized
solid-state electrides with isolated electrons occupy hollow cavities, tunnels, or
layers where they can be hosted and stabilized by the environment. This thesis
presents a pioneering study on electrides beyond the lattice, on the molecular
level. Many molecules have been labeled as electrides according to their proper-
ties (presence of large nonlinear optical properties (NLOPs) such as second hy-
perpolarizabilities),248,277,278 or by the characterization of the frontier molecular
orbital (presence of delocalized diffuse excess electrons on high-lying occupied
orbitals). However, unlike solid-state electrides,250,279,280 the presence of NNAs
of the electron density or even ELF basins were not studied for such molecules.
Thus, if molecular electride’s structure truly consists of isolated electrons or not
had not been properly explored. Moreover, other molecules present these prop-
erties (NNAs or ELF basins in non-nuclear regions) without the presence of an
isolated electron. Accordingly, in the work presented here (chapter 6) we wanted
to show whether molecular electrides can exist and to provide unambiguous cri-
terion to distinguish them from other similar species. State-of-the-art electronic
characterization is applied to molecular electrides. For the first time molecular
electrides are doubtless characterized through QTAIM, ELF, and Laplacian of
the electron density analysis.
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Chapter 2

Methodology and
Computational Chemistry
Tools

In this chapter the main theorethical framework in which this thesis has been
developed is briefly commented and discussed. Afterwards, the different com-
putational chemistry tools, methodologies, and strategies used to carry out the
studies or to properly analyze the results of this thesis are presented.
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2.1 Theoretical framework

All studies included in this thesis involve organometallic compounds or com-
pounds with more than 100 atoms. To properly calculate and critically analyze
these compounds, their electronic structure (chapter 5 and chapter 6) or the
reaction pathways they can undergo (chapter 4), a flexible, accurate and fast
quantum mechanical modelling method is needed. Thus, the vast majority of
calculations presented in this thesis use density functional theory (DFT).

The studies presented in chapter 4 use DFT as the only enough flexible,
accurate and computationally efficient method for the prediction of the struc-
ture, energetics and reaction mechanisms of (open-shell) organometallic com-
plexes.281–285 Surprisingly in view of its technical simplicity (as a single-determinant
method, operationally but no conceptually similar to Hartree-Fock (HF) theory),
the Kohn-Sham version of DFT performs very well in organometallic and bioinor-
ganic arenas. Specifically, organometallic complexes presented in Chapters 4 of
this thesis involve iron. As a first-row transition metal, iron has a very com-
pact 3d electron shell, which produces strong electron-electron interactions and
requires a good treatment of electron correlation, balanced with the treatment
of electron exchange. Moreover, the metal-ligand bonding of iron complexes can
be strong or weak field, with resulting effects on spin states and metal-ligand co-
valency. This last problem is worse in first-row metal series than for the second
or third transition metal series, where, conversely, relativistic effects are higher.
Thus, in practice, standard HF methods are totally inadequate for this task since
electron correlation is neglected, post-HF methods are impractical, i.e too com-
putationally expensive, and DFT methods take over the primary role.

Regarding studies presented in chapter 5 and chapter 6, DFT methods are
used for consistency reasons. These studies involve both large and small molecules
and, in order to treat all of them with similar accuracy and to obtain comparable
results, DFT methods have been, again, the choice made. However, if necessary,
post-HF methods have been used to reinforce DFT results. For example, if we
suspected that the system may present dynamic correlation effects, the coupled-
cluster method with single and double (and preferably also perturbative triple)
excitations [CCSD(T)] would be the post-HF method of choice. Conversely, if we
thought that our system may present static correlation effects, a multireference
method such as CASSCF (complete active space self-consistent field) should be, in
turn, the starting choice. However, the need for relatively small active spaces is a
serious limitation for CASSCF calculations. Likewise, the high-quality CCSD(T)
method is currently limited to small systems (of fewer than 20 atoms or so) for
optimization and frequency calculations.a Overall, the wavefunction community
appears not to be able to extend the fully applicabilitiy (to the determination

a Regarding this point we should mention the domain based local pair natural orbital
(DLPNO) implementation of CCSD(T), published in 2013 by Neese and co-workers.286 This
method, which includes a variety of approximations for calculating the (T) correction of
CCSD(T) with associated thresholds that control the accuracy, absolutely rooted out the size
limit of CCSD(T) in energy calcualtions. It has been shown that the DLPNO-CCSD(T) method
is accurate enough (i.e., it recovers the 99.9% of the CCSD(T) correlation energy) to predict
enthalpies of formation as accurate as you can measure in molecules up to 30 atoms, and it is
fast enough to treat an entire protein, such Cambrin with 644 atoms and more than 6400 basis
functions.286
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of geometries, energies, and vibrations) of their methods in an accurate way to
relatively large (i.e., 50-100 atoms) open-shell systems. In turn, in many studies
it ends up choosing DFT methods as the level of theory for consistency reasons.

In the following paragraphs of this section, density functional theory is briefly
lectured and its main deficiencies are commented, with a particular focus on
organometallic compounds.

2.1.1 Density Functional Theory

Density Functional Theory (DFT) is a computational quantum mechanical mod-
elling method, alternative to conventional ab initio methods, which is based on
using the electron density function of the system to describe their properties.

The basis of DFT are Hohenberg and Kohn’s theorems, by which: i) electronic
energy and any other property of the ground state can be totally determined by
functionals of the exact electron density of the system (1st theorem); and ii)
the exact electron density of the system is the one that minimized the electronic
energy of the ground state, following the variational principle (2nd theorem),

E[ρ] ≥ E[ρexact] = Emin . (2.1)

A functional is any mathematical expression that applies to a function (the
electron density, here) to retrieve a number. Since the electron density function
(ρ(r)) only depends on three spatial coordinates (r=x,y,z ), the DFT approach
is potentially able to reduce the computational cost of quantum many-electron
calculations with respect to wavefunction-based methods because HF and post-
HF methods depend on 3N variables (4N taking into account the spin), where
N is the number of electrons. Thus, the final step in the development of DFT
is to design the form of the functional that connects the electron density of the
system with its energy. However, this has not been an easy task, which has not
yet been fully resolved.

Compared with the wavefunction mechanics approach, it seems logical that
the electronic energy functional may be divided into three parts: kinetic energy,
T [ρ], attraction between the nuclei and electrons, Ene[ρ], and electron-electron
interaction, Eee[ρ] (the nuclear-nuclear repulsion is assumed constant within the
Born-Oppenheimer approximation). Furthermore, the Eee[ρ] term may be di-
vided into Coulomb and exchange parts, J [ρ] and K[ρ], respectively, implicitly
including correlation energy in all the terms.223

E[ρ] = T [ρ] + Ene[ρ] + J [ρ] +K[ρ] (2.2)

Although several attempts at constructing orbital-free functionals depending
directly only on the electron density have been developed, the accuracy achieved
with these methods is still too low to be of general use,287,288 mainly because of
the accuracy of T and K functionals.

The foundation for the general use of DFT methods in computational chem-
istry came in 1965, when Kohn and Sham devised a practical method to calculate
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CHAPTER 2. METHODOLOGY AND COMP. CHEM. TOOLS

ρ and E[ρ].289 They introduced orbitals and defined the kinetic functional under
molecular-orbital approximation. Since the exact density matrix is not known,
the approximate density is written in terms of a set of auxiliary one-electron
functions, the KS orbitals,

ρ(r) =

N∑
i=1

|φi(r)|2 (2.3)

The price to be paid with the re-introduction of orbitals is the increasing of
the complexity from 3 to 3N variables, analogous to Hartree theory, but still
much less complicated than post-HF (correlation) wavefunction models.

Regarding the approximation that was used to retrieve the energy of the sys-
tem from their electron density, Kohn and Sham considered a fictitious reference
system of non-interacting electrons with the same electron density as the real
system, moving in a local effective external potential, called the Kohn-Sham po-
tential (Veff (r)). The KS model is closely related to the HF method in the
sense that HF uses an independent-electron wavefunction (Slater determinant),
whose electrons interact through the HF potential. Then, for example, the kinetic
electronic energy of non-interacting electrons can be calculated by an equivalent
expression to the expression used in HF theory (first term in eq. 2.4). Other com-
ponents that also have equivalent expressions to the ones used in HF theory are
the classical electron-nucleus attraction (second term in eq. 2.4) and the classical
Coulomb repulsion between charges (third term in eq. 2.4). Finally, the remain-
ing kinetic energy (the difference between the exact kinetic energy of the real
system and the kinetic energy of non-interacting electrons) and all non-classical
interactions between electrons (both electron-electron repulsion potential cor-
relation and exchange energy) are absorbed into an exchange-correlation term
(Exc).

E[ρ] = − h̄2

2me

n∑
i=1

∫
φ∗i (r)∇2φi(r)dr −

N∑
I=1

∫
Zie

2

4πεo|RI − r|
ρ(r)dr

+
1

2

∫∫
ρ(r)ρ(r′)e2

4πεo|r − r′|
drdr′ + Exc[ρ] (2.4)

The Exc is the only unknown energetic term in the KS formalism of DFT.
Then, the major problem in DFT is to derive accurate expressions to describe
the exchange-correlation term. Assuming that the exact Exc functional would
exist, DFT-KS would be able to provide the exact total energy of the system at a
similar computational cost that the one needed for determining the uncorrelated
HF energy.

The main difference between the large number of different DFT functionals
described so far is the nature of the approximation for the exchange-correlation
functional. The simplest approximation for the exchange-correlation energy used
in DFT is the ‘local density approximation’ (LDA), which approximates the
exchange-correlation energy density at a given position as a function of the elec-
tron density at that same local position. At the next level of sophistication
comes the ‘generalized gradient approximation’ (GGA), for which the energy
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density approximation also depends on the gradient of the density at that given
position. A level above this is ‘meta-GGA’, for which the energy density also
depends on the local kinetic energy density of the calculated Kohn-Sham or-
bitals. All these approximations (i.e., LDA, GGA, and meta-GGA) scale with N3,

Figure 2.1: The hierarchy of DFT approximations
represented by Jacob’s ladder.

which is the same as Hartree
theory. Higher-order approx-
imations such as hybrid func-
tionals or fully non-local func-
tionals further improve the
accuracy, but at the price
of non-locality in the density
dependence and higher com-
putational cost.290 In hybrid
DFT methods, the exchange-
correlation functional includes
a fraction of the Hartree-
Fock exchange; while in fully
non-local functionals or dou-
ble hybrid functionals, the
energy density approximation
also depends on unoccupied
orbitals, as for example in
the scheme called random
phase approximation (RPA).
Despite a systematic improvement of the exchange-correlation term in DFT does
not exist, the previous approximations are ordered according the so-called Jacob’s
ladder,291 which sort DFT methods by their costs in terms of computational re-
quirements to achieve the heaven of chemical accuracy.

2.1.2 Deficiencies of DFT

There are mainly three-four formal deficiencies of DFT. The first one is the so-
called self-interaction error (SIE). In ab initio methods like HF, the artificial
term corresponding to a Coulomb repulsion between an electron an itself is ex-
actly cancelled by an exchange term. In DFT, Coulomb terms are described
exactly (third term in eq. 2.4), but the exchange is described by an approximate
functional (fourth term in eq. 2.4). Since these terms do not exactly cancel, a
SIE remains:

1

2

∫∫
ρ(r1)ρ(r2)

r12
dr1dr1 + Exc[ρ] 6= 0 . (2.5)

Classical examples of SIE are radical dissociations in homonuclear compounds,
charge transfer complexes, systems with two-center three-electron bonds or the
transition states (TSs) of some chemical reactions. SIE artificially stabilizes de-
localization. In the next section about computational chemistry practices for
chemical reaction studies (section 2.2), an strategy how to detect and quantify
SIE in quantum mechanic calculations is presented, as well as strategies to pre-
vent its occurrence.
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The second error in DFT is due to the inherent description of the wavefunc-
tion as a single determinant, which leads to near-degeneracy errors, also termed
an error in the nondynamical (static) correlation energy. The first suggested at-
tempt to deal with near degeneracies is the use of a spin-unrestricted description,
where spin-up (α) electron density occupies a different region of space from the
spin-down (β) electron density. In general, in DFT studies of first-row transi-
tion metal complexes, an unrestricted description should always be used. When
there is no interaction between the open shell electrons, the unrestricted solution
will provide a proper energy, despite incorrect spin eigenvalues (e.g. asymptotic
region of the H2 dissociation). However, when there is a nonzero interaction be-
tween the open shell electrons, the unrestricted DFT solution no longer gives a
proper energy and DFT starts to have energetic error. This energetic error arises
because the described coupling between the open-shell electrons in these situa-
tion (when there is an interaction between them) is too weak. Then, for example,
the triplet and broken-symmetry singlet determinants will give nearly the same
energy (within 0.5 kcal/mol) and near-degeneracy errors occur.292 Nevertheless,
the spin-contamination in DFT is lower than in the equivalent HF calculation
because the former includes the electron correlation.

Since the self-interaction error tends to decrease barriers while the lack of
nondynamic correlation increases them, there is a substantial cancellation effect
between these two errors of DFT. For that reason, trying to remove just one of the
error sources when both are present could led to larger errors than before.293 In
this thesis, Yamaguchi’s approach to correct the electronic energy when there is
a mixing of spin states due to the single determinant representation of the wave-
function is used. Yamaguchi’s approach will be developed in the next section
about computational chemistry tools for chemical reaction studies (section 2.2).
It is worth to mention that Yamaguchi’s approach has been used in the context
of no SIE situations.

Near-degeneracy errors could be consider a particular case of a more general
DFT problem which is spin-state energy gaps or spin-crossover. It has been ob-
served that DFT energy errors of different spin states that arise from different
electronic configurations (e.g. high-spin/low-spin problems) can be substantial
and may exceed 10 kcal/mol.294,295 In an ab initio context, these situation (the
comparison between situations with different number of unpaired electrons) re-
quires extensive dynamic correlation treatments in order to arrive at good ener-
getic predictions.b Thus, while we can relate near-degeneracy errors with static
correlation, errors related with prediction of spin-state energy gaps can be related
with dynamic correlation.

Therefore, it is not surprising that hybrid functionals are a better choice than
either the HF or the GGA methods. The high-spin/low-spin gap has been found
to be a nearly linear function of the fraction of HF exchange mixed in the DFT
functional. Even, for a given spin state, the electron configuration of the ground
state can also be modified as a function of the HF exchange.296,297 General tips
about which kind of functional should be use according the requirements of the

b The term dynamic electron correlation is perhaps most easily understood as a correction
to the mean-field electron-electron repulsion included in HF theory arising from instantaneous
electron-electron interactions; its accurate calculation is the major challenge of ab initio quan-
tum chemistry.
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chemical system are given later. However, experimental data is extremely useful
when we suspect that a potential problem of spin-crossover can take place. It is
to be noted that any experimental evidence is of much help to the theoretician in
such situations and that it is necessary to search for as close similarity to exper-
imental data as possible in the theoretical investigations. The main outstanding
problem here is that, while the spin ground states can be experimentally deter-
mined (if the compound is enough stable), much less is known experimentally
about the energy differences between the different spin multiplets. Then, bench-
marking studies between different functionals and a case-by-case examination is
necessary and recommended in many situations.

The third error in most of current DFT functionals is the lack of a descrip-
tion of long-range dispersion interactions (such van der Waals). These long-range
interactions can be viewed as instantaneous electron correlations when ‘charge
fluctuations’ on one region of the system induce dipole moments on the other
fragment. In a more precise picture, electromagnetic zero-point energy fluctua-
tions in the vacuum lead to ‘virtual’ excitations to allowed atomic or molecular
electronic states. The corresponding (pseudo)densities interact electrostatically
(with exchange-type modifications at smaller distances) and these interactions
are not represented by conventional (hybrid) DFT functionals that only con-
sider electron exchange but do not employ virtual orbitals.298 All this means
that, for example, bonding due to π-stacking cannot be studied by DFT if a
dispersion correction approach is not considered. In this thesis a dispersion cor-
rections approach has been used: the semiclassical correction approach by Stefan
Grimme.299–301 Because the dispersion correction is an add-on term, if a geom-
etry is given, it does not directly alter the wavefunction or any other molecular
property. However, geometry optimizations with dispersion correction will lead
to a different geometry because the energetic dispersion correction contributes to
the forces acting on the atoms.

2.1.3 Which functional should I use?

The accuracy of DFT is quite uniformly good, bearing in mind the general de-
ficiencies already commented. However, the functional of choice should depend
on the property we want to predict, e.g., geometries, vibrational frequencies, en-
ergies or spectroscopic properties.

Regarding geometry optimizations, different DFT functionals generally be-
have similarly as long as at least gradient corrections are taken into account (i.e.
one has to go beyond the local density approximations, LDA). In many cases,
geometries predicted by GGA functionals are slightly better than those predicted
by hybrid functionals. However, there are exceptions to this statement. In order
to achieve good geometries, the basis set size plays an important role. Small
basis sets without polarization functions are not recommended and, for first-row
transition metals, the use of effective core potentials is neither necessary nor
particularly desirable. In general, double zeta plus one set of polarization func-
tions for the ligands and triple zeta plus one set of p-functions and one set of
f-functions for the metal are enough to get good geometry descriptions. Overall,
short, strong and stiff metal-ligand bonds are predicted with excellent accuracy,
while the weaker metal-ligand bonds are typically predicted too long by approx-

69



CHAPTER 2. METHODOLOGY AND COMP. CHEM. TOOLS

imately 5 pm.282

Close related to the problem of predicting equilibrium geometries is the pre-
diction of vibrational frequencies and IR spectra. In general GGA functionals give
better results than hybrid functionals from error cancellation between the neglect
of anharmonicities and systematic errors in the prediction of the true harmonic
frequencies.302 On the other hand, hybrid functionals provide harmonic frequen-
cies of slightly higher quality and, since anharmonicities are neither considered,
the resulting vibration frequencies agree somewhat worse than experimental re-
sults for global frequencies.

Regarding the accuracy and reliability of different DFT functionals for the
predictions of reaction energies and energy barriers, the general deficiencies of
DFT provided above should be bear in mind. However, in general, hybrid func-
tionals, such as the B3LYP exchange-correlation functional,303,304 are more rec-
ommended than GGA functionals.305 Indeed, B3LYP has been the most popu-
lar quantum chemical method for studying mechanisms of complexes containing
transition metals. The reasons behind its popularity are mainly two: i) B3LYP
has been shown to be the most accurate of the DFT functionals in several bench-
mark tests regarding energetic descriptions;c ii) despite being a hybrid functional,
the computational cost of B3LYP calculations is low enough to treat rather large
models, even up to a few hundred atoms.

DFT calculations on open-shell transition metal systems are less routine than
DFT calculations on organic molecules and, every now and then, one stumbles
across a system that is imperfectly described by DFT or, specifically, by B3LYP.
There are no reasons for a blind trust in DFT and a careful comparison of cal-
culated and measured observables may grey increase the trust one can have in
the results of computations. An example where B3LYP is not doing a good job
compare with the pure GGA BP86 is the description of the Co-C bond dissoci-
ation of alkylcobalamins.310 Likewise, while the PW91 GGA seems to correctly
reproduce the S=0 ground state of MnV O porphyrins and corroles, B3LYP seems
to exhibit an undue preference for higher spin states.311–313

As it has been already commented, one notorious exception of the good per-
formance of DFT methods is the calculation of spin-state splitting energies. This
issue is particularly relevant in Chapter 4 of this thesis where hydrocarbon func-
tionalizations by an iron complex are studied. An interesting study of Swart et
al.314 addressed this issue in Fe complexes. The study recommends the use of
the GGA type OPBE functional to properly describe spin-state splitting ener-
gies. When OPBE results were compared with the reference CASPT2 data of
the study, OPBE’s mean absolute deviation energies were an order or magnitude
smaller than those of the other studied functionals. Moreover, OPBE results

c On the basis of benchmark calculation on the so-called G2 set of test molecules, the
B3LYP functional presents an average deviation from experiments of only 2.20 kcal/mol for the
atomization energies.306 Also on the extended G3 set, when only the 301 entries that are most
relevant are included, the atomization energies predicted by the B3LYP functional presents an
average error of 3.3 kcal/mol.307,308 B3LYP has also shown excellent descriptions of a variety
of Fe(IV) intermediates such as nonheme iron-oxo intermediates and iron-containing enzymes
(e.g., cytochrome P450 and soluble methane monooxygenases).50,309
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lie well within the estimated accuracy of the reference CASPT2 data. However,
among the other functionals, B3LYP results are one of the best. On this basis,
to ensure a proper description of the spin-state splitting energy, the articles re-
ported in Chapter chapter 4 of this thesis include benchmarking studies with the
OPBE functional.

Hybrid functionals are also recommended for the prediction of magnetic spec-
troscopic properties over GGA functionals. However, this thesis does not include
spectroscopic studies and I will not flesh out further the reasons why hybrid func-
tionals tend to behave better than GGA functionals in magnetic spectroscopic
properties.

In agreement with the previous paragraphs, B3LYP is the main functional
used in this thesis. It is worth noting that the studies presented in this thesis
are mainly focused in: i) describing the thermodynamics and kinetics of reaction
mechanism, for which the achievement of accurate energy values requires the
use of hybrid functionals; and in ii) describing electron-distribution patterns by
means of the analysis of the electron density, which is uniformly accurate from
different DFT functionals.315 Nevertheless, readers will find comparative analysis
between B3LYP results and the results of other functionals and methods when
it was considered necessary.
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2.2 Good computational practices for chemical
reactivity studies

Once the theoretical framework, its deficiencies and strengths, are clear, it can be
understood that, in some situations, specific strategies or special considerations
about how to process the data are necessary. In this section, some specific strate-
gies used in this thesis to achieve reliable results for chemical reactivity studies
are exposed.

General calculation of Gibbs free energies, G

Gibbs free energies are always calculated in a two-step process. In the first step,
geometries are optimized at the so-called B1 level of theory. In the second step
a higher level of theory is used (which will be referred to as B2) in order to
improve electronic energies and, sometimes, the solvent description. The general
expression of the final total Gibbs free energy (G) may be defined as:

G = Espin corr(B2) + Edisp +Gsolv(B1/B2) +Gcorr(B1) + ∆Go/∗ (2.6)

where subscripts B1 and B2 refer to the level of theory at which the final ener-
getic term is obtained.

Gcorr(B1) is the free energy correction, which includes the zero-point energy,
enthalpic and entropic contributions. This energetic term is obtained from B1
level of theory because the study of vibrational frequencies and their contribu-
tions to the internal thermal energy, enthalpy and entropy, only makes sense if
they are studied in a stationary point. Otherwise, the vibrational frequencies
obtained are incorrect, and the energetic contributions derived therefrom would
be wrong.

Gsolv(B1/B2) is the energetic term that accounts for the solvation energy (i.e.,
electrostatic and non-electrostatic terms triggered by the interactions between
solute and solvent, the formation of a solvent cavity, etc.). This term can be
computed at B1 and/or B2 level of theory, depending on which methodological
scheme is used. For example, if the geometry optimization is performed using
the desired (experimental) solvent, solvation energy correction will be already
included at the B1 level of theory. Otherwise, if the geometry optimization is
performed in gas-phase or if we want to improve the solvent description to mimic
the experimenal conditions, solvation energy corrections may be included at the
B2 level of theory.d

The Edisp (dispersion energy) term does not present any associated subscript
related with the level of theory because this semiempirical correction only de-
pends on the molecular geometry. However, as it was explained in previous sec-
tion, if this energetic contribution is considered during the optimization process,
it affects the general forces acting on atoms and, therefore, a different geometry

d Many times, geometry optimizations are already done in solvent but, nevertheless, the
final Gsolv energetic term is included at the B2 level of theory because the solvent correction
is basis dependent.
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is obtained as stationary point.

The Espin corr(B2) is the electronic energy term obtained from the highest level
of theory used, B2. The subscript spin corr states that when near-degeneracy
errors are detected, the Yamaguchi’s approach to correct the electronic energy is
applied. It is worth remembering that Chapter 4 includes computational studies
on iron complexes where near-degeneracy problems tend to occur.

Finally, the ∆Go/∗ term is the free energy change associated with the conver-
sion from a standard-state gas phase pressure of 1 atm to a given standard-state
solvent phase concentration of X M (where X is the molarity concentration of
reagents and products in agreement with experimental data). It should not be
forgotten that the principles used for the conventional thermodynamic treatment
of energetic data assume gas-phase non-interacting particles in standard-state
conditions (i.e., 1 atm and 298.15K). Thus, for going from gas-phase values to
solvent-phase values, some considerations have to be taken into account. If the
reaction keeps the molecularity (e.g. A+B→ C+D), the ∆Go/∗ energy term has
a zero value due to cancellation of terms (see equation 2.9). Otherwise, when
the chemical reaction implies changes in the molecularity (e.g., A + B → C), or
the compounds of the chemical reaction have different concentrations with each
other; the ∆Go/∗ energy term is non-zero due to entropic effects.e

The relation between the free energy change of different concentration con-
ventions (standard-state gas phase (∗) and the desired concentration in solvent
(o)) can be expressed as:

∆Go = ∆G∗ +RTln

(
Qo

Q∗

)
(2.7)

where Q is the reaction quotient (i.e., the ratio of concentrations that appear in
the equilibrium constant) evaluated with all species at their standard-state con-
centrations, expressed so that the logarithm is dimensionless; R is the universal
gas constant (1.987 cal/(Kmol)); and T is the temperature in Kelvin.316

For example, considering the following reaction,

A+B → C (2.8)

the reaction quotient Q is [C]/[A][B] and A, B, and C concentrations at the
standard-state gas phase ([A]∗=[B]∗=[C]∗) of 1 atm may be derived from the
ideal gas law as 1

24.5 mol/L. Then, if we assume a standard-state solvent phase
concentration of 1M, Eq. (2.7) becomes:

∆Go = ∆G∗ +RTln

 [C]o

[A]o[B]o

[C]∗

[A]∗[B]∗

 = ∆G∗ +RTln

 1
1·1

( 1
24.5 )

( 1
24.5 )( 1

24.5 )

 =

∆G∗ +RTln

( 1
1·1

24.5·24.5
24.5

)
= ∆G∗ −RTln(24.5) (2.9)

e The entropy of translation requires concentration specifications.
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To ensure the most accurate results, we should work with the experimen-
tal concentration in solvent for each compound. An equivalent compound-by-
compound equation to equation (2.7) can be expressed as:

GoA = G∗A +RTln

(
Qo

Q∗

)
= G∗A +RTln

(
[A]exp

1
24.5

)
(2.10)

where subscript A refers to the chemical compound.

Kinetics of redox reactions

The kinetic of electron transfer (ET) processes in homogeneous phase requires
expensive multiconfigurational calculations in order to describe electronic states
properly. Then, in order to calculate electron transfer rates in outer-sphere pro-
cesses, it is widely accepted to use the classical Marcus formalism.317–319 Ac-
cording to this approximation, the energy barrier of an electron transfer reaction
depends on its thermodynamics (∆G) and the total reorganization energy (λt) of
the system involved in the redox reaction. The free energy barrier for an electron
transfer process can be approximated as:

∆G‡ =
(∆G+ λt)

2

4λt
(2.11)

The total reorganization energy is expressed as the sum of the inner (λint) and
outer (λout) reorganization energies. The λint refers to the energy contribution
due to geometrical changes of the molecules when the electronic state change,
i.e., it is the energy necessary to reorganize the geometry of the molecule in the
equilibrium position of its redox counterpart, while λout is related with solvent
reorientations and polarizations around the species involved in the redox reaction.

Using Klimkans and Larsson formula, λint can be expressed as (in accordance
with colors of Figure 2.2):

λint =
λint(OX) + λint(RED)

2
=

EOX(xred)− EOX(xox) + ERED(xox)− ERED(xred)

2
(2.12)

where λint(OX) is the energy difference of the oxidized species between their op-
timized geometry (xox) and the geometry of reduced species (xred) evaluated at
the oxidized species potential electronic surface. In turn, λint(RED) is the energy
difference of the reduced species between their optimized geometry (xred) and
the geometry of oxidized species (xox) evaluated at the reduced species potential
electronic surface (Figure 2.2).

The outer reorganization energy has been calculated assuming a continuum
solvent model as:

λout = (∆q)
2

(
1

2r1
+

1

2r2
− 1

R

)(
1

εop
− 1

εs

)
(2.13)

where ∆q is the charge transferred, r1 and r2 are the effective radii of the pre-
cursor molecules, R is the effective radius of the whole precursor complex, and εs
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h!

Figure 2.2: Schematic representation of how to obtain the energy terms of the
classical Marcus formalism.

and εop are the static and high frequency (optical) dielectric constants of the sol-
vent. r1, r2, and R are obtained from the molecular volume of the corresponding
species (keyword “volume” in Gaussian09) and assuming a spherical shape.

Evaluation of the Self-Interaction Error, SIE

As previously noted in the “Deficiencies of DFT” section, SIE artificially stabi-
lizes delocalization to minimize the incorrect excess of Coulomb interaction that
is not cancelled by the approximate exchange-correlation term (Exc). The third
term of equation 2.4 shows that the classical Coulomb repulsion has a quadratic
dependence of the density (J [ρ] ∝ ρ2). Thus, if instead of having repulsion be-
tween units of density localized in one of the two non-interacting centers (ρ2),
the charge is delocalized between the two non-interacting centers having half unit

density each (2 ·
(
ρ
2 )2
)

= ρ2

2 ), the Coulomb repulsion decreases and the system is
stabilized.

Whether or not a calculation is suffering SIE effects can be evaluated using
the following equation, where the delocalization error is computed at 60Å:320

∆E
deloc

(
60Å

) = E(A−B)
60Å
− E(A)− E(B)− 1

4πε0

Q1Q2

60Å
(2.14)

The first term of the equation refers to the energy of the whole system, where
the two centers that may be effected by density delocalization (center A and
center B) are separated by 60Å. The third and fourth terms refer to the energies
of the isolated center A and B, respectively, and the last term is the Coulomb
interaction between charges Q1 and Q2 at the given distance, 60Å. Q1 and Q2

charges concern the charges of the A and B centers, and the ε0 term refers to the
relative dielectric constant of the media where the analysis is performed (1.0 at
vacuum, 37.5 at acetonitrile solution, etc.).

If there is no self-interaction error, the energy of the first term of equation 2.14
will cancel with the other ones (i.e., the sum of the energy of the two isolated

75



CHAPTER 2. METHODOLOGY AND COMP. CHEM. TOOLS

centers plus the classical Coulomb interaction between them will be the same
as the energy of the whole system) and ∆E

deloc
(

60Å
) will retrieve a zero value.

Meanwhile, if there is SIE, the first term will be overstabilized (will present a
more negative electronic energy that it should be) and equation 2.14 will retrieve
negative values.

When SIE takes place, there are several options to try to improve the energetic
description of the system. Several self-interaction corrected (SIC) functionals
have been constructed. However, their use may worsen the description of the
system in other components. Then, alternative options to avoid SIE effects in
energetic terms are the addition of solvent (if it was still not considered) and/or
the addition of counterions or point charges in the calculation.

Non-singlet-determinant state energies

As stated above, in order to recover the nondynamic correlation energy that is as-
sociated with the multi-determinantal wavefunction, single-determinantal models
like HF and DFT are allowed to break the spin symmetry, i.e., to use different
spatial orbitals for α and β spins. However, this approach do not avoid energetic
errors due to near-degeneracy problems.

The resulting two sets of spatial orbitals are not orthogonal and the unre-
stricted determinant resultant is not an eigenfunction of the total spin operator
〈S2〉. In fact, the evaluation of 〈S2〉 does not return the expected eigenvalue
(e.g., 〈S2〉=0 for singlet states, 〈S2〉=0.75 for doublet states, and so on) but a
value proportional to the mixture of spin states. We can express the computed
value of the 〈S2〉 operator of the broken-symmetry situation (BS) as:

〈S2〉BS = α〈S2〉(S+1) + (1− α)〈S2〉pure , (2.15)

where 〈S2〉(S+1) is the value of the total square spin angular momentum operator
of the afterward spin state which is near-degenerated with the spin state we are
studying, 〈S2〉pure is the the expected value of the operator for the spin state we
are studying, and α is the proportionality weight factor.

The same mixture of spin states depicted on the value of the 〈S2〉 operator is
carried over to the energy value. Thus, an equivalent expression of equation 2.15
can be expressed for the energy:

EBS = αES+1 + (1− α)Epure , (2.16)

where α is the same proportionality weight factor as in equation 2.15, and ES+1

and Epure are the energy of the afterward spin state which is mixed with the spin
state we are studying and the expected non-contaminated energy of the spin state
we are studying, respectively.

From the combination of equations 2.15 and 2.16 results the Yamaguchi ex-
pression to compute the energy of the spin-purified state (Epure) in situations of
BS with near-degeneracy problems:321–323

Epure =
EBS(〈S2〉S+1 − 〈S2〉pure)− ES+1(〈S2〉BS − 〈S2〉pure)

〈S2〉S+1 − 〈S2〉BS
, (2.17)
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which is equivalent to the following two practical equations:

Epure =
EBS − αES+1

1− α
(2.18)

α =
〈S2〉BS − 〈S2〉pure
〈S2〉S+1 − 〈S2〉pure

(2.19)

Yamaguchi’s approach has been proven effective for the prediction of spin
state energy splittings in metal coordination complexes.281,324
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2.3 Tools for electron distribution analyses

The last section of the methodology chapter is addressed to electron distribu-
tion analyses. Just as there has been introduced in subsection 1.4.1, in order to
obtain a whole picture of the construction of molecules, it is necessary to know
the electron distribution or the bonding pattern. Since Lewis theory325 (or since
the basics of quantum chemistry) most of chemistry is rationalized by the use of
atoms (or electrons) as building blocks of the molecular system. Thus, concep-
tually, molecular partitions (in atomic regions or in regions with high electron
localization, for example) have an irrefutable utility because they allow us to
connect the final chemical system with their constituents.

As I hope to have been able to reflect in Chapter 1, studies of the construc-
tion and properties of molecules based on analyses of the electron distribution
represent an important part of this thesis. Besides, electron distribution analyses
are key ssupplementary studies of chemical reactivity.

Following the same scheme to classify electron partitioning strategies as de-
scribed in subsection 1.4.1, the partitioning strategies will be divided and defined
as: i) Hilbert-space partitions; and ii) molecular-space partitions.

2.3.1 Molecular-space partitions

There are different molecular-space functions that can be used to define different
electronic regions. However, the molecular function that has certainly been the
most examined on electron distribution analyses is the electron density. The
selection of the electron density has two main advantages: i) when it is studied
by topological techniques, atomic partitions are naturally recovered; and ii) the
atomic partitions are one of the best well-defined approach to divide the molecule
into its constituents and to rationalize the electronic structure and properties.

Topology of the electron density

The topological analysis of the electron density was introduced by Richard F. W.
Bader in 1990226 and a whole theory has been developed based on this analysis,
the Quantum Theory of Atoms in Molecules, QTAIM. Within the framework of
QTAIM, atomic populations and charges, electron localization indices, or popu-
lation variances, among other chemically relevant information, can be defined.

In order to perform the QTAIM study, the electron density is analyzed through
the identification of critical points (CPs), i.e., points where the first derivative
of the electron density function is equal to zero.

~∇ρ(~r) =~i
∂ρ(~r)

∂x
+~j

∂ρ(~r)

∂y
+ ~k

∂ρ(~r)

∂z
= ~0 (2.20)

Then, in order to characterize these CPs, the second derivatives of the density
are analyzed at those positions. All these second derivatives of the density are
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collected in the so-called Hessian matrix, H:

H(~rc) =


∂2ρ(~r)
∂x2

∂2ρ(~r)
∂x∂y

∂2ρ(~r)
∂x∂z

∂2ρ(~r)
∂y∂x

∂2ρ(~r)
∂y2

∂2ρ(~r)
∂y∂z

∂2ρ(~r)
∂z∂x

∂2ρ(~r)
∂z∂y

∂2ρ(~r)
∂z2


∣∣∣∣∣∣∣∣
~r=~rc

(2.21)

The Hessian Matrix is a real symmetric matrix, thus, it can be transformed
into its diagonal representation via unitary transformation, U−1HU = Λ.

Once diagonalized, the diagonal values are the eigenvalues λ1, λ2 and λ3 and
they correspond to the curvatures of the density with respect to the three prin-
cipal axes, x’, y’, and z’, respectively, at the given point, ~rc.

Λ =


∂2ρ(~r)
∂x′2 0 0

0 ∂2ρ(~r)
∂y′2 0

0 0 ∂2ρ(~r)
∂z′2


∣∣∣∣∣∣∣
~r′=~rc

=

 λ1 0 0
0 λ2 0
0 0 λ3

 (2.22)

Interestingly, the trace of the Hessian matrix is invariant with respect to the
rotation of the coordinate system and it is known as the Laplacian of the one-
electron density, ~∇2ρ(~r):

~∇2ρ(~r) =
∂2ρ(~r)

∂x2
+
∂2ρ(~r)

∂y2
+
∂2ρ(~r)

∂z2
(2.23)

The values and signs of the eigenvalues λ1, λ2 and λ3 characterize the critical
points. In QTAIM the complete nomenclature for critical points is denoted as
(ω, σ). The ω term is the rank, which is the number of non-zero curvatures
of the Hessian. In our compounds the rank is typically 3 because neither λ1,
nor λ2, nor λ3 are equal to zero. The σ term is the signature and it refers to
the difference between the number of positive and negative eigenvalues. Each
positive curvature contributes +1 to the signature and each negative curvature
adds -1. According to ω and σ definitions, we can classify the critical points as
maxima, minima, or saddle points, giving four CP types:

(3,-3) Nuclear Critical Point (NCP), Attractor or Atomic Critical
Point: All the curvatures of the Hessian are negative and the point is a lo-
cal maximum. These points usually coincide with an nucleus position and every
atom-in-molecule within QTAIM is characterized by one, and only one, (3,-3)
attractor. Although it is not highly usual, one may localize local maxima of the
electron density not related with any atomic position. As stated before in the
Introduction chapter, these CP are called Non-Nuclear Attractors (NNAs),
and it will be a widely-used concept in chapter 6.

(3,-1) Bond Critical Point (BCP): BCPs show two negative curvatures of
the Hessian and a positive one. Bond critical points are found between two NCP
and, in general, indicate the presence of a chemical bond.

(3,+1) Ring Critical Point (RCP): RCPs show two positive curvatures of
the Hessian and a negative one. RCP can be found on the vicinity of the center
of chemical rings.
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(3,+3) Cage Critical Point (CCP): In CCP, all the curvatures of the Hes-
sian are positive, that is, it is a local minimum of the electron density. Its presence
indicates a cage structure and the CCP locates close to its center.

If a proper characterization of the topology of the electron density has been
possible, CPs will fulfill the Poincaré-Hopf relationship:

nNCP − nBCP + nRCP − nCCP = 1 , (2.24)

and the definition of natural partitions of atoms in molecules by the QTAIM
framework will be possible. In order to define the boundaries of each atomic
region, the gradient vector field of the electron density, ~∇ρ(~r), is analyzed. The
gradient vector field describes trajectories, also called gradient paths, that origi-
nate and terminate at a critical point, i.e., where ~∇ρ(~r) = 0 (see Figure 2.3.a).
Then, the boundaries of the atomic regions are determined by the zero-flux sur-
face in the gradient vector field of the electron density, given by:

~∇ρ(~r) · ~n(~r) = 0 ∀~r ∈ S(~r), (2.25)

where n(~r) is the unit vector normal to S(~r), the surface.

The QTAIM method has strengths and weaknesses. Since a complex topo-
logical analysis is necessary, for example, for defining complex-shaped atomic
domain or for integrating the electron population of each atomic partition, the
QTAIM method usually implies high computational costs. Furthermore, the
QTAIM method is very sensible to bad descriptions of the electron density func-
tion. For example, if the basis set used originates spikes or discontinuities on the
electron density function, a bad topological description will be obtained. Usually,
this kind of anomalies (spikes or discontinuities) of the electron density descrip-
tion are the main reason that leads to spurious NNA. On the contrary, the high
versatility of QTAIM enables the localization of non-spurious NNA.

Other atomic partition of the electron density

By the QTAIM approach, the molecular space is divided into atomic regions de-
fined by sharp boundaries. An alternative is to consider a continuous transition
from one region to another, the so-called fuzzy atom schemes. Hence, part of the
physical space is assumed to be shared to some extend by two or more atoms,
and overlapping or “fuzzy” boundaries are introduced.

As stated in subsection 1.3.2, the common way to represent ”fuzzy” schemes
is by introducing a non-negative weight function wA(~r) for each atom A and each
point of the 3D space, which satisfies the requirement of equation (1.6).

There are several fuzzy atom schemes that can be used to define atomic par-
titions of the electron density such as Hirshfeld,326 Hirshfeld-Iterative,327 the
simplest Becke atoms,328 or the topological fuzzy Voronoi cells (TFVC).329 The
difference between those fuzzy schemes is how the weight function is defined.
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Figure 2.3: Electron distribution analyses of the SO2 molecule. a) Topology of the

electron density and trajectories of the gradient of the electron density (~∇ρ(~r)) (in blue). BCP
in black and bond paths in gray. b) ELF isosurfaces with contour values 0.70 and 0.85. c)
Contour map of the electron density and isosurface with ρ=0.07. d) Relief map of the electron

density. e) Contour map of the Laplacian of the electron density, ~∇2ρ(~r). Blue isocontour lines

represent positive values and red isocontour lines represent negative values. f) ~∇2ρ(~r)=-0.05
isosurface.
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In Hirshfeld partitioning scheme, the atomic weight of atom A at a given
point in the space is determined by the ratio:

wA(~r) =
ρ0
A(~r)∑N

B=1 ρ
0
B(~r)

, (2.26)

where ρ0
A(~r) is the so-called pro-atomic electron density, a spherically-averaged

atomic electron density of the neutral atom A, and the denominator accounts for
the total sum of the pro-atomic electron density, which defines the pro-molecular
density of the system.

In the standard Hirshfeld scheme, the resulting shape of atomic domains in
the molecule are strongly dependent on the choice of the pro-atomic densities.
The iterative Hirshfeld scheme is an extension of the original Hirshfeld method
that corrects this strong dependency. By an iterative process, in the Hirshfeld-
Iterative method, the final pro-atomic densities are modified in order to inte-
grate the same number of electrons as do the atoms in the molecule. The NA
parameters (eq. 1.4a), i.e., the actual population of atom A in the molecule, are
computed iteratively. In the first iteration, the populations are computed like
in the original Hirshfeld scheme. The obtained NA are used to define the new
pro-atomic electron densities, whichare used in the second iteration to compute
the new NA. This procedure is repeated until the atomic populations (and the
pro-atomic electron densities) converge, i.e., until when the maximum value of
the difference in atomic populations between two iterations drops below a prede-
fined threshold.

Another alternative to compute atomic weights is to use Becke’s atoms; i.e.,
the fuzzy atomic Voronoi cells introduced by Becke.328 In Becke’s atoms, the
definition of the atomic weights follows the same general strategy as in Hirshfeld
scheme:

wA(~r) =
PA(~r)∑N
B=1 PB(~r)

, (2.27)

but using cell functions, PA(~r), instead of pro-atomic densities.

Becke’s cell-functions are algebraic functions which strictly satisfy the sum
rule (eq. 1.6) and also fulfill wA(~RA) = 1 and wB(~RA) = 0. That is, the weight
function becomes zero in the vicinity of the other nuclei.f

In Becke’s approach, each atom of the system has its cell function, PA(~r),
defined as the product of a series of switching functions, sAB(~r).

PA(~r) =
∏
B 6=A

sAB(~r) (2.28)

In turn, switching functions, sAB(~r), are defined by each pair of atoms of the
system and are mainly determined by two parameters: the fixed atomic radii
used and the stiffness parameter. The former determines the size of the atomic
Voronoi cells, whereas the latter controls the shape of the cutoff profile, i.e.,

f This characteristic of the weight function is not necessarily true for Hirshfeld-based fuzzy
atom definitions.
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to which extent two neighboring atoms share the physical space between them.
In the original paper, Becke used the set of empirical atomic radii of Bragg and
Slater330 on the basis of a better performance of his numerical integration scheme.

An alternative to Becke-atom definition that uses the same scheme was pro-
posed by Salvador and Mayer.331 The main criticism in Becke’s atom definition
is the use of a fixed set of empirical radii because this might not allow the method
to be flexible enough to proper study some systems. Thus, instead of fixed radii,
Mayer et al. proposed a new criterion based on the position of the extremum
(typically a minimum) of the density along the internuclear axis connecting every
two neighboring atoms to define the location of the corresponding interatomic
cell boundary. That scheme was later referred as Becke-ρ,332 and can be consid-
ered as a good adaptation of Bader’s partitioning.

In this thesis several of these atomic partitions of the electron density have
been used to study electron distribution and molecular properties. Obviously, in
order to determine the electride character, in chapter 6, none of the fuzzy schemes
exposed above is appropriate because the fuzzy schemes presented cannot define
regions different of the atomic ones. However, in the determination of oxidation
states, several fuzzy methods to define atomic partitions of the electron density
have been used, being the topological version of the Becke’s atoms, i.e., the
topological fuzzy Voronoi cells (TFVC) approach, the atomic partition of choice.

Other molecular-space functions and their partitions

Besides the electron density, there are other molecular functions from which ad-
ditional electronic partitions can be defined. Examples of these functions are, for
instance, the Laplacian of the electron density, ~∇2ρ(~r), the electron localization
function (ELF), or the electrostatic potential (ESP). In the three previous func-
tions, the topological partitions that arise are not atomic and depend on each
function. In the following paragraphs, the Laplacian of the electron density and
the ELF will be developed because they have been used in this thesis.

The Laplacian of the electron density, ~∇2ρ(~r), is already defined in eq.
2.23. It is obtained as the trace of the Hessian matrix and, together with the
electron density, it is one of the most extensively used functions to analyze the
electron distribution. Negative values of the Laplacian account for positions
where the one-electron density function has a local maximum; thus, were elec-
trons tend to be locally concentrated. On the contrary, positive values account
for positions where the one-electron density function has a local minimum; thus,
where electrons move away from (in a given molecular context). Hence, a global
evaluation of the Laplacian give us a complete map of the electron distribu-
tion that complements the topological analysis of the electron density performed
within the QTAIM framework (see Figure 2.3.e and .f).

Although being possible, in this thesis the topological characterization of the
Laplacian of the electron density (i.e., the identification of maxima, minima, the
boundaries of the electronic regions, and so on) has not been done. In this thesis
the Laplacian of the electron density has been taken just for analyzing (and vi-
sualizing) the regions where it presented negative values as indicators of electron
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localization.

The Electron Localization Function, ELF, is another molecular function
based on the same-spin conditional pair probability. The ELF was introduced
in 1990 by Becke and Edgecombe who used this function to generate interesting
pictures of the electron localization in the atomic shell structure, as for instance
the core, lone pairs, and binding regions.228 In this thesis, the ELF and its topo-
logical characterization are used to study the electron distribution.

The conditional probability is the probability that event A will occur given
event B. Bayes’ theorem provides the formula to calculate it:

P (A|B) =
P (A ∩B)

P (B)
(2.29)

where P (B) is the probability of event B and P (A ∩ B) is the probability both
events A and event B occur. ELF measures the probability of having an electron
in the sphere of radius (~r+~s) when one electron of the same spin is known to be
at the reference position ~r, P (~r, ~r + ~s).

In order to define the probability of finding two electrons simultaneously at
two positions close in the space, we use the two-electron density or pair density,
γσ1σ2(~r1, ~r2).333 After spin integration of γσ1σ2(~r1, ~r2), one gets the spinless pair
density, which is:

γ(2)(~r1, ~r2) = N(N − 1)

∫
|ψ(~r1, ~r2, ~r3, ...~rN )|2d~s1d~s2d~r3...d~rN . (2.30)

In order to obtain the conditional pair density we just have to divide the pair
density by ρ(~r1):

P (~r1, ~r2) =
γ(2)(~r1, ~r2)

ρ(~r1)
(2.31)

Since γ(2)(~r1, ~r2) can be further partitioned in the same spin and the unlike-spin
electron contributions,

γ(~r1, ~r2) = γαα(~r1, ~r2) + γαβ(~r1, ~r2) + γβα(~r1, ~r2) + γββ(~r1, ~r2) , (2.32)

it is possible to write the Pσσ(~r1, ~r2) and Pσσ
′
(~r1, ~r2) contributions to the con-

ditional pair density as

Pσσ(~r1, ~r2) =
γσσ(~r1, ~r2)

ρ(~r1)
(2.33)

and

Pσσ
′
(~r1, ~r2) =

γσσ
′
(~r1, ~r2)

ρ(~r1)
, (2.34)

where σ, σ′ = α, β.

In order to construct the ELF expression, the same-spin conditional pair prob-
ability is expanded around the reference electron, i.e., where ~s = ~0. This is done
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in terms of a Taylor series.

Finally, with the defined spherically averaged same-spin pair density, Dσ,
which it was defined just taking the leading term of the Taylor expansion (eq.
2.35), Becke and Edgcombe calculated the relative ratio with respect to the same
quantity for the homogeneous electron gas, D0

σ (eq. 2.36).

Dσ =
1

2
∇2
sP

σσ(~r, ~r + ~s)|~s=~0 , (2.35)

D(~r) =
Dσ(~r)

D0
σ(~r)

. (2.36)

The probability of observing an electron with spin α when there is already
another electron with the same spin nearby is lower when the latter electron is
localized. Thus, the more electron localization the lower the same-spin condi-
tional pair probability values (Dσ ↓−→ D(~r) ↓ ). Thus, although the relative
ratio can recover the chemical structure, Becke and Edgecombe considered nec-
essary to scale the aforementioned ratio in order to range the electron localization
measure in the interval [0,1]:

ELF (~r) = η(~r) =
1

1 +D(~r)2
=

1

1 +
(
Dσ(~r)
D0
σ(~r)

)2 , (2.37)

where ELF=1 corresponds to a completely localized situation, ELF=0 corre-
sponds to a delocalized system, and ELF=0.5 is the value one should obtain for
the homogeneous electron gas (see Figure 2.3.b).

2.3.2 Hilbert-space partitions

In molecular-space partitions, the partition is achieved by the topological study
of the molecular functions. In contrast, in Hilbert-space partitions, the parti-
tion is based on the basis set used to define the wavefunction. In principle, one
can use any basis set from the Hilbert-space to expand a wavefunction (for in-
stance atomic orbitals constructed from Slater or Gaussian primitive functions, or
plane waves); however, since these basis functions are usually centered in atoms,
Hilbert-space partitions tend to divide the molecular system into atomic regions.

In this context, any molecular quantity can be decomposed in terms of atomic
contributions by means of a Hilbert-space analysis by expressing the quantity in
terms of the basis functions. For instance, a molecular orbital can be rewritten
as a sum of its atomic counterparts as:

φMO
i (~r) =

∑
A

φAi (~r) =
∑
A

∑
µ∈A

cµiχµ(~r) , (2.38)

where χµ are the basis functions centered in atom A and cµi are the coefficients
of the atomic orbitals.
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Such kind of atomic decomposition is available in most of the computational
softwares under the name of Mulliken’s population analysis, who was the first to
suggest this procedure already in 1955.201

We can apply the same decomposition procedure to the electronic density. It
can be written in terms of the atomic orbital basis as:

ρ(~r) =

N∑
i=1

|φi(~r)|2 =

N∑
i=1

φ∗i (~r)φi(~r)

ρ(~r) =

N∑
i=1

∑
ν

c∗νiχ
∗
ν(~r)

∑
µ

cµiχµ(~r)

ρ(~r) =

N∑
i=1

∑
ν

∑
µ

cµiciνχ
∗
ν(~r)χµ(~r)

ρ(~r) =
∑
µν

Dµνχ
∗
ν(~r)χµ(~r) (2.39)

where D is called first-order density matrix and it is a matrix representation of
the electron density in terms of molecular orbitals

Dµν =

N∑
i=1

ωicµiciν . (2.40)

In order to define a more general first-order density matrix of the system (i.e.,
valid for different types of molecular orbitals), the occupation numbers of the
molecular orbitals, ωi, have to be also taken into account.

By integrating eq. 2.39 one obtains the total number of electrons of the
system,

N =

∫
ρ(~r)d~r =

∑
µν

Dµν

∫
χ∗ν(~r)χµ(~r)d~r =

∑
µν

DµνSνµ =
∑
µ

(DS)µµ (2.41)

The integration in equation 2.41 refers to the entire space, and the involved
integrals over the basis set are the overlap integrals, the scalar products over the
basis functions:

Sνµ =

∫
χ∗ν(~r)χµ(~r)d~r. (2.42)

Note that the summations at the equation 2.39 run over all basis functions (ν
and µ), irrespective of where they are centered. However, one of the summations
can run over only the basis functions attached to one atom (e.g., A):

µ ∈ A;
∑
µ∈A

∑
ν

Dµνχ
∗
ν(~r)χµ(~r) = ρA(~r). (2.43)

If we integrate (to the entire space) the above expression we obtain the so-called
Mulliken Gross atomic population of atom A.∫

ρA(~r)d~r =
∑
µ∈A

∑
ν

DµνSνµ =
∑
µ∈A

(DS)µµ. (2.44)
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Besides, if both µ and ν summations run over only the basis function attached
to one atom, we obtain the Hilbert-space definition of intraatomic densities:

µ ∈ A, ν ∈ A :
∑
µ∈A

∑
ν∈A

Dµνχ
∗
ν(~r)χµ(~r) = ρAA(~r) , (2.45)

which, despite being integrated to the entire space, give rise to the intraatomic
population, the Mulliken Net atomic population of atom A∫

ρAA(~r)d~r =
∑
µ∈A
ν∈A

DµνSνµ. (2.46)

Equations 2.43 and 2.45 are the equivalent Hilbert-space expressions of equa-
tion 1.5a and 1.5b, respectivelly, which are the 3-D or molecular-space expressions
within the fuzzy formalism of the Gross and Net atomic densities.

2.3.3 Effective Oxidation States Analysis

The last tool for electron distribution analysis that has been used in this thesis
is the Effective Oxidation State, EOS, approach (chapter 5).

The EOS approach relies on the achievement of the effective atomic orbitals
(eff-AOs) of Mayer and their occupations for each atom (or fragment) of the sys-
tem. The eff-AOs were introduced by Prof. Mayer with the aim of recovering
the classical concept of the electron configuration (1s, 2s, 2p orbitals or their
hybrids) of an atom within a molecule from the a posteriori analysis of the wave-
function.334 Specifically, eff-AOs are obtained by the diagonalization of the Net
atomic population of each atom (or each fragment).

As we have just seen above, net atomic populations can be expressed within
a Hilbert-space or 3D-(molecular-)space formalism:∫

ρAA(~r)d~r =
∑
µ∈A
ν∈A

DµνSνµ = QAµν ; Hilbert-space formalism (2.47)

∫
ρAAd~r =

∫
wA(~r)wA(~r)ρ(~r)d~r = QAii ; 3D-space formalism (2.48)

In both situations, to obtain the eff-AOs, the Net atomic population matrix,
QA, can be diagonalized by the unitary matrix UA

UA,†QAUA = diag{λAµ }. (2.49)

Then, the eff-AOs, χAµ (~r), for each atom are defined as linear combinations of

the intraatomic parts φAi (~r) of the MOs as:

χAµ (~r) =
1√
λAµ

nA∑
i=1

UAiµφ
A
i (~r); µ = 1, 2, ..., nA, (2.50)
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where nA is the number of non-zero eigenvalues λAµ . The latter are the corre-

sponding occupation numbers of the eff-AOs, with 0 < λAµ ≤ 1.

Once eff-AOs and their occupations are obtained, a fundamental part of the
EOS approach is how this information is used. As it has been already commented
in section 1.3.2, all eff-AOs of the system are arranged by the decreasing occu-
pation number and filled by electrons until electrons are exhausted. However,
one could think that the easiest avenue would have been to simply round up the
occupation numbers of the eff-AOs to the nearest integer. Such a naive approach
would have several disadvantages. First, one may end up with different number
of electrons than were originally in the molecule (typically less because the sum
of the net populations is smaller than the number of electrons). Second, the val-
ues of the occupation numbers may differ from one atomic definition to another,
leading to an undesired strong dependence upon the particular atomic definition
used in the eff-AO construction.

Thus, the comparative approach used to assign the electron (comparing the
occupation numbers of all the eff-AOs of the system) appears more appropriate
than the independent rounding of the occupation numbers of the eff-AOs.

Another consideration, in order to conserve the number of alpha and beta
electrons of the system in the process, is that one should obtain the eff-AOs
associated with the alpha and beta intraatomic density separately. Thus, working
with the spin-resolved version of equation 2.50, the following expression, should
be our choice if our system is not a closed-shell singlet spin state:

χA,σµ (~r) =
1√
λA,σµ

nσ∑
i=1

UA,σiµ φA,σi (~r); µ = 1, 2, ..., nA (2.51)

where σ = α, β, and λA,σµ are the corresponding occupation numbers of the spin-
resolved eff-AOs.

Finally, another feature introduced by the EOS approach was a simple global
index to quantify the reliability of the formal picture of the OSs obtained. The
occupation numbers of the frontier eff-AOs, namely, the last occupied, λσLO,
and the first unoccupied, λσFU , eff-AOs, can be used to indicate how close the
formal picture given by the EOS is to the electronic distribution of the system.
Ideally, these occupations should be close to 1 and 0, respectively, but such values
are only expected for non-interacting atoms. Since the EOS are determined by
integer electrons, we assume that when λσLO and λσFU differ by more than half
an electron the assignation of EOS is considered as indisputable. Thus, for each
spin state, we proposed the following expression for the spin reliability index:

Rσ(%) = 100min(1,max(0, λσLO − λσFU + 1/2)) (2.52)

and then R=min(Rα, Rβ); that is, the overall R index is the minimum value
obtained for either the alpha or beta part. The larger the R value, the closer
the overall assignation of the EOS is to the actual electronic structure of the
system. Note that R can take values from 0 to 100%; where a value of 50% indi-
cate absolute competition among the description of two possible OSs, and where
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values below 50% indicate that the assignation of the electrons has not followed
an aufbau principle according to the occupation numbers of the eff-AOs.
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Chapter 3

Objectives

In this thesis state-of-the-art computational tools are applied to the different
constituents of chemical science, i.e., reactivity, properties, and construction of
molecules. The knowledge in this varied set of constituents provides a detailed
general pictures of any studied system. The computational chemistry allows a
more accurate description of some aspects of the chemical processes than experi-
mental chemistry since many intermediates and transition states of the chemical
reaction cannot be detected by experimental techniques. Moreover, computa-
tional chemistry also allows a more detailed description of molecular structures
than experimental techniques since the physical electron distribution (expressed
in terms of wavefunction or electron density function) can be easily obtained from
quantum-chemical calculations. Finally, computational chemistry also provides
a deep understanding of molecular properties by correlating them with direct op-
erators of physical observables or different indicators (e.g., the correlation of the
aromaticity with electron delocalization indices, or the correlation of oxidation
states with indices that retrieve the localization and ionicity). Thus, in order
to delve deeper into the overall description of chemical systems by theoretical
means, this thesis encompass different computational studies that together cover
all the three divisions of chemical science. For each division (reactivity, prop-
erties, and construction of molecules) specific goals that have a general interest
were set out. These specific goals are summarized in the following lines.

Reactivity: Homogeneous catalysis by first-row transition metals has be-
come a central research area in the last decades, especially when it deals with
functionalization of non-activated hydrocarbons. Two functionalization processes
of complementary interest are: i) the hydroxylation of alkanes by M=O units,
and ii) the functionalization of non-activated arenes by M=C units. While the
former has been widely studied (Cyt P450s, the most studied biological oxyge-
nases, catalyze this reaction, whose mechanism was already described in 1976),
the first biological examples of the latter (using a TM of the first row) were
not reported until 2014. The experimental groups of Dr. Miquel Costas and
Prof. Pedro J. Pérez proved that the biomimetic aminopyridine iron catalyst
[(PyTACN)FeV ]2+ shows catalytic power on these two processes. In view of this
situation, we set two different objectives (chapter 4):

· Understand the effects of the substrate and solvent in the alkane hydroxy-
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lation mechanism of biomimetic Fe(V)=O catalysts. Rationalize if these effects
(substrate or solvent) can explain the key differences on the reaction mechanisms
of alkane hydroxylation processes by Fe(V)=O catalysts reported in literature
(section 4.1). Mainly, there is controversy if the reaction mechanism is always
stepwise or concerted in some cases.
· Elucidate the reaction mechanism of the chemoselective functionalization of

the C-H bond of benzene by carbene-insertion. Provide a deeper insight of the
features that allowed our iron-carbene catalyst to achieve the first chemoselective
carbene-insertion reaction into C-H bonds (section 4.2). Up to now, reactions
between benzene and metal-carbene catalysts always produced a mixture of in-
sertion and addition products that prevented its application in the synthetic
chemical industry.

Properties: The oxidation state (OS) concept has utmost relevance in many
branches of chemistry and it is a central cross-cutting property. Coinciding with
the new era of the OS concept (new IUPAC’s definition as well as practical al-
gorithms to its determination), Dr. Pedro Salvador’s group has published a new
computational tool for the determination of OSs (the so-called EOS method).
Little attention has been paid to the resolution of OS from first principles be-
yond the tacit assumption that their role is merely to provide partial atomic
charges. Thereby, we proposed (chapter 5):

· Ascertain the applicability of the EOS method to determine OSs.
· Provide new insights about the OS property based on a benchmarking study

(e.g., provide new understandings in those situations where the ionic approxima-
tion (IA) proposed by the IUPAC shows ambiguities or limitations).

Construction: Electrides are among the most intriguing species lately dis-
covered in terms of electronic structure. The feature of an isolated electron con-
stituting the anionic part of electrides has been widely studied in the solid lattice.
However, the possibility of the existence of truly electrides beyond the solid state,
i.e., molecular electrides at gas phase, had never been studied in detail before.
The assignation of molecules as molecular electrides was done according to the
presence of diffuse excess electrons on high-lying occupied orbitals or large values
on nonlinear optical properties (NLOPs), but not determining the presence of
isolated electrons in the electronic sturcture. Thus, we proposed (chapter 6):

· Examine the electronic structure of molecules previously labeled as electrides
by means of different methods that are consistent with the presence of an isolated
electron.
· Investigte if molecular electrides can exist and provide means to characterize

and distinguish them from other similar species.
· Provide some guidance on the design of new electrides.

92



Chapter 4

Functionalization of C-H
bonds of hydrocarbons by
iron catalysts

93





CHAPTER 4. C-H BOND FUNCTIONALIZATION BY IRON CATALYSTS

4.1 Computational Insight into the Mechanism
of Alkane Hydroxylation by Non-Heme
Fe(PyTACN) Iron Complexes. Effects of the
Substrate and Solvent

Postils, V.; Company, A.; Solà, M.; Costas, M.; Luis, J.M. Computational
Insight into the Mechanism of Alkane Hydroxylation by Non-Heme
Fe(PyTACN) Iron Complexes. Effects of the Substrate and Solvent.
Inorg. Chem. 2015, 54, 8223-8236. DOI: 10.1021/acs.inorgchem.5b00583.
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ABSTRACT: The reaction mechanisms for alkane hydroxylation
catalyzed by non-heme FeVO complexes presented in the literature
vary from rebound stepwise to concerted highly asynchronous
processes. The origin of these important differences is still not
completely understood. Herein, in order to clarify this apparent
inconsistency, the hydroxylation of a series of alkanes (methane and
substrates bearing primary, secondary, and tertiary C−H bonds)
through a FeVO species, [FeV(O)(OH)(PyTACN)]2+ (PyTACN =
1-(2′-pyridylmethyl)-4,7-dimethyl-1,4,7-triazacyclononane), has
been computationally examined at the gas phase and in acetonitrile
solution. The initial breaking of the C−H bond can occur via
hydrogen atom transfer (HAT), leading to an intermediate where
there is an interaction between the radical substrate and [FeIV(OH)2(PyTACN)]

2+, or through hydride transfer to form a
cationic substrate interacting with the [FeIII(OH)2(PyTACN)]

+ species. Our calculations show the following: (i) except for
methane in the rest of the alkanes studied, the intermediate formed by R+ and [FeIII(OH)2(PyTACN)]

+ is more stable than that
involving the alkyl radical and the [FeIV(OH)2(PyTACN)]

2+ complex; (ii) in spite of (i), the first step of the reaction mechanism
for all substrates is a HAT instead of hydride abstraction; (iii) the HAT is the rate-determining step for all analyzed cases; and
(iv) the barrier for the HAT decreases along methane → primary → secondary → tertiary carbon. The second part of the
reaction mechanism corresponds to the rebound process. Therefore, the stereospecific hydroxylation of alkane C−H bonds by
non-heme FeV(O) species occurs through a rebound stepwise mechanism that resembles that taking place at heme analogues.
Finally, our study also shows that, to properly describe alkane hydroxylation processes mediated by FeVO species, it is essential to
consider the solvent effects during geometry optimizations. The use of gas-phase geometries explains the variety of mechanisms
for the hydroxylation of alkanes reported in the literature.

I. INTRODUCTION

Reactions involving functionalization of alkane C−H bonds are
of interest because they enable reactivity into otherwise inert
molecules.1,2 Alkane hydroxylation processes (AHPs) have
importance in enzymatic oxidations that participate in metabolic
paths, xenobiotic detoxification, and biodegradation, among
others.3−6 Furthermore, alkane C−H oxidation reactions find
major interest in current organic synthesis.7,8 Particularly
interesting are C−H oxidation processes mediated by iron-
based species that occur with retention of the configuration at the
hydroxylated carbon. Stereospecific hydroxylations find ample
precedent in iron oxygenases, cytochrome P-450 being a
paradigmatic case.3 However, they are difficult to reproduce
with synthetic complexes because the combination of oxidants
with iron compounds very easily results in the formation of
Fenton-like free diffusing radical processes.8−14 The preparation
of non-heme FeIV(O) complexes during the past decade has
represented a major step forward, reproducing the chemistry
taking place at non-heme iron-dependent oxygenases, and has

prompted the investigation of their reactivity in alkane C−H
oxidation.15,16

Non-heme FeIV(O) species have been shown to be capable of
breaking the strong C−H bond of alkanes via a hydrogen atom
transfer (HAT) reaction.17,18 Close investigation of the non-
enzymatic reactions shows that long-lived carbon-centered
radicals are produced after the initial HAT.19,20 Thus, these
reactions fundamentally depart from stereoretentive processes.
In parallel studies, a series of iron complexes containing
aminopyridine ligands have been shown capable of mediating
stereospecific C−H hydroxylation reactions upon reaction with
hydrogen peroxide, and therefore their mechanism of action does
not involve generation of free diffusing radicals.9−11,21

Among the non-heme iron complexes that are catalytically
active in AHPs we can mention the perferryl [FeV(O)(OH)-
(PyTACN)]2+ (PyTACN = 1-(2′-pyridylmethyl)-4,7-dimethyl-
1,4,7 triazacyclononane) species, that is formed upon reaction of
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the [FeII(CF3SO3)2(PyTACN)] catalyst with excess of H2O2 in
acetonitrile (Scheme 1a−c). The capability of perferryl
complexes to catalyze AHPs has been proven experimentally
and computationally.22−24 This reaction occurs with stereo-
retention at the hydroxylated carbon site, indicating that long-
lived carbon centered radicals or cations are not involved. Other
complexes studied in the literature that have also been proposed
to involve FeV(O) species include: [FeV(O)(OH)(L)]2+ (where
L = TPA (TPA = tris(2-pyridylmethyl)amine) and related),21,25

[FeV(O)(L)]+ (where L = dpaq (dpaq =2-[bis(pyridin-2-
ylmethyl)]amino-N-quinolin-8-yl-acetamidate),26 and [FeV(O)-
(TAML)]− (TAML= tetraamido macrocyclic ligand) and
related.27−29 However, the reaction mechanisms for alkane
oxidation processes catalyzed by FeV(O) complexes presented in
literature show important differences among them, whose origin
is not completely understood.23,25,29,30 In all cases reaction of the
FeV(O) (A) species with an alkane starts with a HAT from the
C−H bond by the iron-oxo group and then several different
hypothetic pathways are proposed (Scheme 2). The most

accepted one is the “rebound mechanism” where the HAT forms
an alkyl radical intermediate (R•) that interacts with a bishydroxo
FeIV(OH)2 species (B) that leads to the final hydroxylated
products (path a in Scheme 2). This rebound mechanism for
alkane hydroxylation catalyzed by non-heme FeV(O) species was
proposed in previous density functional theory (DFT) studies as,
for instance, in a work of methane and acetonitrile hydroxylation
by [FeV(O)(OH)(TPA)]2+.25

A second proposed mechanism involves direct formation of
the hydroxylated products through a concerted highly
asynchronous mechanism (path b in Scheme 2). The transition
state in this single step process is given by the HAT, which is
followed by the C−O bond formation without the generation of
any intermediate. For instance, this asynchronous concerted
mechanism was proposed for the cyclohexane hydroxylation
catalyzed by [FeV(O)(OH)(L)]2+ (L = tetradentate bispidine
ligand)32 and by [FeV(O)(OH)(PyTACN)]2+.23 Finally, in the
present work we show (vide inf ra) that a third pathway where a
hydride transfer process leads to a cationic alkyl intermediate

(R+) and a bishydroxo FeIII(OH)2(L) unit (C) cannot be a priori
discarded. Transfer of one of the hydroxide ligands to R+ would
afford the final hydroxylated product (path c in Scheme 2). This
third option is similar to the proposed mechanism for the
cyclohexane chlorination by [FeV(O)(Cl)(TPA)]2+.30 There-
fore, depending on the substrate, catalysts, and method of
calculation, several authors arrived at different conclusions about
the operative mechanism in AHPs (Scheme 2). A fourth possible
mechanism where the substrate radical formed via HAT
dissociates and reacts with a second oxo-iron compound to
give the corresponding hydroxylated product is also described in
literature. This dissociative mechanism has been proposed for
the hydroxylation of alkanes catalyzed by [FeIV(O)(Bn-
TPEN)]2+,31 [FeIV(O)(N4Py)]2+31 and [FeV(O)(TAML)],28,29

and in these three cases this mechanism is supported by
theoretical and experimental evidence. Furthermore, Gupta and
co-workers suggested that the oxidation of cyclohexane catalyzed
by their synthesized biuret-substituted TAML ligand FeVO
compound may proceed by either a rebound mechanism, a
dissociative mechanism or a combination of both.28 Then, in
principle, it is plausible to propose that dissociation of the
substrate radical could be competitive with or preferable to the
rebound pathway. However, for the particular case of the
[FeV(O)(OH)(PyTACN)]2+ compound, all experimental evi-
dences conclusively discard the dissociation mechanism (see
below), and thus it has not been studied here.
The main goal of this work is to gain insight into the reaction

mechanism of AHPs studying by hydroxylation of methane,
ethane, cyclohexane, and 2,3-dimethylbutane (2,3-DMB)
catalyzed by the [FeV(O)(OH)(PyTACN)]2+ complex (Scheme
1). The studied alkanes were chosen because they bear different
types of C−H bonds (methane, primary, secondary, tertiary).
Our aim is to investigate whether hydroxylation of C−H bonds
of different nature proceeds or not through different reaction
pathways. A second goal is to analyze how solvent affects the
reaction mechanism of AHPs. To this end, we performed
calculations (i) at gas phase, (ii) at gas phase including single-
point energy corrections for dispersion and acetonitrile solvent
effects, and (iii) in acetonitrile solution (see Computational
Details section for more details). The final goal of this study is to
identify the key steps of the AHP mechanism to get a better
understanding of these reactions that ultimately should help the
design of more efficient catalysts.

II. COMPUTATIONAL DETAILS
All values presented in this computational study have been obtained
with the Gaussian 09 software package33 using the spin-unrestricted
UB3LYP34,35 hybrid DFT functional in conjunction with the SDD basis
set and the associated effective core potential (ECP) for Fe36 and the 6-
311G(d,p) basis set for the rest of the atoms. All geometry optimizations
were performed without symmetry constraints. Analytical Hessians were

Scheme 1. Ligand (a), Catalyst (b), and Substrates (d) Used in This Study, and Global Alkane Hydroxylation Reaction Catalyzed
by the Studied Catalyst (c)

Scheme 2. Proposed Mechanisms for Alkane Hydroxylation
via FeV(O)(OH)(L) Catalysts
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computed to determine the nature of stationary points (one and zero
imaginary frequencies for transition states and minima, respectively).
Furthermore, the connectivity between stationary points was
unambiguously established by intrinsic reaction path calculations.37,38

All final reported energy values were systematically corrected after
geometry optimization by removing spin-contamination using the
following expressions:39,40
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where ES and ⟨SS
2⟩ are the UB3LYP/6-311G(d,p)∼SDD electronic

energy and square total spin angular momentum of the S spin state
obtained by means of an unrestricted calculation. E(S+1) and ⟨S(S+1)

2 ⟩ are
the electronic energy and square total spin angular momentum obtained
for the (S+1) spin state computed with the same level of theory and at
the geometry of the S spin state. Espin‑corr is the spin-corrected electronic
energy.
From this general level of theory, three different computational

methodologies were used. First, we calculated relative gas-phase Gibbs
energy values (ΔGg) including spin-corrected UB3LYP/6-311G-
(d,p)∼SDD electronic energies (Espin‑corr

g ), together with thermal and
entropy corrections at 298.15 K obtained from frequency calculations
(Gcorr

g ) (eq 3). Second, we obtained relative Gibbs energies (ΔGg+corr)
that included relative gas-phase Gibbs energy values plus single-point
Gibbs solvation energies in acetonitrile solution (Gsolv‑corr

g ) and
dispersion corrections (Edisp

g ) (eq 4). Dispersion effects were calculated
using the Grimme DFT-D2 method,41 whereas solvation effects were
computed using the Polarizable Continuum Model−SMD method
developed by Truhlar and co-workers, which is based on the quantum
mechanical charge density of the solute molecule interacting with a
continuum description of the solvent.42 The solvent contribution was
obtained as the difference between the electronic energy at gas phase
and in solution both computed with the B3LYP method and the 6-
31G(d) basis set, the basis set used to parametrize the SMDmethod. All
calculated solvation Gibbs energies use a standard state of an ideal gas at
a gas-phase concentration of 1 mol/L dissolved as an ideal dilute
solution at a liquid-phase concentration of 1 mol/L. The change of
conventional 1 atm standard state for gas-phase calculations to a
standard-state gas-phase concentration of 1 M requires the introduction
of a concentration-change term of 1.89 kcal/mol at 298.15 K, ΔGo/*.
Finally, in the third computational methodology used (ΔGsolv), the
effect of the acetonitrile solution and the D2 dispersion corrections were
taken into account during geometry optimization processes at the
UB3LYP/6-311G(d,p)∼SDD level of theory (Espin‑corr

solv + Edisp
solv +

Gsolv‑corr
solv ), instead of being added through single-point energy

calculations at the gas-phase optimized geometries (eq 5). Then,
following the approach suggested by Cramer et al., Gibbs energy
corrections at 298.15 K obtained from frequency calculations at the
solvent-phase optimized geometries (Gcorr

solv) were added.43 We can
summarize the energy contributions included in each approach as
follows:
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Unless otherwise noted, energies discussed in this work were
obtained using eq 5. In the Supporting Information (SI), we provide
tables with energies obtained using eqs 3 and 4.
The rigorous accurate computational study of electron-transfer (ET)

processes in solvent requires expensive multiconfigurational calculations
in order to describe electronic states properly. Moreover, the search of
the ET barrier in solution, at UB3LYP/SMD level of theory, did not
yield a good description of the barrier. UB3LYP/SMD led to abrupt

changes in the potential energy surfaces instead of a smooth description
of the ET potential energy profile even when the more flexible IEFPCM
model was used.44 In this work, to compute the ET barriers, we used the
widely accepted classical Marcus formalism.45,46 TheMarcus theory uses
the Gibbs energy of the redox reaction (ΔGo = ΔGprod − ΔGreact) and
the reorganization energy (λ) to calculate the ET Gibbs energy barrier
(ΔG*) through

λ
λ

Δ * = Δ ° +
G

G( )
4

2

(6)

The reorganization energy (λ) is the energy change due to the whole
chemical system (the complex and the surrounding solvent molecules)
rearrangement. It splits into inner-sphere reorganization energies, λis,
and outer-sphere reorganization energies, λos (λ= λis+ λos). λis is the
relaxation energies for the complex, while λos accounts for the required
energy to reorganize solvent distribution surrounding the complex. λis
has the precursor contribution, λis1, and the products contribution, λis2
(λis = λis1 + λis2). λis1 is the difference between the energy of products in
their ground state at the precursors geometry, E(Prod)PRE, and the
energy of products at their ground state optimized geometry,
E(Prod)OPT (eq 7). Similarly, λis2 is the difference between the energy
of precursors in their ground state at the products geometry,
E(Pre)PROD, and the energy of precursors at their ground state
optimized geometry, E(Pre)OPT (eq 8) (see Figure 1).
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Meanwhile, the λos for continuum solvent models is given by
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where Δq is the charge transferred, r1 and r2 are the effective radii of the
precursor molecules, R is the effective radius of the whole precursor
complex, and ϵs and Dop are the static and high-frequency (optical)
dielectric constants of the solvent. Radii are expressed in angstroms and,
in our case, the charge transferred is equal to 1, and ϵs and Dop for
acetonitrile are 35.688 and 1.801, respectively. The final λos value is given
in eV.

The self-interaction error (SIE) intrinsic in density-functional theory
has also been taken into account. SIE in DFT is the consequence of the
fact that the residual self-repulsion in the Coulombic term of the energy
functional is not totally canceled by the exchange part of the
functional.47,48 The SIE artificially stabilizes delocalized states, since
delocalization reduces the self-repulsion.49 Siegbahn et al. proposed a
simple approach to measure the magnitude of the SIE effects in systems
composed of a catalytic transition metal complex and a substrate
molecule.50 Their approach is based on the comparison of electronic
spin density and energy of a priori two quasi-equivalent DFT structures:
(i) the localized states of the catalyst and substrate at infinite distance

Figure 1. Schematic illustration of the procedure used for the calculation
of inner-sphere reorganization energies (λis).
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obtained from two different calculations, and (ii) the states obtained
from a single calculation of the catalyst and substrate separated by a very
long distance (e.g., 60 Å). The only difference between both types of
calculations should be the small Coulomb interaction between the
catalyst and the substrate at 60 Å. If the latter DFT calculation leads to
different electronic spin density and lower energy than the former (after

removing the effect of the Coulomb interaction), the DFT calculation of
such catalyst−substrate complex suffers SIE effects. On the contrary, if
both calculations lead to the same electronic spin density and energy,
there is no evidence of SIE effects on the catalyst−substrate complex. In
this paper we have used this approach tomeasure the possible SIE effects
of the compounds studied here (see SI for more details).

Table 1. Relative Gibbs Energies (ΔGsolv, in kcal/mol) for Radical and Cation Iron-Bishydroxo Catalyst Intermediates for
Different Spin Multiplicities

aWe were unable to optimize the intermediate in this particular electronic configuration. Key symbols: B = FeIV(OH)2; R
• = radical substrate; Irad =

B/R•; C = FeIII(OH)2; R
+ = cationic substrate; Icat = C/R+.

Table 2. Relative Gibbs Energies (ΔGsolv, in kcal/mol) for Several Radical and Cation Iron-Bishydroxo Catalyst Electronic
Configurations, Evaluated Considering Catalyst and Substrate Separated at Infinite Distancea

aValues in parentheses correspond to Gibbs energy differences within the same multiplicity species. Key symbols: B = FeIV(OH)2; R
• = radical

substrate; Irad = B/R•; C = FeIII(OH)2; R
+ = cationic substrate; Icat = C/R+.
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The AHP may involve different spin states. In our work, we have
analyzed the doublet, quartet, and sextuplet potential energy surfaces
(PESs). Superscripts in the labels of the different species along the
reaction coordinate refer to their spin multiplicity; 2, 4, and 6 stand for
doublet, quartet, and sextuplet, respectively. The relative spin state
energies of UB3LYP/6-311G(d,p)∼SDD structures have been checked
at UOPBE/6-311G(d,p)∼SDD level of theory (see Tables S4 and S5).
Previous validation studies have shown the validity of the OPBE
functional for the spin-state splittings of iron complexes.51−54 The
comparison between UB3LYP and UOPBE spin ground states indicates
that same qualitative pictures are obtained with the two functionals. The
same conclusion was drawn by de Visser et al. when comparing the spin
state splittings obtained using the UB3LYP, UBLYP, UB3PW91, and
TPSS functionals.55 For this reason, we will focus on the UB3LYP
results only.
For the cases where the energy surfaces of two spin multiplicities were

close in energy and the obtained spin crossing was reliable, theminimum
energy crossing points (MECPs) were optimized and evaluated using
Gaussian 09 together with the code developed by Harvey et al.56

III. RESULTS AND DISCUSSION
1. Electronic Structure and Stability of the Iron-

Bishydroxo Intermediate (B or C) Formed after C−H
Bond Breakage. The main difference between all pathways
suggested in Scheme 2 lies on the stability and the electronic
structure of the intermediate species that are formed after
substrate C−H breakage by the FeV(O)(OH) species (A): B/R•

(Irad) orC/R
+ (Icat). As explained above the examples reported in

the literature suggest either (i) a highly asynchronous concerted
mechanism for alkane hydroxylation (path b in Scheme 2)
without the existence of an intermediate or (ii) the rebound
mechanism through a R•/B intermediate (path a in Scheme 2).
Nevertheless, in this work several R+/C intermediates have been
optimized using different theoretical models. Furthermore, in
most of the cases they are even thermodynamically more stable
than their Irad counterparts. These results suggest that the third
pathway, labeled as path c in Scheme 2, may be also possible.
Table 1 summarizes the relativeΔGsolv stabilities of Irad and Icat

intermediates at the three different spin states studied and for all
analyzed substrates, namely, methane, ethane, cyclohexane, and
2,3-DMB. For each total spin state and iron oxidation state, only
the most stable electronic configuration has been studied. The
results show that the relative stability of methane intermediates is
clearly different from that of other substrates. Most stable
methane intermediates have the R•/B electronic structure for
each of the three spin multiplicities studied. Indeed the methyl
cation/C form could not be optimized. On the contrary, for all
other substrates, the most stable iron-bishydroxo structure is R+/
C. The Irad − Icat energy difference linearly correlates with the
ionization energies (IE) of the substrate (see Figures S9 and
S10), which can be used to predict the relative stability of the two
intermediates. Obviously, the correlation is even better if the IE
of substrates are replaced by the IE of the alkyl radicals (see
Figure S8 and below for further discussion).
Table 2 lists the relative ΔGsolv stabilities of Irad and Icat

intermediates when considering the substrate and the catalyst
separated by an infinite distance. Thus, it presents the relative
Gibbs energies of all possible combinations between the radical
with S = 1/2 (cationic with S = 0) substrate and the S = 0, S = 1,
and S = 2 spin states of the B species (S = 1/2, S = 3/2, and S = 5/
2 spin states of the C species). Only the most stable Irad
combinations shown in Table 2 were optimized as Irad
intermediates (Table 1). In agreement with the results in
Table 1, the data presented in Table 2 indicates that while
methane has an Irad form as the lowest energy state, for all other

substrates the Icat represents the lowest energy structure. The
simple model used in Table 2 does not take into account the
coupling between the substrate and the iron species. However,
the approximate values of Table 2 are useful to offer an
explanation on the relative Gibbs energies for the different
intermediates at the different spin states. For instance, the results
of Table 2 for methane point out that for S = 1/2 the lowest-lying
electronic state corresponds to the antiferromagnetic coupling of
the methyl radical and the S = 1 B species, whereas the methyl
radical/S = 0 B or methyl cation/S = 1/2 C electronic states are
more than 10 kcal/mol higher in energy.
Tables 1 and 2 show that for Icat species the most stable

multiplicity is always sextuplet, while for Irad intermediates the
lowest-lying energy structures involve always a S = 1 B moiety.
For the latter, energies between antiferromagnetic and
ferromagnetic equivalent species have always close values
indicating a weak spin coupling between the unpaired electrons
of the two fragments (see Irad species with total spin equals to S =
1/2 and S = 3/2 in Table 1). With the exception of methane, the
most stable intermediate is Icat in sextuplet multiplicity, due in
part to the extra stability given by the half-filled d shell of the iron
center. On the contrary, geometry optimization of the sextuplet
radical states, which are given by a ferromagnetic coupling
between R• and the S = 2 B catalyst, yields directly to alcohol
products without the presence of a stable intermediate.
Furthermore, results of Table 2 indicate that the doublet and
quadruplet Irad are for all the substrates more stable than the
sextuplet.
As a general trend, Icat stabilization with respect to its Irad

counterpart (ΔGsolv
Irad − ΔGsolv

Icat ) increases when the number of
carbons attached to the carbon that suffers the HAT increases
(see Table 2). Thus, the sextuplet cationic ethyl, cyclohexyl, and
2,3-DMB/B intermediates are, respectively, 13.2, 26.0, and 37.0
kcal/mol more stable than the lowest energy Irad intermediates,
while for methane, Irad is favored over cationic methyl/B by 16.3
kcal/mol. This can be easily predicted just from the ionization
energy of R• (IEsubst) and the electron affinity of the B moiety
(EAcat) (see Tables S1 and S2). For all the studied substrates but
methane the ET process is thermodynamically favorable in
solution (i.e., IEsubst − EAcat < 0).
In summary, the results obtained analyzing all possible

electronic states of the intermediates indicate that the new
proposed mechanism c of Scheme 2 could be the most favorable
for C−H oxidation at primary, secondary, or tertiary carbon
atoms.

2. Mechanistic Study of the Alkane Hydroxylation
Process (AHP). 2.a. Hydrogen Atom Transfer (HAT) Process.
[FeV(O)(OH)(PyTACN)]2+ has been proposed as the active
species in alkane22−24 and water57−59 oxidation. Moreover, its
generation and its reaction with olefins has been proved by
variable-temperature mass spectroscopy and DFT calculations.60

The cis relative disposition of the oxo and hydroxo ligands gives
two possible isomeric forms for [FeV(O)(OH)(PyTACN)]2+.
The [FeV(O)(OH)(PyTACN)]2+ isomeric form that has the oxo
group trans to a N−CH3 moiety of the PyTACN ligand is the
most stable one,23 and consequently in the present mechanistic
study it is assumed as the initial active species, A. To identify the
key steps for the AHP, in this section we study the first step of the
process, that is, the HAT process for all the studied substrates in
acetonitrile solution (see Scheme 2).
An alternative to the HAT for the first step of the mechanism is

a long-range electron transfer from the substrate to the high-
valent [FeV(O)(OH)(PyTACN)]2+. This ET first step mecha-
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nism was computationally determined by de Visser et al. as the
most viable for [Fe(O)(BQEN)(NCCH3)]

3+ (BQEN = N,N′-
dimethyl-N,N′-bis(8-quinolyl)ethane-1,2-diamine), an iron(IV)-
oxo ligand cation radical which has an extremely large electron
affinity.61 The same charge transfer first step mechanism was also
proposed on the basis of computational studies for Cpd I of
P45062 and non-heme iron(IV)-tosylimido species.63 However,
for [FeV(O)(OH)(PyTACN)]2+ the ET is always far more
endothermic than the HAT barrier, so that the ET mechanism
can be clearly ruled out (see Tables S7 and S8).

The Gibbs energy profiles for the HAT step of the four studied
substrates are presented in Figure 2. The ground state of the
initial active FeV(O)(OH) species (A4) and HAT transition
states (TSabs

4 ) are quartet spin states for all substrates, while S =
1/2 and S = 5/2 excited spin states are, at least, 4.5 kcal/mol
higher in energy. The first excited state of FeV(O)(OH) species is
the sextuplet state and the second has a doublet spin state
configuration. However, the opposite is true for the TS of the
hydrogen abstraction. The inclusion of spin contamination,
thermal, and entropy corrections have a key effect on the relative
energy of the different spin states of the intermediates and

Figure 2. (Top) Gibbs energy profiles in solution (ΔGsolv) of the HAT step for (a) methane, (b) ethane, (c) cyclohexane, and (d) 2,3-DMB (kcal/mol).
Red, blue, and green profiles correspond to doublet, quartet, and sextuplet multiplicities, respectively. (Bottom) Structures of the HAT process for 2,3-
DMB substrate in the ground state (S = 3/2). Selected distances and angles are indicated in angstroms (Å) and in degrees (deg), respectively. C atoms
are represented in gray, N in blue, O in red, Fe in orange, and H in white. Hydrogen atoms of the PyTACN ligand have been omitted for clarity.
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transition states species (see Table S4). For cyclohexane, the
calculated kinetic isotopic effect (KIE) for TSabs

4 using the
classical transition state theory expressions is 4.9, in very good
agreement with the experimental KIE = 4.3.23

Spin population analysis of A2 and A4 reveals two unpaired
electrons on the iron and one unpaired electron on the oxo ligand
antiferromagnetically or ferromagnetically coupled, respectively
(see Table S3). The presence of this antiferromagnetic coupling
translates into an important spin contamination correction in the
unrestricted calculation of A2. The electronic distribution for A6

is clearly different and shows three unpaired electrons on iron, a
partial unpaired electron on the oxo ligand and almost an
unpaired electron centered on the nitrogen atom of the pyridine
group.
Our results show that HAT Gibbs energy barriers (ΔG⧧)

decrease when the number of carbon atoms bound to the C−H
group that suffers the hydrogen abstraction increases. The same
trend is found for the Gibbs reaction energies (ΔGreac). ΔGA→Irad

becomes more exergonic when the number of carbons bound to
the C that suffers hydrogen abstraction increases. Then, whereas
the HAT step for methane is endergonic (4.1 kcal/mol), for
ethane, cyclohexane, and 2,3-DMB, the HAT process is
exergonic by −2.8, −3.7, and −6.7 kcal/mol, respectively. And
in agreement with the Bell−Evans−Polanyi principle, the
hydrogen abstraction Gibbs energy barrier evolves from 12.8
kcal/mol for methane to 8.8, 5.6, and 5.0 kcal/mol for ethane,
cyclohexane, and 2,3-DMB, respectively. Moreover, the HAT
Gibbs energy barriers (ΔG⧧) also concur with the strength of the
broken C−H bond: the highest ΔG⧧ for the strongest C−H
bond of methane, and then a lowerΔG⧧ for ethane, cyclohexane,
and 2,3-DMB, respectively. The binding dissociation energy of
the C−H bond is in part determined by the free radical stability
that follows the order methyl < primary < secondary < tertiary.64

As it was previously shown by de Visser et al.,65−67 the HAT
energy barriers of the different substrates correlates linearly with
the C−H bond dissociation energy (BDEC−H) of the substrate
abstracted hydrogen (see Figures S6 and S7). Furthermore, the
HAT energy barriers also show a good linear correlation with IEs
of the substrates (see Figure S5). The larger the IE, the higher the
HAT barrier.
In addition, our calculations also show a clear relation between

the HAT energy barrier and the TSabs geometric parameters (see
Figure 3 and Table S5). The longer (shorter) the C−H (O−H)
bond distance in the TSabs, the higher the HAT Gibbs energy
barrier, thus suggesting a “late” transition state for higher barriers,
in agreement with the predictions of the Hammond postulate.
Hence, methane has the largest C−H distance and the shortest
H−Odistance forTSabs structures (late transition state), whereas
2,3-DMB has the shortest C−H distance and the largest H−O
distance among the different TSabs structures. The HAT barrier
shows very good linear correlations with respect to the O−H
bond distance and C−H bond distance of the TSabs structures
(see Figures S1 and S2). Furthermore, as it is shown in Figures S3
and S4, the HAT barriers also correlate with the imaginary
frequencies and the spin density of the C bonded to the
abstracted hydrogen of the TSabs. The HAT barrier increases
when the absolute values of the imaginary frequency and C spin
density increase. A high value of the C spin density indicates a late
HAT transition state.
TSabs structures present a Fe−O−H angle of 108−117° for all

studied multiplicities and substrates (see Figure 3). Thus,
following Solomon and Neese terminology,68,69 the reaction
proceeds via a π-channel with an orientation of the substrate that
enhances the orbital overlap without increasing too much the
Pauli repulsion. Although we have also searched the linear σ-
channel HAT transition state for the quadruplet and sextuplet

Figure 3. TSabs structures in solution at S = 3/2 for (a) methane, (b) ethane, and (c) cyclohexane, TSabs
4 . Distances in Å and angles in degrees. C atoms

are represented in gray, N in blue, O in red, Fe in orange, and H in white. Hydrogen atoms of the PyTACN ligand have been omitted for clarity.

Scheme 3. Three Proposed Mechanisms for Alkane Hydroxylation Processes Catalyzed by [FeV(O)(OH)(PyTACN)]2+
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states, all optimizations lead to the angular π-channel for the TS
of the hydrogen abstraction. This scenario is in contrast with
HAT reactions by S = 1 FeIVO complexes, that can occur both via

σ- and π-paths.70 The presence of a CH/π interaction71 between
all substrates and the pyridine ring of [FeV(O)(OH)-

Figure 4. (Top) Gibbs energy profiles (in kcal/mol) in acetonitrile solution (ΔGsolv) of the ET and the hydroxyl ligand transfer for (a) methane, (b)
ethane, (c) cyclohexane, and (d) 2,3-DMB catalyzed by [FeIV(OH)(OH)(PyTACN)]2+. Red profiles correspond to doublet and blue ones to quartet
multiplicity states. Values in italics represent the OHtNCH2

ligand transfer, and bold values represent the OHtNCH3
ligand transfer. The values marked with

an * are approximated upper bound solutions obtained by scanning the C−O bond in linear transits from Irad to products. (Bottom) Reaction
mechanisms analyzed in the Gibbs energy profiles.

Inorganic Chemistry Article

DOI: 10.1021/acs.inorgchem.5b00583
Inorg. Chem. 2015, 54, 8223−8236

8230

CHAPTER 4. C-H BOND FUNCTIONALIZATION BY IRON CATALYSTS

104



(PyTACN)]2+ complex favors the substrate orientation that
triggers the π-channel for the hydrogen abstraction processes.
Intrinsic reaction coordinate (IRC) calculations were done for

TSabs in order to ensure connection with the active species A and
the next intermediate (Irad or Icat). The IRC calculations show
that TSabs

4 always leads to an Irad intermediate (see Figure 2).
Thus, in acetonitrile solution, the studied hydroxylation reactions
at the S = 3/2 ground state are stepwise because the HAT does
not lead directly to products, but instead an Irad intermediate is
found. However, for S = 5/2 state of ethane, cyclohexane, and
2,3-DMB and the S = 1/2 state for 2,3-DMB, TSabs directly
connects with the final products. Thus, for these excited states,
the mechanism can be defined as a highly asynchronous
concerted process. Although for all the substrates but methane
Icat is more stable than Irad, our calculations show that the first
step of themechanism is always hydrogen abstraction instead of a
hydride abstraction. Thereby, IRC calculations discard path c
suggested in Scheme 2. To achieve the more stable Icat, an ET
process through a second step would be necessary, and then the
proposed mechanisms for AHP for [FeV(O)(OH)-
(PyTACN)]2+ could be rewritten as shown in Scheme 3.
2.b. Electron Transfer versus Rebound (Hydroxyl Ligand

Transfer). As explained in the previous section, the ground state
TSabs

4 always leads to Irad. Nevertheless, after the HAT step, Irad
can evolve to the alcohol product through a hydroxyl radical
transfer (rebound step path b in Scheme 3) or can be followed by
an ET step to Icat (path c in Scheme 3). In this section the
competition between the OH radical rebound process and the
ET step is evaluated.
The ET step has been studied for the two most stable

multiplicities of Irad of ethane and cyclohexane, that is quadruplet
and doublet multiplicities. For 2,3-DMB, only quadruplet Irad has
been found. For methane Icat is less stable than Irad and the ET
was discarded. Marcus theory (see Computational Details) has
been used to analyze the kinetics of the ET processes. The
kinetics of the hydroxyl radical rebound step was determined by
optimizing the corresponding TS. Gibbs energy profiles of the

ET and OH-rebound pathways are shown in Figure 4, and the
corresponding structures for the ethane case are depicted in
Figure 5.
ForA andTSabs, the S = 3/2 spin state is the ground state for all

substrates. But for Irad, whereas the quadruplet is still the ground
state for cyclohexane and 2,3-DMB, for methane and ethane the
ground state is S = 1/2. The doublet−quadruplet (d-q)
minimum-energy crossing point (MECP) for methane, ethane,
and cyclohexane Irad intermediates is clearly lower in energy than
the quadruplet barriers for the ET and OH-rebound. However,
the major change between the doublet and quadruplet spin
density is located in the substrate carbon radical, and then the d-q
spin-crossing is likely to be not allowed due to the small spin-
coupling term of the dipole moment of the transition integral.
Nevertheless, we have studied the ET and OH-rebound on
doublet and quadruplet multiplicities. Moreover, the TSs for the
hydroxyl rebound in the two −OH groups of the
[FeIV(OH)2(PyTACN)]

2+ structure have also been studied.
OH groups are labeled as OHtNCH2

and OHtNCH3
. OHtNCH2

is the
OH that has an N−(CH2)3− group in trans (and it is the initial
oxo group), whereas OHtNCH3

has an N−(CH2)2(CH3)− group
in trans.
In Figure 4b−d, the ET processes are represented in pale

dashed lines, while the two different possible OH-rebounds are
represented in bold and italics. For all substrates, Figure 4 clearly
shows that the OH-rebound is kinetically more favorable than
the ET. For ethane, OH-rebound barriers are between 1.7 and
2.2 kcal/mol, while ET activation energies range from 23.8 to
25.5 kcal/mol. It is worth noting that the C2H5

+ moiety in Icat has
the H+ bridge C2v conformation, which is the most stable for the
free ethyl cation at the B3LYP and CCSD levels of theory (see
Figure 5).72 For cyclohexane, OH-rebound barriers are in the
interval from 0.8 to 0.9 kcal/mol, while ET activation energies are
between 8.0 and 11.2 kcal/mol. Finally, 2,3-DMB has a
barrierless OH-rebound while the ET process has an energetic
cost of 6.8 kcal/mol.

Figure 5. Structures involved in the ET and the hydroxyl ligand transfer processes for ethane. Selected distances and angles are indicated in angstroms
(Å) and in degrees (deg), respectively. Selected spin densities (in electrons) are given in blue. C atoms are represented in gray, N in blue, O in red, Fe in
orange, and H in white. Hydrogen atoms of the PyTACN ligand have been omitted for clarity.
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It is has been experimentally proved on the basis of isotopic
labeling and product analyses that the radical is short living and
does not diffuse freely in the alkane hydroxylation reaction
catalyzed by the [FeV(O)(OH)(PyTACN)]2+ complex.22−24

Therefore, in this paper the dissociation mechanism has not been
studied.
To summarize, ET and rebound Gibbs energy barriers share

the same behavior: they decrease when the number of C atoms
bonded to the radical carbon increases. Indeed both processes
account for a 1e− reduction from FeIV to FeIII and an oxidation of
the substrate. The ET is a pure electron transfer, whereas the
rebound process entails oxygenation of the substrate to form an
alcohol. Thus, in terms of the formal oxidation state of the iron
center both reactions formally account for a similar process and
share the same behavior (i.e., the barriers decrease frommethane
to 2,3-DMB), being the barriers for the rebound always lower
than the ET barriers.
2.c. The Complete Alkane Hydroxylation Mechanism. From

the results obtained in the two previous subsections it can be
concluded that (i) AHP always goes through the general rebound
mechanism (path b in Scheme 2) and (ii) Icat is never an
intermediate of the AHP mechanism. The ground state profiles
for methane, ethane, cyclohexane, and 2,3-DMB hydroxylation
are represented in Figure 6. The ground state of the active initial
species, FeV(O)(OH), is always the quartet and the hydrogen
abstraction also goes through this multiplicity (which has three
unpaired electrons on the catalyst). The Gibbs energy profiles
clearly show that the hydrogen abstraction process is the TOF-
determining transition state (TDTS).73 Irad S = 1/2 and S = 3/2
states have similar Gibbs energies for all studied substrates since
they have the same electron distribution (three electrons on the
catalyst, two in the iron d shell, and one in the oxo moiety) with
weak coupling with the substrate (ferromagnetic or antiferro-
magnetic). Then, Irad ground-state multiplicity varies between S
= 1/2 and S = 3/2 depending on the substrate (doublet for
methane and ethane and quartet for cyclohexane and 2,3-DMB)
(see Figure 5).
The OH radical rebound (TSreb) has been evaluated for

doublet and quartet multiplicities for both isomeric positions
despite the d-q spin crossing is likely to be not allowed (see
above). The rebound with the OH trans to NCH2 is always the
most favorable one and its ground state is again doublet for

methane and ethane and quartet for cyclohexane and DMB, as
for Irad (see Figure 5). For quartet spin state, the rebound with
the hydroxyl trans to NCH3 is less than 1 kcal/mol higher in
energy than the rebound with the OH trans to the NCH2moiety.
Thus, the calculations show that the rebound with the OH trans
to NCH2moiety is the most favorable one, although these results
should be taken with some caution since energy differences
between both rebounds are within the limits of precision of the
used DFT approach. The final products with the alcohol formed
fall down to sextuplet states.

3. Comparison between Gas-Phase and Solvent-Phase
Mechanisms. As previously mentioned in the introduction,
computational studies of the reaction mechanism for alkane
oxidation processes catalyzed by FeVO do not present a clearly
established pathway for many substrates and catalysts. DFT
equilibrium geometries of the intermediates and transition states
of the proposed mechanisms are usually optimized at gas phase.
In some cases, the solvent-phase corrections are included
through single-point solvent-phase corrections. Here we will
show that the single-point calculations approach to include the
solvent-phase effects is not always a good method to determine
the reaction mechanism in solution and that the solvent effects
should also be included during the optimization of the
equilibrium geometries. In the first part of this paper, depending
on the substrate two different trends for the relative stability of
the Icat and Irad intermediates have been observed in solution.
While for methane the Irad structure is the most stable, for all the
other alkane substrates Icat is the most stable form. To assess the
reliability of the different approaches given by eqs 3−5 (i.e., Gg,
Gg+corr, and Gsolv) to describe AHP properly, one substrate of
each group (methane and cyclohexane) has been studied
computationally with the three methodologies.
We have also studied the electronic structure and stability of

the iron-bishydroxo intermediates for methane and cyclohexane
at gas phase (Gg) and at gas phase including single-point
dispersion and acetonitrile solvent corrections (Gg+corr). The gas-
phase Gibbs energy of all possible combinations between the
radical (cationic) substrate and all possible multiplicities of the
catalyst at infinite distance are listed in Tables S6 and S7.
Comparison of these gas-phase (Table S6) and solvent-phase
(Table 2) values show that the acetonitrile solution stabilizes Irad
over the most stable Icat. The larger solvent stabilization of Irad as

Figure 6. Gibbs energy (in kcal/mol) profiles for methane (M), ethane (E), cyclohexane (C), and 2,3-dimethylbutane (2,3-DMB) hydroxylation
processes. Only the ground state for each substrate and structure is represented. Blue accounts for quartet and green for sextuplet ground states.

Inorganic Chemistry Article

DOI: 10.1021/acs.inorgchem.5b00583
Inorg. Chem. 2015, 54, 8223−8236

8232

CHAPTER 4. C-H BOND FUNCTIONALIZATION BY IRON CATALYSTS

106



compared to Icat is caused by the localization of the +2 positive
charge on the catalyst in the former intermediate. The solvent
relative stabilization of Irad as compared to Icat increases when the
size of the substrate increases. However, the latter effect is smaller
than the stabilization of Icat due to the reduction of IEsubst when
the size of the substrate increases. As it is well-known, the general
stability of simple alkyl carbocations follows the trend tertiary >
secondary > primary > methyl.74 Finally, we want to note that
when the single-point energy corrections for dispersion and
solvent effects are added to the gas-phase values, the values
obtained lead to the same conclusions than the results obtained
in solution (see Table S7).
The effect of the coupling between the substrate and the

catalyst has also been studied considering the whole intermediate
(substrate + catalyst) (see Table S8). Again, gas-phase and

solvent-phase results give the same general trends. However, a
few key differences between solvent- and gas-phase intermediates
appear here. In the gas phase, unlike in solution, there are no
stable Icat (Irad) intermediates for methane (cyclohexane). For
these electronic states, optimizations at gas phase lead directly to
the alcohol products without finding any stable intermediate.
The observed differences already seem to indicate that (i) gas-
phase and solution reaction mechanisms can be different for a
given substrate and (ii) for two different substrates, the reaction
mechanisms can differ even if they are computed in the same
phase (gas or solution). This may explain the diversity of alkane
hydroxylation reaction mechanisms found in the litera-
ture.23,25,29,30 For this reason, we studied the gas-phase
hydroxylation mechanisms of methane and cyclohexane and
we compared them with those obtained in solution.

Figure 7. Gibbs energy profile in kcal/mol for the AHP of methane at gas phase (Gg) (a) and at gas phase including the dispersion and solvent
corrections (Gg+corr) (b). Values in italics represent the OHtNCH2

ligand transfer, and bold values represent the OHtNCH3
ligand transfer.

Figure 8. Gibbs energy profiles in kcal/mol for the AHP of cyclohexane at gas phase (a) and at gas phase including dispersion and solvent corrections
(b). Values in italics represent products where the alcohol group comes from the OHtNCH2

.
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For methane substrate, the AHPGibbs energy profile obtained
at gas phase (Figure 7) is very similar to the one obtained in
solution (Figures 2 and 4) with the exception of the sextuplet
multiplicity state, for which the intermediate Irad cannot be
optimized at gas phase. Thus, although the Gg+corr approach
introduces only part of the solvent effects, for the methane case,
Gg+corr methodology gives a good semiquantitative description of
the solvent-phase profile.
For cyclohexane, differences between Gg, Gg+corr, and Gsolv

profiles are qualitatively far more important than for methane. As
it has already been mentioned, Irad for cyclohexane at gas phase is
not a stable minimum, and after the hydrogen abstraction the
process yields directly to products (compare Figure 8 with
Figures 2 and 4). The cationic intermediates Icat, which are stable
minima at gas phase, are not part of the mechanism reaction
pathway. Thus, the different stabilization of the intermediates in
gas phase and solvent clearly affects the reaction mechanism
derived from Gibbs energy profiles. Whereas in solution the
cyclohexane hydroxylation by [FeV(O)(OH)(PyTACN)]2+

catalyst follows a HAT + rebound stepwise mechanism, at gas
phase the cyclohexane hydroxylation mechanism is concerted
and highly asynchronous. Nevertheless, in both cases, the TDTS
is given by the HAT transition state. In this case, on the contrary
to methane hydroxylation, Gg+corr approach turns to be an
unreliable method to determine the solvent-phase mechanism.
Another difference between cyclohexane hydroxylation Gibbs

energy profiles at gas phase and in solution is that, while at gas
phase the S = 3/2 products are more stable than S = 1/2
products, the opposite is true in solution. Also here Gg+corr
approach fails in describing the relative stability of these excited
spin states in solution.
Finally, let us mention that in a recent DFT modeling of the

C−H abstraction catalyzed by the non-heme [FeIV(O)-
(N4Py)]2+ compound, Shaik et al. showed that for this system
the effects of the self-interaction error in DFT lead to an incorrect
description of the hydroxylation mechanism.75 Using the
approach given by Siegbahn,50 we have computed the SIE of
all optimized radical intermediates, Irad, and cationic inter-
mediates, Icat. Our check covers all substrates and more stable
spin states for both gas- and solution-phase optimized structures.
None of our optimized structures suffers significant SIE effects
(see Tables S13−S18). Nevertheless, Shaik and co-workers’
paper and our work are perfectly complementary to describe how
to achieve a proper description of the alkane hydroxylation
mechanism bymeans of DFT. In the former case, a FeIVO species
is studied and removing the effects of the SIE is essential. Instead,
in our work case, hydroxylation is mediated by a FeVO species,
and SIE has no role. But in both works the utilization of gas-phase
optimized structures is strongly discouraged.

IV. CONCLUSIONS
In this work, we have investigated with DFT methods the
stereospecific hydroxylation of a series of alkanes (methane,
ethane, cyclohexane, and 2,3-dimethylbutane) that occurs in the
presence of [FeII(CH3CN)2(PyTACN)]

2+ species treated with
excess H2O2 in acetonitrile. Our computational results support
the proposal that the mechanism for alkane hydroxylation
processes takes place through high-valent [FeV(O)(OH)-
(PyTACN)]2+ species. Furthermore, we have determined the
key effects of the substrate and solvent in the hydroxylation
mechanism. In acetonitrile solution, a stepwise mechanism that
starts with a hydrogen atom transfer and follows with a hydroxyl
radical rebound is determined for methane, ethane, cyclohexane,

and 2,3-DMB. The same mechanism is valid for the gas-phase
methane hydroxylation. On the contrary, gas-phase cyclohexane
hydroxylation evolves through a concerted and highly asynchro-
nous mechanism. Namely, gas-phase Irad intermediates are not
stabilized, and the initial HAT yields directly the alcohol
products. The differences between acetonitrile solution and gas-
phase cyclohexane mechanisms can be attributed to the
important stabilization by the acetonitrile solvent of Irad
intermediate that has a 2+ charge in the catalyst and is neutral
in the R• moiety.
Icat structures are thermodynamically more stable than Irad

intermediates for ethane, cyclohexane, and 2,3-DMB. However,
IRC calculations andMarcus theory prove that the Icat species are
not involved in the hydroxylation mechanism. Although the ET
barriers of the evolution of Irad to Icat are smaller than 26 kcal/
mol, OH radical rebound barriers for Irad are always far lower.
Thus, after the hydrogen abstraction, the iron-bishydroxo
intermediate goes to the alcohol products instead of evolving
via an ET process. For methane, Irad structures are more stable
than Icat ones, and then the ET process can be ruled out. The
kinetics of the HAT step is always energetically more demanding
that for the rebound step, the former being the rate-determining
step.
In a previous work we showed that, for the non-heme iron

catalyst studied in this paper, 18O-labeling experiments gave an
equal incorporation of oxygen from water and from peroxide in
the final cyclohexanol products.23 Taking into account that the
mechanism in acetonitrile solvent is stepwise, in order to explain
these labeling results, the activation barriers of both the HAT and
the rebound steps should be very similar for the two cis active
sites. In our previous work, some of us showed that this condition
is fulfilled for the HAT step. The results presented here for
cyclohexane substrate show that the hydroxyl rebounds barriers
for the two −OH groups are nearly identical (ΔΔG⧧ of the
hydroxyl ligand transfer between the two −OH groups of
cyclohexane is less than 0.1 kcal/mol). Thus, the DFT profile for
the hydroxylation of cyclohexane catalyzed by [FeV(O)(OH)-
(PyTACN)]2+ presented here is in agreement with the labeling
results measured in our previous study. Furthermore, the
clarification of the hydroxylation mechanism in acetonitrile
solvent as stepwise is also key for the complete rationalization of
the experimental 18O incorporation yields that points to the
conclusion that the incorporation of oxygen comes only (or
mostly) from water or from the peroxide. In this case, both the
HAT and the rebound steps should favor one of the two cis labile
positions of [FeV(O)(OH)(PyTACN)]2+.
Finally, the calculation of minimum-energy crossing points

between doublet and quartet potential energy surfaces for
methane, ethane, and cyclohexane shows that the two-state
reactivity does not play a key role in the HAT step. For Irad, the
MECP studies show that the energetic cost of crossing from the
quadruplet state to the doublet state is always lower than the
energy needed to surmount the barriers of the rebound
processes. However, the changes between the Irad

2 and Irad
4 spin

densities occur in the radical carbon of the substrate, which
implies a low spin−orbit coupling term for the spin-crossing
transition integral. Therefore, the rebound process evolves
always through the S = 3/2 spin state potential energy surface
since the spin crossing is likely to be not allowed. For the 2,3-
DMB hydroxylation, only the quartet state plays a role, since the
doublet Gibbs energy profile mechanism, which is concerted, is
always much higher in energy.
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(12) Ensing, B.; Buda, F.; Blöchl, P.; Baerends, E. J. Angew. Chem., Int.
Ed. 2001, 40, 2893−2895.
(13) Buda, F.; Ensing, B.; Gribnau, M. C.; Baerends, E. J. Chem. - Eur. J.
2001, 7, 2775−2783.
(14) Ensing, B.; Buda, F.; Baerends, E. J. J. Phys. Chem. A 2003, 107,
5722−5731.
(15) McDonald, A. R.; Que, L., Jr. Coord. Chem. Rev. 2013, 257, 414−
428.

(16) Nam, W.; Lee, Y.-M.; Fukuzumi, S. Acc. Chem. Res. 2014, 47,
1146−1154.
(17) Kleespies, S. T.; Oloo, W. N.; Mukherjee, A.; Que, L., Jr. Inorg.
Chem. 2015, 54, 5053−5064.
(18) Krebs, C.; Galonic ́Fujimori, D.; Walsh, C. T.; Bollinger, J. M. Acc.
Chem. Res. 2007, 40, 484−492.
(19) De Visser, S. P. J. Am. Chem. Soc. 2006, 128, 9813−9824.
(20) Hirao, H.; Kumar, D.; Que, L., Jr.; Shaik, S. J. Am. Chem. Soc. 2006,
128, 8590−8606.
(21) Chen, K.; Que, L., Jr. J. Am. Chem. Soc. 2001, 123, 6327−6337.
(22) Company, A.; Goḿez, L.; Güell, M.; Ribas, X.; Luis, J. M.; Que, L.,
Jr.; Costas, M. J. Am. Chem. Soc. 2007, 129, 15766−15767.
(23) Prat, I.; Company, A.; Postils, V.; Ribas, X.; Que, L., Jr.; Luis, J. M.;
Costas, M. Chem. - Eur. J. 2013, 19, 6724−6738.
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4.2 The Mechanism of the Selective Fe-Catalyzed
Arene Carbon-Hydrogen Bond Functional-
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The	Mechanism	of	the	Selective	Fe-Catalyzed	Arene	Carbon-
Hydrogen	Bond	Functionalization	
Verònica Postils,†,‡ Mònica Rodríguez,†,‡ Gerard Sabenya,† Ana Conde,§ M. Mar Díaz-Requejo,§,*   
Pedro J. Pérez,§,* Miquel Costas,†,* Miquel Solà, †,* and Josep M. Luis†,*  
†Institut de Química Computacional i Catàlisi (IQCC) and Departament de Química, Universitat de Girona, Campus Montili-
vi, 17071, Girona, Spain 
§Laboratorio de Catálisis Homogénea, Unidad Asociada al CSIC, CIQSO-Centro de Investigación en Química Sostenible and 
Departamento de Química, Universidad de Huelva, 21007 Huelva, Spain  

ABSTRACT: The complete chemoselective functionalization of aromatic C(sp2)-H bonds of benzene and alkyl-benzenes by car-
bene insertion from ethyl diazoacetate was unknown until the recent discovery of an iron-based catalytic system toward such trans-
formation. A Fe(II) complex bearing the pytacn ligand (pytacn=L1=1-(2-pyridylmethyl)-4,7-dimethyl-1,4,7-triazacyclononane) 
transferred the CHCO2Et unit exclusively to the C(sp2)-H bond. The cycloheptatriene compound commonly observed through 
Buchner reaction or, when employing alkyl-benzenes, the corresponding derivatives from C(sp3)-H functionalization are not 
formed. We herein present a combined experimental and computational mechanistic study to explain this exceptional selectivity. 
Our computational study reveals that the key step is the formation of an enol-like substrate, which is the precursor of the final inser-
tion products. Experimental evidences based on substrate probes and isotopic labelling experiments in favor of this mechanistic 
interpretation are provided.  

KEYWORDS   carbene transfer   iron catalysis   C-H activation   C(sp2)-H functionalization   DFT calculations       

INTRODUCTION	
The metal-catalyzed carbene transfer from a diazo reagent to 

C-H bonds constitutes a strategy that is gaining interest in the 
last decade.1 Both C(sp2)-H and C(sp3)-H bonds can be modi-
fied by this methodology, albeit when working with benzene 
derivatives the issue of selectivity emerges as a serious draw-
back. This is the consequence of a series of competing reac-
tions that may occur, as shown in Scheme 1. The addition of 
the carbene unit to a C=C bond of the arene leads to a norca-
radiene intermediate that spontaneously converts into the 
cycloheptatriene derivative, the addition product. This is the 

so-called Buchner reaction, known in a thermal manner since 
the XIX century,2 and in the rhodium-catalyzed version after 
the work by Noels and co-workers.3 The second transfor-
mation is that of the neat insertion4 of the carbene unit in the 
C(sp2)-H bond of the arene, a less frequent transformation. To 
date the functionalization of benzene and other non-
substituted arenes by this methodology based on metal-
carbene intermediates, generated from diazo reagents, has 
been achieved using several metals (Scheme 2) such as rhodi-
um,5 or coinage metals.6,7 In all these cases, a mixture of 
products is obtained due to the existence of aforementioned 
competing reactions (Scheme 1). Until recently, the best se-
lectivity for insertion as opposed to addition products is ca 3:1 
(Scheme 2a), and was obtained with a gold-based catalyst.7 A 
chemoselective insertion of the carbene group in aromatic 
C(sp2)-H bonds can be achieved with the use of electron-rich 
benzene derivatives such as phenol or anisole (Scheme 2b). 
The addition of these π-electron-donating groups (-OH,            
-OCH3) to benzene enhances the nucleophilic reactivity of the 
aromatic carbons and favors insertion products.8 The use of 
electron-deficient phosphite ligands increases the electrophilic 
character of the carbene moiety in gold catalysts, enabling 
selective insertion in electron-rich arenes. Finally, the exist-
ence of alkyl-substituents9 or other X-H groups (X = O, N)10 
in the substrate may lead to their functionalization, also upon 
insertion of the carbene group. These substrate functionaliza-
tion reactions also compete with the non-productive metal-
catalyzed coupling of two carbene units.11  

Scheme 1. Possible products in the metal catalyzed 
alkyl-benzene functionalization by carbene insertion 
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Recently, we reported the first example for a chemoselective 

functionalization of non-activated aryl C(sp2)-H bonds with 
the use of the commercially available ethyl diazoacetate 
(EDA) and iron- or manganese-based catalysts.12 FeII and MnII 
complexes bearing the tetradentate pytacn ligand (pytacn = L1 
= 1-(2-pyridylmethyl)-4,7-dimethyl-1,4,7-triazacyclononane) 
lead to >99% formation of insertion products and no for-
mation of cycloheptatriene derivatives (Scheme 2c). Fumarate 
and maleate products, resulting from coupling of two carbene 
units, were also practically absent. This work also expanded to 
first-row transition metal catalysts the direct functionalization 
of non-activated aryl C(sp2)-H bonds by metal-carbene trans-
fer from ethyl diazoacetate. Interestingly, the presence of 
substituents in a series of alkyl-aromatic substrates did not 
affect the selectivity of the reaction, since the alkylic C-H 
bonds remained unreacted, only the aryl C-H bonds being 
functionalized. In view of the novelty of this transformation in 
terms of the exceptional selectivity, we have performed a 
combined experimental and theoretical study that has led to 
the understanding of the mechanistic details of the functional-
ization of C-H bond of benzene, which may serve in the de-
sign of novel generations of catalysts with improved efficien-
cy and chemoselectivity. 

 

RESULTS	AND	DISCUSSION	

Experimental	analyses	

Effect of the catalyst architecture in the catalytic activi-
ty. Initially we studied the potential ability of iron complexes 
to catalyze the reaction of ethyl diazoacetate (EDA) and ben-
zene (Scheme 2c and Table 1). Reactions were performed at 
80ºC during 12h in a 1:1 mixture of benzene and CH2Cl2 

under N2, and were initiated by the addition of 20 equiv of 
EDA to a solution of 5 mol% of the catalyst and NaBAr4

F (2-8 
equiv). Reactions provided insertion (I) and addition (A) 
products, and the yields and relative amount of both products 
were dependent on the catalyst. The typology of the catalysts 
studied in our previous work was mainly focused in tetraden-
tate aminopyridine ligand (Scheme 3), which have proven to 
form iron complexes particularly active in oxygen atom trans-
fer reactions (L1 and L7 constitute prototypical examples).13 
In the current work, this collection has been extended with the 
use of iron complexes bearing sterically encumbered triden-
tate (L10) and tetradentate (L9) ligands based in pyrazole 
rings, that have been found particularly active in other carbene 
transfer reactions with first row transition metals.14 This anal-
ysis reinforces [FeX2(L1)] (where X = Cl or OTf) as a particu-
larly efficient (entries 1 and 2, up to 86% of EDA was con-
verted into products) and chemoselective catalysts towards the 
insertion product (>99%). Modifications in the electron donat-
ing properties of the pyridine (entries 3-6), and in the denticity 
of the ligand (entries 7 and 9) led to lower product yields. 
Particularly noticeable was the observation that complex 
[Fe(OTf)(L8)](OTf), bearing a pentadentate ligand, was inac-
tive (entry 9), strongly suggesting that the presence of two 
labile sites at the first coordination sphere of the iron center is 
necessary for activity. Complexes based in pyrazolyl donors,  
i.e. [Fe(OTf)2(L9)] and [Fe(OTf)(L10)], are active (entries 10 
and 11) but provide roughly 1:1 mixtures of insertion and 
addition products. 

On the basis of the previous observations, [Fe(OTf)2(L1)] 
was taken as the catalyst of choice to test other carbene 
sources, that led to limited success (entries 12 and 13). Unlike 
EDA, which provides insertion products in good yield and 
selectivity, the use of phenyldiazoacetate or its 4-bromo de-

Scheme 2. Functionalization of arenes by metal-carbene catalysts. 

 
a) Precedents in the catalytic functionalization of benzene by metal-carbene transfer. Non-chemoselective processes. b) Precedents in 
the functionalization of activated benzenes (phenol) by metal-carbene transfer. Chemoselective processes. c) Reaction of this study. 
First example of a chemoselective functionalization of benzene. 
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rivative resulted instead in a slight preference towards the 
expansion product in moderate (41-51%) yields. 

Considering that 2-8 equivalents of NaBAr4
F are necessary 

for efficient activity, we investigated the iron species that are 

formed when this salt reacts with [Fe(OTf)2(L1)]. Diiron 
complex [Fe2(µ2-OTf)2(L1)2](BAr4

F)2 was prepared by reac-
tion of [Fe(OTf)2(L1)] with 1-4 equiv. of NaBAr4

F, and it was 
crystallographically characterized. An ORTEP diagram of the 
diiron complex is shown in Figure 1, and compared with that 
of [Fe(OTf)2(L1)].15 Iron centers in both complexes are coor-
dinatively saturated. They have distorted octahedral coordina-
tion geometry, with four sites occupied by the L1 ligand and 
the two remaining sites fulfilled by oxygen atoms of the tri-
flate ligands, which are terminally coordinated in the mono-
nuclear complex and bridging in the dinuclear case.  

When [Fe2(µ2-OTf)2(L1)2](BAr4
F)2 complex was tested un-

der standard reaction conditions, but in the absence of addi-
tional NaBAr4

F, it was catalytically inactive. However, when 
the same reaction was conducted in the presence of 4 equiv. of 
NaBAr4

F, the insertion product was obtained as the only prod-
uct in 80% yield. These observations strongly suggest that 
detachment of the first triflate anion from [Fe(OTf)2(L1)] does 
not lead to an active catalyst, and instead removal of the two 
anionic ligands, generating two vacant sites at the iron coordi-
nation sphere, are most likely needed for EDA activation. 
Unfortunately, iron species resulting from elimination of the 
second triflate ligand could not be isolated, and the paramag-
netic nature of the iron species makes 1H-NMR ineffective to 
probe its formation in solution. However, prominent ions at 
m/z = 152.1 with isotopic patterns characteristic of [Fe(L1)]2+ 
could be observed in the ESI-MS spectra of [Fe(OTf)2(L1)], 
suggesting that tetracoordinate dicationic species are viable 
intermediates. 

 
Figure 1. ORTEP diagram of the single crystal X-ray struc-

ture for [Fe(OTf)2(L1)] (left) and [Fe2(µ2-OTf)2(L1)2](BAr4
F)2 

(right).15 50% ellipsoid probability, H atoms have been omit-
ted for clarity. [Fe(OTf)2(L1)] selected distances (Å): Fe1-N1: 
2.231, Fe1-N2: 2.251, Fe1-N3: 2.205, Fe1-N4: 2.165, Fe1-O1: 
2.055, Fe1-O2: 2.165. [Fe2(µ-OTf)2(L1)2](BAr4

F)2 selected 
distances (Å): Fe1-N1: 2.200, Fe1-N2: 2.210, Fe1-N3: 2.187, 
Fe1-N4: 2.142, Fe1-O1: 2.060, Fe1-O2: 2.189.  

 
The results collected in this section reveal that 

[Fe(OTf)2(L1)] is a particularly efficient and chemoselective 
catalyst for the formal carbene insertion from EDA into the C-
H bonds of benzene, reinforcing the findings of the prelimi-
nary communication.12 It is worth noting that the scope of this 
catalytic system with a series of substituted benzenes showed 
the complete selectivity toward arene C-H bonds in the pres-
ence of alkyl C-H sites of the substituents. The presence of 
two labile coordination sites appears to be necessary for effi-
cient catalysis.  

Mechanistic considerations from product analysis. Our 
previous contribution included12 a Hammett analysis of the 
carbene transfer reaction, determined by means of competitive 

Table 1. Catalytic behavior of different 
[FeX2(L)] complexes in the reaction of benzene 
and ethyl diazoacetate.a  

Entry L X Yieldb %I:%Ac,d Ref 

1 L1 Cl 86 >99:1 12 

2 L1 OTf 83 >99:1 12 

3 L2 OTf 77 >99:1 12 

4 L3 OTf 47 >99:1 12 

5 L4 OTf 85 >99:1 12 

6 L5 OTf 18 >99:1 12 

7 L6 OTf 67 >99:1 12 

8 L7 OTf 70 >99:1 12 

9 L8 OTf n.r … 12 

10 L9 Cl 57 42:58 This work 

11 L10e Cl 55 53:47 This work 

12 L1 OTf 41 45:55f This work 

13 L1 OTf 51 40:60g This work 

aReactions carried out at 80°C with 0.005 mmol of catalyst, 8 
equiv of NaBAr4

F and 20 equiv of ethyl diazoacetate in 1.5 mL of 
benzene + 1.5 mL of CH2Cl2. Reaction time: 12 h. bInitial EDA 
converted into insertion (I) + addition (A) products. Determined 
by GC; some ethyl glycolate from adventitious water was detected 
as byproduct. cDetermined by NMR. dThe acid-catalyzed conver-
sion of A into I has been discarded on the basis of blank experi-
ment: see Supporting Information. eFeX[L10] complex f Phenyldi-
azoacetate was used as carbene source instead of EDA. g4-Br-
phenyldiazoacetate was used as carbene source instead of EDA.  

Scheme 3. Complexes employed as catalyst precursors in 
the screening shown in Table 1.  
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functionalization of pairs of monosubstituted arenes, which 
provided ρ = -2.75 ± 0.37, indicative of an electrophilic func-
tionalization of the arene. Furthermore, an inverse intermolec-
ular KIE = 0.95 was determined, consistent with a change in 
the hybridization from sp2 to sp3 in the arene functionalization 
step. These parameters strongly suggest that the functionaliza-
tion of the arene occurs via an electrophilic aromatic substitu-
tion, a proposal that is in good concordance with the o:m:p 
ratios observed in the functionalization of monosubstituted 
benzenes. We have now collected additional pieces of infor-
mation en route to mechanism elucidation.  

 
Scheme 4. Alkyl migrations in the functionalization of 
1,3,5-trialkylsubstituted arenes. 

 

 
Alkyl group migrations. Functionalization of mesitylene (2) 

and 1,3,5-triethylbenzene (3) under standard reaction condi-
tions (Scheme 4) provides the ethyl esters 2a and 3a as major 
products resulting from a formal insertion at arene C-H bond. 
However, inspection of the reaction crude NMR spectra re-
veals the formation of a minor product 2b and 3b, respectively 
(~11%) resulting from alkyl migration. 

 

 

Figure 2. 1H-NMR spectrum (CDCl3, 400MHz, 300k) of the 
EDA insertion products obtained in the functionalization of 4 
with [Fe(OTf)2(L1)]. The origin of the different products is indi-
cated in each case.  

 
Alkyl migrations are best evidenced by performing the func-

tionalization of 1,2,4-trimethylbenzene (4) under standard 
reaction conditions (Figure 2). The reaction produced three 
major (4a, 4b and 4c) and two minor (4d and 4e) products. 
Major products originate from formal carbene insertion in C-
H bonds at C5, C3 and C6, respectively, while minor products 
are indicative of insertions accompanied by alkyl migrations. 
4d can be explained based on an initial attack at C1, followed 
by methyl migration to C6, while 4e indicates initial attack on 
C4 followed by methyl migration to C3. Of these, 4a appears 

as the major product, presumably because: i) C5 and C6 are 
sterically less congested than C3; and ii) C5 is preferentially 
activated towards an electrophilic attack because it is in para 
position with respect to the methyl group at C2. We note that 
4a and 4b may be also partially originating from reactions 
where methyl migration takes place (see Figure 2).  

 
Scheme 5. Carbene insertion into radical-clock substrate 
probes. 

 
 
Radical clock substrate probes. An experiment of this type 

was provided in our previous report, where we described that 
the functionalization of cyclopropylbenzene (5) with 
[Fe(OTf)2(L1)] proceeds without ring opening (Scheme 5a). 
This experiment suggested that radical intermediates were not 
formed, or alternatively they must have very short lifetimes, 
incompatible with radical rearrangements. To further substan-
tiate this point, an ultrafast radical probe (6, Scheme 5b) was 
subjected to standard reaction conditions, employing the same 
catalysts. The reaction produced not-rearranged cyclopropyl 
product 6a, and rearranged product 6b in a 68:32 ratio, with a 
combined 39% yield. This observation may initially suggest 
that the reaction proceeds via short living carbocationic or 
radical intermediates. Most remarkably, an almost identical 
ratio (65:35) and yield (40%) was obtained when 
[Zn(OTf)2(L1)] was used as catalyst (see Supporting Infor-
mation), suggesting that carbocationic and not radical rear-
rangements are involved.16  

These results demonstrate that the reaction mechanism for 
carbene insertion must accommodate reaction intermediates 
susceptible to engage alkyl arene migrations and carbocationic 
rearrangements. Indeed, we notice that migrations may be also 
indicative of carbocationic intermediates.  

Isotopic labelling analyses. Isotopic labelling analyses has 
revealed valuable mechanistic details in order to validate the 
computational analysis that follows. Under standard reaction 
conditions, formal carbene transfer to 1,3,5-D3-benzene D3-1 
yields D3-1a, resulting from formal carbene insertion into an 
arene C-H bond, and D3-1b, where insertion has occurred at 
the C-D bond (Scheme 6a). The ratio of insertion vs. expan-
sion is higher than 99%, indicating that the deuteration of 
benzene does not change the chemoselectivity of the catalysis. 
Interestingly, partially D atom ends up forming the benzylic 
C-D bond in the D3-1b product. A 8% of the D is incorporated 
in the product, with the remaining corresponding to the fully 
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hydrogenated benzylic position, suggesting the possibility of 
the incorporation of protons from an external source. The ratio 
between the two mentioned products is 49.3:50.7 (extracted 
from relative integration of the aromatic signals), which trans-
lates into an intramolecular kinetic isotope effect, KIE = 0.97, 
in agreement with the intermolecular KIE previously deter-
mined from the competitive functionalization of benzene and 
D6-benzene. Noticeable, products resulting from deuterium 
migration in the aromatic ring, analogous to those observed 
from alkyl groups, are not observed.  

Finally, when the functionalization of benzene was conduct-
ed in the presence of D2O (0.25 equiv.), 42% of the corre-
sponding benzyl ester product 1a contains a benzylic C-D 
group (Scheme 6b). Control experiments showed that the 
benzylic C-H bonds in 1a do not exchange the hydrogen at-
oms with D2O. Consequently, these experiments indicate that 
the carbene transfer reaction involves species that could ex-
change an H atom with D2O. The involvement of adventitious 
water in these transformations with gold-catalysts has been 
recently proposed.6  
Scheme 6. Isotopic labelling analysis. 

The above reactivity implies that the mechanism of carbene 
insertion must accommodate a path that enables the transfer of 
an arene hydrogen atom to the benzylic position, and partial 
exchange of a benzylic C-H bond with external water mole-
cules.  

 

Computational	analyses	

Generation of the carbene moiety. It is widely accepted 
that the most feasible reaction of metal catalysts with EDA 
proceeds via N2 loss to form a metal-carbene species.17 We 
have studied the mechanism of this reaction for 
[Fe(OTf)2(L1)], taking into account the singlet, triplet, and 
quintet spin states. "Since the experimental data shows that 
the diiron complex [Fe2(µ2-OTf)2(L1)2]2+ does not participate 
in the activation of EDA, it was not considered in the compu-
tational analyses" All structures were optimized and character-
ized at the UB3LYP-D3BJ/6-31G(d)/SMD(CH2Cl2) level of 
theory. Then, the electronic energies were improved perform-
ing single point calculations at the UB3LYP-D3BJ/cc-
pVTZ/SMD(50%Bz,50%CH2Cl2) level (SI contains full 
details on computational calculations). 

Based on the previously described experimental data, which 
suggests that the two triflate ligands are removed in the cata-
lytically active species, two possible [(L)Fe-(EDA)]2+ adducts 
have been characterized depending on which atom of EDA 

interacts with the iron (Figure 3). The carbonyl O-bound 
adduct A is the most stable form, while the carbon-bound 
adduct A’ is 14.2 kcal/mol higher in energy. Then, the most 
stable adduct is given by the interaction between the iron and 
the most nucleophilic atom of EDA. The nitrogen-bound 
adduct has not been characterized as a stable minimum, as 
opposite to other metal catalysts interacting with EDA.18 For 
[Fe(L1)]2+ and all EDA-bound adducts, the most stable spin 
state is the quintet (see Figure S1 for more details).  

Only the A’ adduct is able to evolve, via N2 elimination, to-
wards the formation of the Fe-carbene moiety. The relative 
instability of A’ with respect to A leads to a global energy 
barrier of 29.5 kcal/mol for the overall reaction (Figure 3). 
Although an energy barrier of 29.5 kcal/mol is not affordable 
at room temperature, it can be overcome from ca. 80°C, which 
is the experimental working temperature. High-energy barriers 
for carbene formation were also found for the formation of 
iron and cobalt porphyrin carbenes.19 This, along with the fact 
that the formation of the iron-carbene is the rate-determining 
step of the overall reaction of benzene functionalization, pre-
vents the accumulation and experimental characterization of 
the putative iron-carbene or any other intermediate. Thus, the 
computational study becomes necessary for a proper mecha-
nistic description.  

Once the transition state (TS) for the S=2 carbene formation 
(TSA’-C@N2) is surmounted, a spin crossing takes place and 
triplet becomes the most stable spin state for the adduct be-
tween the Fe-carbene and N2 (C@N2). Finally, the loss of the 
N2 moiety is favorable and the global carbene formation pro-
cess (A to C) is endoergic by 4.9 kcal/mol. A quasi-equivalent 
C@N2 isomer is obtained if EDA is coordinated to the labile 
position perpendicular to the pyridyl ring instead of the paral-
lel one (see Figure S2).     
 
 

 
Figure 3. Gibbs energy profile, ΔG, (kcal·mol-1) of the met-

al-carbene bond formation. Blue, black and green profiles 
correspond to quintet, triplet and singlet multiplicities, respec-
tively. Hydrogen atoms of L1 ligand have been omitted for 
clarity (C: grey, N: blue, O: red, Fe: yellow, H: white). 
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The metal center in the iron-carbene species (C) displays 
distorted octahedral coordination geometry, with one free-
coordination site and five occupied-coordination sites taken 
by the tetradentate ligand and the carbene. The Fe-Ccarbene 
distance in C is 1.85 Å (Figure 4). Iron-carbene bond lengths 
are sensitive to the electronic nature and chemical environ-
ments of the carbene and iron ligands.20 The DFT analyses of 
the spin densities, frontier molecular orbitals (MOs), natural 
bond orbitals (NBO),21 and the effective oxidation states (ef-
fOS)22 suggest that the electronic nature of Fe-carbene C is 
described as a Fe(III) and a formal radical alkyl substituent 
(see Supporting Information for details). An equivalent elec-
tronic structure was reported by Shaik et al. for an iron por-
phyrin carbene complex.17b 

Iron-carbene C is not the Fe-carbene conformer that pre-
sents the lowest barrier to react with benzene. Among all the 
conformers analyzed, the C’ conformer was found to be the 
most suitable for the approach of benzene to the Ccarb and to 
facilitate further benzene functionalization reactions. The 
main difference between C and C’ is the position of the car-
bene tail (see Figure 4). While in the C conformer the carbon-
yl group is pointing towards the free-coordination site of the 
catalyst, in the C’ conformer the tail of the carbene is bent 
towards the equatorial-NCH3 group of the ligand. Although in 
the C conformer the carbonyl oxygen of the carbene tail is 
pointing toward the free-coordination site of iron, on the basis 
of non-covalent interaction (NCI)23 and NBO analysis, a 
bonding interaction between the carbonyl oxygen of the car-
bene tail and the iron atom is discarded (see Figure S6). Fur-

thermore, NCI analyses evidence that the C’ conformer pre-
sents a less crowded environment than C for Ccarb (see section 
3.2 in SI for the detailed NCI analysis). Therefore, on the 
contrary to C, C’ has enough vacant space to allow: i) the 
approach of benzene in front of the free-coordination site of 
the iron; and ii) the movement of the carbene hydrogen re-
quired for the interaction between benzene and Ccarb (see 
Figure S7). Thus, the comparison between C and C’ also 
shows the essential role of the free-coordination site of the Fe-
carbene in the functionalization of benzene, which agrees with 
the experimental need to add more than 2 equivalents of 
NaBAr4

F for the reaction to proceed. The excess of NaBAr4
F 

ensures the formation of the initial dicationic species 
[Fe(L1)]2+ with two free coordination sites (complex B, Fig-
ure3), required for the formation of the metal-carbene.  

The detailed pathway from C to C’ has been computational-
ly studied and it is shown in Figure 4. The evolution contains 
several low-energy transition states connecting intermediates 
of similar energy that match up to three consecutive σ-bond	
rotations24 of: i) the bond of Ccarb with the carbonyl carbon 
(TSC-Ca), ii) the bond of Ccarb with the iron (TSCa-Cb), and iii) 
again the bond of Ccarb with the carbonyl carbon (TSCb-C’). 
TSCa-Cb has the highest energy barrier of the conformational 
evolution, which is only 3.4 kcal/mol. The Fe-Ccarb bond rota-
tion and its low energy barrier are consistent with the exist-
ence of a very weak Fe-Ccarb π-interaction. Apart from the key 
differences pointed above, conformers C and C’ have similar 
geometric and electronic structures (see SI for details). 

 

Figure 4. Gibbs energy	profile,	ΔG (kcal·mol-1) of the C-to-C’ conformational change at the triplet spin state. For C and C’ interme-
diates, the Fe-C bond distance is given in Å. Hydrogen atoms of the L1 ligand have been omitted for clarity (C: grey, N: blue, O: red, 
Fe: yellow, H: white).  

Scheme 7. Plausible pathways for the formation of insertion and addition products 
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Mechanistic insights in benzene functionalization I. Con-

certed insertion versus stepwise mechanisms. Our study of 
the first step of the reaction between the iron-carbene and 
benzene has taken into account two different possible path-
ways: an stepwise mechanism and a concerted one (see 
Scheme 7 and Figure 5). In the former, the attack of the aro-
matic benzene C(sp2) to Ccarb (TSI_II) leads to an intermediate 
with a Ccarb-Cbz bond (II). The intermediate II can evolve 
through three different pathways to the possible final prod-
ucts, i.e. the insertion and expansion products (see next sec-
tion). In the concerted mechanism, the attack of the aromatic 
benzene C(sp2) to Ccarb (TSConc) directly gives insertion prod-
ucts. Both pathways have been described in the literature on 
mechanisms of C-H bond insertion by metal-carbenes.25 The 
singlet, triplet, and quintuplet spin states were considered in 
the calculation of the Gibbs energy profile. Besides the study 
of the reaction of C’ with benzene that yields the adduct I, it 
has also been considered the reaction of benzene with a biden-
tate carbene isomer (Iκ2), which is 1.2 kcal/mol less stable 
than I. The Iκ2 isomer with a singlet ground state can be un-
derstood as an evolution of carbene C, where the carbonyl 
oxygen is bonded to iron through its sixth-coordination site. A 
global picture of the results is represented in Figure 5. 

The most favorable mechanism for the initial step of the 
functionalization of benzene is the Ccarb-Cbz bond formation 
from monodentate C’ to yield II through TSI_II, which is, at 
least, 8.5 kcal/mol lower in energy than any other studied 
pathway. This step has a global energy barrier of only 17.3 
kcal/mol whereas the same reaction mechanism for the biden-
tate carbene has an energy barrier of 25.9 kcal/mol (TSκ2

I_II). 
Therefore, we discard any role of isomer Iκ2 in the functionali-
zation of benzene (see Figures S10, S12, and S13 in the SI for 
geometry and electronic details of TSI_II and TSκ2

I_II).  
 

 

Figure 5.	Comparative	Gibbs	energy	profile,	ΔG,	(kcal·mol-1) 
of the first steps of the studied reactions between benzene and the 
iron-carbene. Black and green profiles correspond to triplet and 
singlet multiplicities, respectively. Hydrogen atoms of the L1 

ligand have been omitted for clarity (C: grey, N: blue, O: red, Fe: 
yellow, H: white).  

 
For the concerted mechanism, a high-energy barrier of 25.8 

kcal/mol (TSConc) at the triplet spin ground state is found. 
Thus, the concerted mechanism is also discarded. In agree-
ment with our results, the fact that metal-carbenes do not 
perform a concerted Csubstrate-H bond insertion for aromatic 
substrates contrary to alkane substrates has been also recently 
reported for gold-carbenes.8a The same conclusion can also be 
obtained comparing the mechanistic literature of the reactions 
of Au, Cu, Ag or Rh carbenes with alkanes26 and with aro-
matic compounds.6a,25b 

DFT analysis of the electronic structure of intermediate II 
suggests a cyclohexadienyl radical character intermediate (see 
Table S7). However, several pieces of experimental evidences 
point towards this reaction proceeding via an electrophilic 
attack of the carbene on the aromatic ring, generating a 
Wheland type intermediate. On one hand, o:m:p ratios and 
Hammett parameters are consistent with this scenario. On the 
other hand, the inverted KIE effect is in good agreement with 
a sp2 to sp3 change in hybridization in the arene functionaliza-
tion step. Furthermore, the cationic nature of the intermediate 
is well supported by the observation of alkyl migration prod-
ucts, and by the carbocationic rearrangement product obtained 
in the functionalization of the ultrafast radical probe 6. The 
degree of reorganization of this substrate is identical to that 
measured with the red-ox inactive [Zn(OTf)2(L1)] catalyst, 
providing strong argumentation against a radical electronic 
structure of II. The radical electronic structure of 3II predicted 
by DFT calculations could be due to the particular strong spin 
contamination of the wavefunction of intermediate 3II (i.e. 
<S2> =3.1). Nevertheless, it is important to remark here that 
we have used the Yamaguchi correction27 to remove the spin-
contamination error of the computed Gibbs energies used to 
determine the most favorable mechanism (see Computational 
Details and Section 6 in the SI). Several conformers for all the 
reaction pathways and S=0, S=1, and S=2 spin states were 
examined. Figure 5 just shows the most important results and 
the complete data is shown in Figure S11 and Tables S4, S5 
and S6. Emphasis had been placed on a proper description of 
the energy barrier and spin splitting of the Ccarb-Cbz bond 
formation (3TSI_II and 5TSI_II). Thus, although the precise 
electronic structure of intermediate 3II is not exactly described 
by our methodology, additional calculations (vide infra) indi-
cate that the Gibbs barrier of the transformation of I to II 
through 3TSI_II is properly estimated. 

 It has to be mentioned here that 5TSI_II is found to be 7.8 
kcal/mol lower in energy than 3TSI_II. However, we have not 
taken into account 5TSI_II in our mechanism for the reasons 
that follow. It is known that B3LYP is not a good functional 
to describe the correlation energy changes of reactions where 
the number of unpaired electrons of the metal-carbon bond 
changes.28 Furthermore, B3LYP tends to overstabilize the 
high-spin states.29 A study of homolytic Fe-, Co-, and Ni-C 
bond dissociation energies in tetra-pyrrole-like systems shows 
that the use of pure DFT methods with Becke’s exchange 
functionals (BP86, BLYP or BPW91) are a better alternative 
than B3LYP to describe the metal-C bond breaking.28a Thus, 
we have optimized I and TSI_II for the triplet and quintet spin 
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states using B3LYP, B3LYP*, OPBE, M06-L, BP86, BLYP, 
and BPW91 functionals and 6-31G(d), 6-311+G(d,p) and 
Def2-SVP basis sets (see Table S5 and S6 in the SI for de-
tails). The results obtained with the literature-recommended 
functionals for this step28 of the mechanism (i.e. BP86, BLYP 
and BPW91) are similar among them and indicate that the 
triplet state is the spin ground state for both I and TSI_II. Be-
sides, the three recommended functionals lead to similar 
3TSI_II energy barriers. Thus, according to these results, we do 
not consider the spin-crossing from 3TSI_II to 5TSI_II. Howev-
er, we keep B3LYP as the reference functional because hybrid 
methods like B3LYP are more reliable functionals to study the 
other steps of the mechanism that involve formation and 
breaking of bonds between H, C, and O atoms.30 For con-
sistency, we have chosen the same functional, B3LYP, to 
present the results for all the steps of the mechanism.  

 
Mechanistic Insights in the benzene functionalization II. 

Insertion versus Expansion mechanisms. In this section the 
mechanism that determines the complete selective insertion of 
-C(H)CO2Et into benzene C-H bonds with no formation of 
cycloheptatriene byproducts is addressed. Figure 6 presents all 
the possible different mechanisms we found that connect 
intermediate II with insertion or addition products.  

 

Figure 6.	Comparative	Gibbs	energy	profile,	ΔG,	(kcal·mol-1) 
of the formation of addition (VI) and insertion (V) products from 
II. Black and blue profiles correspond to triplet and quintet mul-
tiplicities, respectively. Hydrogen atoms of the L1 ligand have 
been omitted for clarity (C: grey, N: blue, O: red, Fe: yellow, H: 
white). The inset below the energy profile details the reaction 
mechanism to obtain insertion products through the formation of 
the enol intermediate. 

 
Two different pathways connect II with insertion products: 

i) the classical direct hydrogen migration between the two 
carbons that form the Ccarb-Cbz bond (i.e. from Cbz to Ccarb), the 
called [1,2]-H shift reaction (TSII_V); and ii) a hydrogen ab-
straction reaction of the same hydrogen by the carbonyl oxy-
gen of the native EDA (TSII_III). The latter mechanism, named 
carbonyl assisted insertion, generates an enol intermediate 
that, to finally yield the insertion product, should subsequently 
evolve to the ester form. On the other hand, we only found 
one possible reaction that connects II with addition products. 
The addition pathway implies the formation of a second Ccarb-
Cbz bond with an adjacent carbon of the phenyl (TSII_IV). This 
TS does not directly give the addition product, but a norca-
radiene, which can evolve to the final cycloheptatriene addi-
tion product (VI) through a thermally allowed electrocyclic 
disrotatory ring opening. 

As it is shown in Figure 6, among the three different path-
ways that start at II, the formation of the enol is the lowest 
energy barrier process (TSII_III). The enol formation from II is 
strongly exergonic. Then, the next and last transition state of 
this pathway, the enol-to-ester transformation barrier, takes 
place at far lower Gibbs energy barriers. Thus, the most fa-
vorable mechanism from II is the formation of the enol inter-
mediate that leads to the final insertion of -C(H)CO2Et into 
benzene C-H bond. The abstraction of the hydrogen bonded to 
the phenylic carbon that forms the Ccarb-Cbz bond by one car-
bonyl oxygen has also been reported as the most favorable 
mechanism for the C-H functionalization of arenes by Au and 
Ag carbene catalysts,6,Error! Bookmark not defined. and in the func-
tionalization of N-H bonds by Fe porphyrin carbene spe-
cies.19b  

The enol formation process has a small energy barrier of 1.2 
kcal/mol. Although the enol product formed still remains 
close to iron (the Fe···C distance is 2.28 Å), there is not a 
formal bond between them and iron is described as an 
Fe2+(d6). The enol intermediate structure III that involves a 
high spin d6 iron with four unpaired electrons, 5III, is energet-
ically more favorable than 3III by 12.1 kcal/mol. Thus, a spin 
crossing takes places at this stage and the global process (II to 
III) becomes highly exoergic (44.1 kcal/mol) because the 
benzyl group recovers the aromatic character.  

The formation of the norcaradiene, the addition-product pre-
cursor, through TSII_IV and the direct formation of the inser-
tion product through the classical hydrogen migration from 
the phenylic carbon to the benzylic carbon, TSII_V, involve 
energy barriers of 2.9 and 9.4 kcal/mol, respectively. Thus, 
both TSII_IV and TSII_V have higher energies than TSII_III, 
which implies that these other two reactions will hardly take 
place. This result nicely agrees and explains the experimental 
data, which show that our Fe catalyst presents a clear selectiv-
ity for the generation of insertion products. It is worth noticing 
that, in electronic energy terms, the enol formation barrier is 
higher than the norcaradiene formation barrier. Then, entropy 
has a key effect favoring TSII_III over TSII_IV due to the loose 
five-membered ring structure of TSII_III (see Table S8).  When 
EDA is replaced by 4-Br-phenyldiazoacetate (entry 13 of 
Table 1), DFT barriers show that the chemoselectivity for the 
formation of insertion products decreases (see Table S11), in 
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nice agreement with the experimental data and the reduction 
of the carbonyl group basicity of II.    

Both the norcaradiene-formation transition state and the 
[1,2]-H shift transition state imply the rearrangement reaction 
and the dissociation of the products formed. In TSII_IV, besides 
the substrate formation, norcaradiene decoordinates from the 
catalyst (Fe···Ccarb distance of IV is 3.30Å); and, in TSII_V, 
along with the substrate formation and decoordination 
(Fe···Ccarb distance of V is 3.62Å), the formation of a new 
adduct between Fe and the oxygen atom of the carbonyl group 
of insertion products occurs (Fe···Ocarb distance of V is 
1.97Å). Despite the Fe···Ocarb interaction in IV and V prod-
ucts, iron recovers its Fe2+(d6) electronic configuration and, 
since the high spin state is the most stable spin case for 
[Fe(L1)]2+(d6), a spin crossing from 3IV(3V) to 5IV(5V) arises.  

The final steps from the norcaradiene intermediate, 5IV, to 
addition products, 5VI, or from the enol intermediate, 5III, to 
insertion products, 5V, imply low energy barriers. The ring-
expansion reaction that gives the final cycloheptatriene prod-
uct from norcaradiene intermediate involves a 2.6 kcal/mol 
energy barrier, 5TSIV_VI. On the other hand, the enol-ester 
tautomerism involves a 10.0 kcal/mol energy barrier when it 
is assisted by two water molecules, 5TSIII_V. It is interesting to 
note that the water is essential to decrease the value of 
5TSIII_V, since the equivalent transition state Gibbs energy 
barrier without water has a value of ca. 46.6 kcal/mol (see 
Table S9 in the SI). Although water was not added in our 
experiments, the presence of adventitious water molecules 
was experimentally detected by the formation of certain 
amount of ethyl glycolate products.12 

Most importantly, it must be noted that this mechanism ac-
counts for the results on the isotopic labelling experiments; in 
first place, the hydrogen atom at the C-H bond that suffers the 
attack of the carbene moiety can end up at the benzylic posi-
tion of the product. In addition, the intermediacy of the enol 
provides a path for the incorporation of hydrogen atoms from 
water in the final product. 

 

CONCLUSIONS	
The mechanism of the recently discovered iron-catalyzed 

selective functionalization of benzene upon carbene insertion 
from ethyl diazoacetate has been elucidated. The catalyst 
precursor [Fe(OTf)2(L1)] originates an electrophilic iron 
carbene intermediate that attacks the arene rendering a 
Wheland type intermediate that can engage in cationic rear-
rangements. Experimental data supports an electrophilic aro-
matic substitution behavior. A complementary computational 
analysis has demonstrated that the exquisite chemoselectivity 
towards the insertion product is rooted in the evolution of this 
intermediate via a facile hydrogen atom transfer from the 
arene to the carbonyl moiety of the carbene, forming an enol 
intermediate. DFT calculations show that the entropy is the 
driving force that induces the chemoselectivity of this catalyst 
for aryl C-H insertion. Isotopic labelling analyses also provide 
credibility to this mechanism. Overall, the current study pro-
vides a mechanistic basis for understanding the unique 
chemoselectivity exhibited by this type of iron catalysts in 
carbene transfer reactions.  
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Abstract 

Are quantum chemistry methods up to the challenge to match with the definition of oxidation state? 
The term has been recently revised by the IUPAC, providing a more general and unambiguous 
definition based upon the ionic approximation (IA). In spite of this, there are a number of caveats 
and unanswered questions when it comes to the practical application of the IA. Our comprehensive 
study using the so-called effective oxidation state (EOS) analysis reveals that the chemical 
environment of the atoms is quintessential, and determines the direction of the electron count 
beyond their intrinsic electronegativities. The EOS approach successfully predicts the OS of most of 
the analyzed chemical systems without any special input, including difficult and controversial cases, 
as it is shown here for high oxidation states transition metal (TM) complexes, Lewis acid-base and 
π−adducts, noninnocent ligands or TM carbenes. The fundamental role of the local spin state of the 
π−system in π−adducts and its effect upon the oxidation state of the metal center has been 
recognized here for the first time. The limitation of the current principles of the IA have been further 
illustrated with transition metal carbene complexes, for which the EOS method performs well. The IA 
supported on Allen’s electronegativity could be essentially utilized without exceptions by 
considering the principle of identifying subsystems of enhanced stability (SES) within the molecular 
system prior to its application. An alternative beyond general rules and principles is to fully rely on 
quantum mechanical approaches such as EOS analysis. 
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On the existence and characterization of
molecular electrides†

Verònica Postils, Marc Garcia-Borràs, Miquel Solà, Josep M. Luis* and
Eduard Matito*

Electrides are ionic compounds thus far appearing in the solid state,

where the anionic part is constituted by isolated electrons. We

herein provide an unambiguous computational means to distinguish

electrides from similar species, proving the existence of some

electrides in the gas phase. We also put forward a recipe to design

new electrides.

Electrides are among the most intriguing species lately discovered.
These ionic compounds, postulated and synthesized by J. L. Dye,1–4

have electrons occupying the anionic positions of solid compounds.
They eluded room temperature stability until the group of Hosono
produced [Ca24Al28O68]4e�, the first stable electride.5,6 There-
upon, these compounds have found a plethora of applications,7–10

ranging from an electron emitter11 to a reversible H2 storage
device.12 Perhaps the most fascinating realization of an electride
is the transformation of mayenite, a component of alumina cement,
first into an electride and then into an electric conductor.7,13 Despite
many attempts just ten electrides have been synthesized,4,5,9 only
three of them being stable at room temperature. The density of the
free electrons in electrides is not large enough to be located in the
X-ray of the crystal structure and its experimental characterization
can only be achieved from indirect evidence.14–16 Thus far, only a
few studies attempted the analysis of the electronic structure of
these compounds and none featured the possibility of electrides
beyond the solid lattice, where the electron is hosted in an empty
cavity.17,18 Different computational techniques were used to char-
acterize electrides, but none presented a tool to unambiguously
differentiate electrides from other similar species. For instance,
electrides were shown to exhibit large nonlinear optical properties
(NLOPs),19–21 and have non-nuclear attractors (NNAs) of the electron
density9,18 and even electron localization function (ELF) basins.9,22

However, other molecules show these properties without the

presence of an isolated electron. This work has a twofold
purpose: to show that molecular electrides can exist and to
provide a means to characterize and distinguish them from
other similar species, thus contributing to the design of new
electrides. Finally, we will analyze whether electride’s structure
truly consists of an isolated electron or it is actually just a
formal picture to represent these molecules.

We will address seven molecules that have been previously
labeled as electrides and can be classified into three different
groups: (i) push electrides, where electron donor groups push the
electrons away from an alkali metal: tetracyanoquinodimethane
(TCNQ) derivatives TCNQLi2 and TCNQNa2,23 Li@calix[4]pyrrole20,24

and Li� � �NCH;25 (ii) pull electrides, where electron withdrawing
groups pull the electrons away from an alkali metal: Li@B10H14

(ref. 26) and Li� � �HCN;25 and (iii) non-alkali electrides, where the
electride structure holds an extra electron without the presence of a
nearby alkali metal: e-@C60F60.21 All these molecules show large
NLOPs,19 delocalized diffuse excess electrons on high-lying
occupied orbitals and, therefore, they were previously characterized
as electrides.20,21,23,25,26 To study these compounds, ab initio calcula-
tions at the B3LYP level with split-valence double-zeta basis sets
augmented with polarization and diffuse functions have been
performed in conjunction with quantum theory of atoms in
molecules (QTAIM)27 and ELF analyses28 (see ESI† for details).29–33

All the molecules presented in this work show ionization potentials
above 3.82 eV (ESI†). The characterization of an electride will be
performed using three different criteria that are consistent with the
presence of an isolated electron: the existence of a NNA, an ELF
basin, and negative values of the Laplacian of the electron density
(r2r). NNAs are maxima of the electron density at points distinct
from nuclear positions; ELF basins are molecular regions with
highly localized electrons; and r2r basins were proposed as
physical bases for the valence-shell electron-pair repulsion (VSEPR)
model.27 Some of these criteria have been used in the past to
characterize electrides,9,18,22 but the occurrence of only one criterion
is not a sufficient condition to assess the presence of an electride.
Indeed, NNAs and negative values of the Laplacian are found in
species such as C2H2,34 ELF basins are usually present in valence
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regions of molecules such as HCN, while systems like poly-
diacetylene show large NLOPs. None of these molecules is an
electride and, therefore, none of the mentioned criteria by itself is
valid to unambiguously characterize an electride. Yet electrides
usually show some of these properties.9,18 Do electrides need to
fulfill all these criteria or only a small subset of them?

The first molecules subjected to analysis are TCNQLi2 and
TCNQNa2. These molecules contain the TCNQ moiety, which
acts as an electron acceptor in a number of charge-transfer
complexes. The two alkali metals are close to the nitrogen lone
pairs that push electron density from the metals, giving rise to
an isolated electron hold by the electrostatic forces exerted by
two positively-charged metals (see Fig. 1). The QTAIM analysis
of TCNQLi2 shows a NNA between both Li core basins with a
negative value of r2r. There are 0.7 electrons in the NNA basin
(68% of them completely localized in this region) and an ELF
basin between the metals with 0.89 electrons. These data clearly
indicate the presence of an isolated electron between the
lithium atoms. This situation is reminiscent of Li2, where a
NNA is also located in the center of the bond, there is an ELF basin
and the molecule exhibits a large second hyperpolarizability.35,36 In
this sense, TCNQLi2 could be regarded as a molecular realization of
Li2, which is a strong electrophile and, therefore, difficult to handle.
TCNQNa2 analysis provides a similar picture. These results are
confirmed by more accurate calculations at the MP2 and CISD
levels of theory. The details of these calculations and the analogous
analysis of the TCNQNa2 species are included in the ESI.†

Li@calix[4]pyrrole (Fig. 2) possesses a cup-shaped structure with
a lithium atom lying in the narrowest region of the cup. The lone
pairs of the nitrogen atoms of the pyrrole rings push the electron

away from the alkali metal, leading to an electride-like structure.
This picture is corroborated by the finding of a NNA and an ELF
basin below the lithium region, where there is also a negative
Laplacian value. However, the electron numbers of these basins
(0.17 e and 0.51 e, respectively) are not fully consistent with the
formal electride structure of almost one electron isolated from the
rest of the molecules. Furthermore, the electron density on this
region is quite delocalized, with only 0.02 and 0.34 electrons
localized in the NNA region and the ELF basins, respectively.

Li@B10H14 is formed by a nido boron hybride cluster with a
lithium atom on top of the open cavity (see Fig. 3). The mechanism
to hold the alkali metal is the complete opposite of that used for
previous molecules. The electron-deficient decaborane cluster exerts
an attractive force on the electron density of the lithium that pulls
the electron away from the alkali and holds it encapsulated in the
box. This picture suggests that a NNA and an ELF basin should be
located in the center of the cage but none is found. The analysis of
the Laplacian of the electron density does not reveal any important
contributions either. Therefore, we cannot characterize this
molecule as an electride despite the large values of the first
hyperpolarizabilities reported.26 The latter is due to the highly
delocalized nature of this molecule, which has up to 36% of its
electron density delocalized, including the four uppermost
hydrogen atoms of the cluster that delocalize 0.5 e between
them or towards the lithium atom.

Hydrogen cyanide can interact with a lithium atom from both
ends of the molecule to give Li� � �HCN and Li� � �NCH (see Fig. 4).
The latter was suggested as a push-electride, where the lone pair of
nitrogen atoms plays the usual role in pushing electrons away from
lithium, generating an isolated electron at one extreme of the
molecule.25 Li� � �HCN was also predicted to have an electride-like
structure, but as a result of the opposite mechanism: the internal
polarization of hydrogen cyanide induces a partial positive charge
over the hydrogen atom that can withdraw electron charge from
lithium, giving rise to an isolated electron between HCN and the
alkali metal. The QTAIM analysis does not reveal any NNA for either
species but the ELF analysis found valence basins in the proximity
of lithium. However, these basins remain so close to lithium that
they can be barely considered anything else than the lithium valence
itself. The examination of the Laplacian of the electron density leads
to the same conclusions drawn from the ELF study. Therefore, the
analyses describe these molecules as lithium atoms perturbed by

Fig. 1 QTAIM topological analysis (top) and ELF = 0.75 (bottom) repre-
sentations of TCNQLi2.

Fig. 2 QTAIM topological analysis (left) and ELF = 0.75 (right) representations
of Li@calix[4]pyrrole.

Fig. 3 QTAIM topological analysis (left) and ELF = 0.75 (right) representations
of Li@B10H14.
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the presence of hydrogen cyanide, a picture that by no means is
consistent with an electride as it was previously suggested.25

Finally, we will analyze the only non-alkali electride
reported,21 which is not constructed by pulling or pushing
electrons from alkali metals. e-@C60F60 (Fig. 5) consists of a
C60F60 cage with sufficient interior attractive potential to host
an electron inside. We have performed additional calculations
to assess the validity of this statement (ESI†). The topological
analysis shows a NNA in the center of the cage and the corres-
ponding ELF basin. These basins accommodate 0.19 electrons.
The electronic structure of C60F60

� is consistent with an
electride-like molecule but it cannot be considered a formal
one-electron electride. The analysis of the Laplacian of the
electron density corroborates this hypothesis, giving negative
values in the center of the cage. These results have been
reproduced with different basis sets, ruling out the possibility
of a basis set artifact (ESI†).

The results reported in this communication support the
existence of gas-phase molecular electrides, thus extending the
possibility of this species beyond the lattice. Only TCNQ-based
molecules can be presented as formal electrides, with almost
one electron isolated. Pyrrole-calixarenes and polarized hollow
structures have also electronic features consistent with electrides,
but their NNA basins contain far less than one electron.
Thus these chemical systems may also be classified as electride-
like molecules and are candidates to design new electrides.
Table 1 summarizes these findings and reveals the criteria to
identify electrides.

All the molecules studied in this manuscript were previously
considered to be electrides on the basis of large NLOPs and

frontier orbitals with large density values in the vicinity of the
position where one would expect the isolated electron of the
electrides. However, we have shown here that some of them are
actually not electrides. The presence of a NNA, an ELF basin or
negative values of the Laplacian of the electron density are
necessary conditions to assert the existence of an isolated
electron. Nevertheless, molecules such as C2H2, with a NNA
or the ELF basin close to an atomic position, put forward that
these conditions might not be always sufficient to assess the
presence of an electride. In this respect, large NLOPs can be
used together with the latter conditions to confirm the true
electride nature of a given species.

NNA is not a frequent feature of molecular densities. Therefore,
one could design an electride by prompting the occurrence of a
NNA using the data of Pendás and coworkers,34 who analyzed
the range of diatomic distances at which several dimers show a
NNA. The TCNQ actually plays a role in stabilizing Li2 and Na2

molecules at a favorable distance where the NNA appears. We
hope that our results will motivate further research on this
fascinating species and the development of new electrides with
compelling applications.
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Chapter 7

Results and Discussion

In this chapter, the main achievements of this thesis are briefly discussed. The
reading of the articles reported in previous chapters is recommended since in this
summary just the most interesting aspects of each study are highlighted.

As already stated in the introduction, and following F. Jensen quote about
what chemistry is, the studies carried out during this thesis can be divided into
three different blocks: transformation, properties, and construction of molecules.
Thus, this chapter is also divided in the corresponding sections. In the first
section (transformation of molecules), the main achievements obtained from
studies about the functionalization of C-H bonds of hydrocarbons through iron
catalysts are summed up (matches with chapter 4). In the second section (prop-
erties of molecules), the improvements in the theoretical characterization of
oxidation states proved by the critical assessment of the performance of the EOS
method are specified (matches with chapter 5). Finally, in the third section
(construction of molecules), the main goals reached within the description
of the electron distribution feature in challenging molecules, i.e. electrides, are
emphasized (matches with chapter 6).
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CHAPTER 7. RESULTS AND DISCUSSION

7.1 Functionalization of C-H bonds of hydrocar-
bons by iron catalysts

Both reactivity studies addressed in this thesis deal with iron catalysts, specifi-
cally with the [(PyTACN)FeX2] catalyst (where X=Cl or OTf) and its activated
forms.

Without doubt, the majority of the studies in organometallic catalysis are
based on precious metals such as palladium, rhodium, iridium, and ruthenium.
However, due to the limited availability of these metals as well as their high
price335 and, sometimes, significant toxicity, there is an interest to search for
more economical and environmentally friendly alternatives. In this respect, ho-
mogeneous catalysis with iron complexes offers a highly attractive option. Despite
homogeneous iron catalysis has already a long history, a look into the common
chemical databases shows that this field has become a central research area only
in the last decades, in agreement with the exponential rise in the number of pub-
lications after the turn of the millennium.336–339 The publications reported in
Chapter 4 of this thesis are in line with this current scenario.

The highlighted results reported below belong to two different iron-catalyst
reactivities: i) the highly studied hydroxylation of alkanes by means of iron-
oxo catalysts (subsection 7.1.1); and ii) the just recently reported chemoselective
carbene-insertion reaction into aromatic C-H bonds by iron-carbene catalysts
(subsection 7.1.2).

7.1.1 Effects of the substrate and solvent in the alkane hy-
droxylation mechanism. The nonheme
[(PyTACN)FeV ]2+ complex case study.

This subsection is based on the contents of the manuscript by Postils et al. Inorg.

Chem. 2015, 54, 8223-8236, which can be found in section 4.1 of this thesis (ref. 104).

The widely accepted mechanism of alkane hydroxylation processes (AHPs)
catalyzed by biomimetic Fe(IV)=O and Fe(V)=O catalysts is the already de-
scribed Groves’ or rebound mechanism (see Figure 1.11). However, among com-
putational studies in literature, several reaction mechanisms that differ among
them can be found, the origin of their variability is not completely
understood.107,340–342 Figure 7.1 summarizes all reaction mechanisms for AHPs
postulated in literature, together with other reaction paths that we studied in
ref. 104.

The classical rebound mechanism, depicted by the central path in Figure 7.1,
consists in an initial hydrogen atom transfer (HAT) reaction that forms an alkyl
radical intermediate which further reacts with one hydroxyl group of the catalyst
to form the final hydroxylated products. Figure 7.1 also shows other proposed
mechanisms, such as the direct formation of the hydroxylated products by a con-
certed highly asynchronous mechanism where the HAT transition state is the sole
barrier (above reaction path), or a cationic mechanism, where an intial hydride
abstraction leads to a cationic alkyl intermediate, which will undergo the final
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7.1 FUNCTIONALIZATION OF C-H BONDS BY IRON CATALYSTS

Figure 7.1: Postulated reaction mechanisms for AHPs. Catalyst 21, represented in
the scheme, is the one studied in this thesis.

hydroxyl rebound to form hydroxylated products. All possible electron transfer
(ET) processes that have been taken into account in ref. 104 are also represented.

It is worth highlighting that the main difference between all pathways sug-
gested in the previous scheme lies on the stability and the electronic structure
of the intermediate species (Irad vs. Icat vs. ∅). Thus, the study of this iron-
bishydroxyl + alkyl intermediate was the starting point to clarify substrate effects
into the mechanism.

Computational insights of the substrate effect into the mechanism of
alkane hydroxylation

Table 7.1 includes the main results regarding intermediate stability in solvent. We
studied four substrates with different types of carbon atoms, namely, methane,
ethane (primary carbon atoms), cyclohexane (secondary carbon atoms), and 2-
3-dimethylbutane (2,3-DMB) (tertiary carbon atoms); and we also considered all
the possible multiplicities.

Table 7.1: Relative Gibbs Energies (∆Gsolv, in kcal/mol) for radical and cation
iron-bishydroxo intermediates.

Table 7.1 clearly shows two different trends: while the most stable methyl
intermediates have radical electronic structures, the most stable intermediates
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CHAPTER 7. RESULTS AND DISCUSSION

of the other analyzed substrates share cationic configurations. Moreover, stable
cationic structures were not localized on methyl intermediates and, regarding
the other substrates, stable radical intermediates were not localized on some spin
states. When a given intermediate form was not located, its geometry optimiza-
tion always directly yielded to the formation of the alcohol products.

Based on previous thermodynamic data (Table 7.1), none of the postulated
reaction mechanisms for AHPs reported in Figure 7.1 could be completelly ruled
out, despite some mechanisms could really be discarded by some spin states (e.g.
stepwise mechanism with a radical intermediate by S=5 spin states for ethane,
cyclohexane, and 2,3-DMB). Thus, kinetic studies to clarify the reactivity were
mandatory.

Kinetic studies exhibited that, for all substrates, the energy demand of an
initial HAT was lower than the energetic cost of the ET between the substrate
and the catalyst 21 (i.e., the HAT process is favored over the hydride abstraction
or the electron transfer previous the HAT process). Intrinsic reaction coordinate
(IRC) calculations showed that HAT reactions led to a radical intermediate for
all substrates in the ground spin state (quartet). These mechanistic results are
consistent with the fact that radical intermediates of the quartet spin state were
characterized for all the substrates. Thus, despite the differences between the
thermodynamic stability of the iron-bishydroxo + alkyl intermediates of the an-
alyzed substrates, they share the same reactivity for the initial step of the AHP.
However, the thermodynamic stability of the intermediate that is formed, does
really affect the energy barrier of the HAT process, and trends and correlations
can be established. For example:

◦ The energy barriers of the HAT process follow the Bell-Evans-Polanyi princi-
ple. Thus, the differences in the activation free energy of the HAT reaction
(∆G‡HAT ) between substrates are proportional to the differences of their re-
action free energy: ∆GA→Irad, in this instance. Then, the stability of Irad
versus A influences the energy barrier of the HAT process, which is the TOF-
determining transition state (TDTS)343,344 of the hydroxylation mechanism.

◦ The Gibbs energy barrier of the HAT reaction (∆G‡HAT ) also concurs with
the strength of the broken C-H bond. This correlates with the fact that the
highest ∆G‡HAT was found for methane, which has the strongest C-H bond,
and then lower free energy barriers were found following the order ethane >
cyclohexane > 2,3-DMB.

◦ In turn, binding dissociation energies of C-H bonds are also in part determined
by the free radical (or cationic) stability of their alkyl form, that follows the
order methyl < primary carbon < secondary carbon < tertiary carbon.

◦ Furthermore, the stability of radical or cationic alkyl forms also show a good
correlation with the ionization energy of the substrates, which, consequently,
also shows a good linear trend with the HAT energy barriers.

To complete the assessment of the substrate effects on the alkane hydrox-
ylation mechanism mediated by iron-oxo catalysts, the formation of the final
hydroxylated products from the radical intermediate was also studied. Again,
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7.1 FUNCTIONALIZATION OF C-H BONDS BY IRON CATALYSTS

taking into account Irad and Icat stabilities reported in Table 7.1, we considered
two reactions: the direct hydroxyl rebound and an electron transfer process from
Irad to Icat before the OH rebound.

Similar results were obtained for all substrates: the ET process, analyzed
with the use of Marcus theory,317–319 was discarded because the OH rebound is
always kinetically more favorable than the ET.

For the rebound study, we took into account two spin multiplicities (doublet
and quartet) and the hydroxyl rebound with the two cis hydroxyls of the catalyst
(tNCH2 and tNCH3). Sextuplet multiplicity was not studied in this step accord-
ing to the results obtained in the HAT reaction. Regarding the doublet-quartet
spin crossing at Irad intermediates, despite the minimum-energy crossing point
(MECP) was always clearly lower in energy than the energy needed to surmount
the barriers of the OH rebound process, the changes between the I2

rad and I4
rad

spin densities occur in the radical carbon of the substrate, which implies a low
spin-orbit coupling term for the spin-crossing transition integral that forbids the
transition. Thus, the spin crossing is not possible and the hydroxyl rebound will
take place at the quartet multiplicity. Regarding the hydroxyl rebound of the two
cis ligands, the energy differences between both rebounds are within the limits
of precision of the used DFT approach and the results should be taken with some
caution (Figure 7.2).

Figure 7.2: Gibbs energy profile (in kcal/mol) of the alkane hydroxylation process
for the different analyzed substrates by 21. Only the ground state for each substrate and
reaction intermediate of the mechanism is represented. Blue accounts for quartet and green for
sextuplet spin states. M refers to methane results, E to ethane, C to cyclohexane, and 2,3-DMB
to 2,3-dimethylbutane. tNCH2 and tNCH3 refer to the two cis hydroxyls of the catalyst, which
are placed in trans to a NCH2 group and a NCH3 group, respectively.

In this first part of the study, focused in substrate effects on the mechanism
of AHPs, the analysis concludes that, in solvent phase, despite general trends
and correlations are found between the energy barriers of the mechanism and
the substrates, the general mechanism is not affected by them. This is clearly
represented in Figure 7.2, which shows the Gibbs energy profile of the AHP for
the different analyzed substrates, only depicting the spin ground state for each
substrate and reaction intermediate of the mechanism. Figure 7.2 reveals that
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CHAPTER 7. RESULTS AND DISCUSSION

substrates just lead to free energy changes in the barriers and intermediates of
the mechanism.

Comparison between the Gas-Phase and the Solvent-Phase mechanism
of alkane hydroxylation

In the second part of the study, the solvent effect on the mechanism of AHPs was
analyzed. The data obtained in the previous section of the study (using a solvent-
phase model, Gsolv) was compared with the computational results obtained using
a gas-phase model (Gg) and a gas-phase model considering the solvent effect as
a single-point correction added at a later stage (Gg+corr).

We considered all the reaction mechanisms summarized in Figure 7.1, keeping
in mind that the main difference between them is the stability of the intermedi-
ate species. At this point, we used the knowledge gained in the previous section
to simplify the case studies. We have already seen that the different substrates
followed two main trends regarding intermediate stability (i.e. the most stable in-
termediate forms of methyl intermediates in solvent phase have radical electronic
structures, while the most stable intermediate forms of the other substrates in
solvent phase have cationic electronic structures); thus, in this section, just one
substrate of each group (i.e. methane and cyclohexane) were studied.

Table 7.2: Relative Gibbs Energies at gas-phase (∆Gg) and at gas-phase including
single-point dispersion and acetonitrile solvent corrections (∆Gg+corr) (kcal/mol)
for radical and cation iron-bishydroxo catalyst intermediates. *∆Eelec value.

Table 7.2 reports the main results regarding intermediate stability obtained
at the Gg and Gg+corr levels of theory. If we compare these results with the ones
reported in Table 7.1, a key difference appears: at gas phase, unlike in solution,
there are no stable Irad intermediates for cyclohexane. For these electronic states,
optimizations at gas phase lead directly to the alcohol products. Gas-phase
and solvent-phase calculations agree in the description of the ground states for
the iron-bishydroxo + alkyl intermediates. However, the fact that the different
levels of theory differ in the description of the excited states for cyclohexane (at
gas phase radical intermediates are not stable minima) will obviously affect the
mechanism of its AHP, because in solvent the alkane hydroxylation mechanism
of cyclohexane evolved through the radical intermediate. The larger stabilization
of Irad versus Icat in solvent, when it is compared with gas-phase results, comes
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7.1 FUNCTIONALIZATION OF C-H BONDS BY IRON CATALYSTS

Figure 7.3: Gibbs energy profiles (in kcal/mol) of the alkane hydroxylation process
for cyclohexane at solvent phase (left-hand-side profile), and at gas phase including
single-point dispersion and solvent corrections (right-hand-side profile). Values in
italics represent the OHtNCH2 ligand transfer and values in bold represent the OHtNCH3

ligand transfer. The values marked with an * are approximated upper bound values obtained
by scanning the C-O bond distance in linear transits from Irad to products.

because solvent phases stabilize the concentration of charges more easily than gas
phase. Particularly, Irad intermediates present a +2 charge in the catalyst and
a neutral alkyl radical moiety, whereas Icat intermediates present a +1 charge
in the catalyst and a +1 charge in the cationic alkyl. The former is more easily
stabilized by solvent phase than by gas phase. On the contrary, gas-phase favors
the electronic state with the positive charge split between the catalyst and the
alkyl moiety.a

Figure 7.3 offers a comparison between the Gibbs energy profiles of the cyclo-
hexane hydroxylation mechanism in solvent and at gas phase. Indeed, it shows
how the AHP evolves under different mechanisms in both situations; namely,
at gas phase the hydroxylation process evolves through a concerted and highly
asynchronous mechanism while in solvent the mechanism is stepwise, with an
initial HAT followed by an OH rebound process.

The changes in the reaction mechanism of AHPs identified in this study can
help to rationalize the high variability in alkane hydroxylation mechanisms re-
ported in literature.

a It is important to mention that in some situations when the system is affected by self-
interaction error (SIE), electron delocalized states are overstabilized and the use of a solvent
model is not enough to properly describe experimental conditions and the proper mechanism. In
this project, SIE effects were ruled out. However, in this sense, Shaik and co-workers published
a perfectly complementary paper that describes how to achieve a proper description of the
alkane hydroxylation mechanism by means of DFT when SIE is present.97
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7.1.2 Elucidating the reaction mechanism of the chemose-
lective carbene-insertion reaction into C-H bonds by
iron-carbene catalysts.

This subsection is based on the contents of the manuscript by Postils et al. The

mechanism of the selective Fe-Catalyzed Arene Carbon-Hydrogen Bond

Functionalization, submitted. The manuscript is reported in section 4.2 of this thesis.

As noted in the introduction, together with our experimental collaborators,
we published the first experimental study were the chemoselective insertion of
carbenes into C(sp2)-H bonds of non-activated benzene was observed. Moreover,
this achievement was reached by using Fe and Mn catalysts, which extended the
chemoselective reactivity of carbenes to first-row TM for the first time.140

The peculiarity and the chemical relevance of the reactivity reported in that
study motivated the computational research presented in section 4.2 of this the-
sis, focused on obtaining a deep understanding of the reaction mechanism of the
process. Furthermore, one of the catalysts that presents chemoselective reactiv-
ity by the carbene insertion into C(sp2)-H bonds in that study is precisely the
same we have just seen, [(PyTACN)FeV ]2+. Thus, we considered that achieving
the complete description of its reaction mechanism by the carbene insertion pro-
cess would be interesting since it would give further insights into its C-H bond
oxidative reactivity. Hereunder, the main achievements of the computational
study of section 4.2 are reported. I will summarize the insights into the reaction
mechanism we spotted in the article in two blocks. The first one will address
the carbene formation; and the second one will address the mechanism of the
reaction between the carbene and benzene.

Generation of the carbene moiety

In agreement with experimental evidences, the carbene formation was compu-
tationally studied considering the [(PyTACN)FeV ]2+ species, without the two
labile triflate or chloride ligands coordinated to the iron atom unlike the steady-
state catalyst 32 (Figure 1.30). Figure 7.4 reports the minimum-Gibbs energy
profile of the carbene-formation reaction and exhibits the main features of it.

The global energy barrier of the carbene formation reaction is 29.5 kcal/mol.
This high barrier, which is not affordable at room temperature, explains the ex-
perimental need for working at 80 ◦C. Moreover, as it is shown in the paper, it
is the highest energy barrier of the overall reaction of benzene functionalization,
and, consequently, the rate-determining step (RDS) of the process. Being the
RDS prevents the accumulation of iron-carbene species when they are formed,
which underlines the need for computational studies in order to obtain a proper
mechanistic description.

The origin of the high energy barrier for the carbene formation is also exhib-
ited in Figure 7.4: the formation of non-reactive but more stable adducts between
the catalyst and ethyl diazoacetate (EDA) (e.g., adduct A) than the reactive one
(i.e., adduct A’).

Another interesting feature of this section of the mechanistic study is the
electronic nature of the C Fe-carbene (and its isomers - see the correspongin
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Figure 7.4: Gibbs energy profiles, ∆G, (kcal/mol) of the metal-carbene bond for-
mation. The reactive adduct between the catalyst and EDA, A’, originates the iron-carbene
compound through the release of N2. Blue, black and green profiles correspond to quintet,
triplet and singlet multiplicities, respectively. Hydrogen atoms of the PyTACN ligand have
been omitted for clarity (C:grey, N:blue, O:red, Fe:yellow, and H:white).

Annex). C is computationally described as an Fe(III) and a formal radical alkyl
carbene, being the first nonheme iron radical carbene described up to date. In
the Supporting Information of the main manuscript, the DFT description of C as
a radical alkyl is analyzed. This is closely related with the need to use a broken-
symmetry approach to achieve accurate electronic descriptions of iron systems.
For C, the different symmetry and polarization of α and β occupied MOs of
the system resulted in a different bonding pattern for α and β electrons, which
caused the final Fe(III) + radical alkyl carbene configuration.

Before moving on to the next section about the reaction mechanism between
the carbene and benzene, it is worthwhile to note that the Fe-carbene species C
is not the conformer that presents the lowest barrier to react with benzene and,
therefore, it is not the conformer considered in the next section. Several iron-
carbene conformers were analyzed and the so-called conformer C’ (see section 4.2)
was found to be the most suitable one for the functionalization of benzene. From
this conformational analysis, the essential role of the two free cis-coordination
sites of the catalyst can be inferred: the most active conformer is the most
suitable one for the approximation of benzene to Ccarb. Thus, the two free cis-
coordination sites are essential to leave enough space to allow the formation of
the C-C bond between the carbene and the benzene.

Reaction mechanism of the benzene functionalization by iron-carbenes

As mentioned in the introduction, the first reaction step between the carbene
moiety and the benzene substrate is the formation of an intermediate with a
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Figure 7.5: Studied pathways for the formation of insertion and addition products.

Ccarb-Cbz bond, II (according section 4.2 nomenclature). Following the typi-
cal reactivity of C(sp2)-H bonds with carbenes, and, unlike the usual concerted
mechanism between C(sp3)-H bonds and carbenes, we observed the formation of
this intermediate via an initial electrophilic addition of the carbene carbon to
the aromatic C-H bond. Therefore, the overall benzene functionalization process
follows a stepwise mechanism.

From that intermediate II, different pathways were analyzed in order to ratio-
nalize the experimental preference for the formation of insertion products over the
formation of addition products. Figure 7.5 summarizes them. Specifically, two
different pathways to insertion products and one pathway to addition products
were investigated. Regarding the formation of insertion products, we analyzed
the classical mechanism that involves the direct hydrogen migration between the
two carbons that form the Ccarb-Cbz bond, the so-called [1,2]H - shift mechanism,
and an alternative mechanism that involves a hydrogen abstraction reaction of
the same hydrogen by the carbonyl oxygen of the native EDA (see Figure 7.5).
This latter mechanism, named carbonyl assisted insertion, generates an enol in-
termediate that should subsequently evolve to the ester form to finally yield the
insertion product. Before starting the writing process of our manuscript, an ar-
ticle reporting this last mechanism for the chemoselective carbene insertion into
C-H bonds of phenol by a gold-carbene catalyst was published.159 Regarding the
formation of addition products, the classical mechanism that involves a second
Ccarb-Cbz bond with an adjacent carbon of the phenyl was analyzed. This pro-
cess leads to the formation of a norcaradiene intermediate, which can evolve to
the final cycloheptatriene addition products through a thermally allowed electro-
cyclic ring opening.

Figure 7.6 compares the energetic barriers of the three analyzed pathways
from II to products. As it can be seen, the formation of the enol intermediate
is the lowest energy barrier process (TSII III) and the one through the mecha-
nism will evolve. However, it is needed to be stressed that, in electronic energy
terms, the enol formation barrier is higher than the norcaradiene formation bar-
rier (TSII IV ). Thus, entropy has a key effect favoring TSII III over TSII IV
and, in general, the achieved chemoselective formation of insertion products.
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Figure 7.6: Comparative Gibbs energy profile, ∆G, (kcal/mol) of the formation of
addition (VI) and insertion (V) products from II. Black and blue profiles correspond
to triplet and quintet multiplicities, respectively. Hydrogen atoms of the PyTACN ligand have
been omitted for clarity (C:grey, N:blue, O:red, Fe:yellow, and H:white).

The formation of the enol intermediate structure (III in Figure 7.6) is a
strongly exergonic process. Nevertheless, in order to establish that the final in-
sertion products can be formed from III, the energy barrier of the enol-ester
tautomerism has to be studied. Figure 7.6 also shows that the tautomerism has
an energy barrier of only 10.0 kcal/mol that can be easily overcome when it is
assisted by two water molecules. However, if water molecules are not considered,
the equivalent Gibbs energy barrier has a value of ca. 46.6 kcal/mol. Thus, the
computational study also revealed that the presence of water molecules (even ad-
ventitious) was a necessary condition to obtain the chemoselective insertion prod-
ucts. Despite water was not added in our initial experimental work, the presence
of adventitious water molecules was experimentally detected by the formation
of certain amount of ethyl glycolate products.140 Moreover, in the manuscript
presented in section 4.2, the substrate probes and the isotopic labelling analysis
reported also provide experimental evidences that reinforce the involvement of
water molecules in the mechanism.
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7.2 Theoretical characterization of the oxidation
state property by effective oxidation state
(EOS) analysis

This section is based on the contents of the manuscript by Postils et al. Reaching the

new IUPAC definition of oxidation state by computational techniques, submitted. The

manuscript is reported in chapter 5 of this thesis.

In this new section, the results of the chapter 5 of this thesis, which refer
to the theoretical characterization of a molecular property (i.e., the oxidation
state) are discussed. Specifically, the knowledge acquired on the applicability of
the effective oxidation state (EOS) method is summarized below. The oxidation
state is a chemical concept of utmost relevance in chemistry. In reaction mech-
anisms of organometallic catalysis, for example, it is an intrinsic descriptor and
the complete fingerprint of the chemical reaction is not complete until the deter-
mination of the OSs of the species involved. Thus, taking advantage of the recent
development in our group of the new EOS tool for the determination of oxidation
states,237 we decided to perform a benchmark study of the applicability of the
method.

The article presented in the fifth chapter falls within the end of the lack
of a general definition of the oxidation state term, since IUPAC organization
recently set a formal OS definition as well as practical algorithms to its determi-
nation.173,175,345 Although the OS property is intrinsically related to the physi-
cal electron distribution around atoms, in IUPAC reports the role of quantum-
chemical calculations for OS assignation is still tiptoed across. In this thesis
we wanted to enhance the suitability of the theoretical determination of OSs by
proving the applicability of the EOS method. Moreover, the study also highlights
that the theoretical determination of OS can provide new insights and consistent
answers to unsettled cases that result from ambiguities and caveats of the new
OS definition.

Taking into account the new IUPAC’s definition of OS (subsection 1.3.1), two
main caveats have to be considered. The first one is related to the need to define
an initial Lewis structure, i.e., the need to define bonds, whose electrons will be
assigned to their most electronegative atom. The second caveat is indeed related
to the use of fix EN values to decide on the distribution of these electrons. When
the chemical bond is affected by the whole molecular constitution, as in reversible
or dative bonds, fix EN values may not agree with their electron distribution.
For these particular bonds, special considerations have to be taken into account
in order to obtain the correct OS. Despite these warnings have already been
commented in IUPAC reports, chapter 5 shows that the use of the EOS method
retrieves a proper OS definition directly, without any special consideration.

The need to define an initial Lewis structure may be a handicap in the defini-
tion of OSs of organometallic compounds when they present non-innocent ligands
or ligands that may coordinate according several hapticities, such as aromatic
rings or conjugated chains that may present resonance structures. In these situa-
tions, drawing their Lewis formula requires extra information about bond orders
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from diffraction and spectral data, and the final assignation of the OS of the TM
center is often ascertained from spectral and magnetic measurements.

For non-innocent ligands, EOS analysis gets back a proper OS definition in
the 100% of studied situations, while for haptocomplexes, the agreement is >90%
(see Table 7.3). The reason of the good performance of EOS method in these
situations is that neither the geometry nor EOS construction scheme requiere
the previous definition of chemical bonds. The geometry is just defined by xyz
coordinates and the EOS construction scheme, as it was explained in the in-
troduction, works with effective atomic orbitals (effAOs) (or effective fragment
orbitals), which are natural-type orbitals centered at atoms (fragments) without
any electron sharing between them. EOS analyses do not provide the bonding
pattern of the system. EOS analyses provide the OSs of the system by describ-
ing it as a formal pure ionic system through orbitals centered and confined in
atomic (fragment) regions. Therefore, as it is shown in the chapter 5, the EOS
method fails badly in nearly pure covalent systems such those essentially formed
by homonuclear bonds (Table 7.3).

Systems with reversible or dative bonds may also deserve special attention
when we intend to apply the new OS definition by IUPAC. An specific situation
that is already commented in IUPAC reports is when the bonding pattern takes
place between a Lewis acid (LA) and a Lewis base (LB) ligand, and the LA
(acceptor) is more electronegative than the LB (donor). In these situations, the
general use of electronegativities for the division of the electron bonds leads to
incorrect OSs. According the EN, the electrons of the LA-LB adduct would be
assigned to the LA ligand; however, according the Lewis theory (formation of a
dative bond) and the reversibility of the adduct, the LA ligand does not keep the
bond pair, i.e. there is no change in the oxidation number of any atoms.346 In
this sense, the handicap of the OS assignation in the reversibly-bonded Lewis-
acidic electronegative ligands was introduced in IUPAC reports.

The study of the different bonding modes of the SO2 ligand illustrates the
influence of the nature of the chemical bond in OSs, as well as the fact that the
simple use of EN values is not enough to define them. Figure 7.7 summarizes
the results of the study on the SO2 ligand we addressed in Chapter 5. There
are represented the three experimentally identified bonding modes of the SO2

ligands in mononuclear complexes. From left to right, the SO2 ligand is bound
as a L-type ligand, as a Z-type ligand, and as a π-complex ligand. In each situa-
tion, the TM-SO2 bond is different. As a L-type ligand, the sulfur atom acts as
a LB (sigma donor); thus, both electrons that form the dative bond are provided
by the ligand. In this situation, since S is more electronegative than Rh, the IA
retrieves a good description of the electron-pair assignation and the OSs. When
SO2 ligand acts as a π-complex, the bonding is mainly a π interaction where SO2

(specifically an SO unit), again, acts as a LB (pi donor) because the metal is a
better π-acceptor than σ-acceptor. In this second situation, as one would expect,
the IA retrieves again a good description of the OSs. However, when SO2 acts
as a Z-type ligand, the sulfur atom is the LA (sigma acceptor) and the electrons
that form the sigma dative covalent bond are provided by the metal, which is
the LB. This last described situation provides a typical example of a reversible-
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Figure 7.7: Examples of three types of sulfur bonding in SO2 ligands. From left to
right, the SO2 ligand is bound as a L-type ligand, as a Z-type ligand, and as a π-complex ligand.
Below, schematic representations of their Lewis formulas and EOS results are shown. In the
Lewis formulas, blue arrows reveal the origin of the electrons that form the dative M-SO2 bonds;
red lines illustrate the proper assignations of electrons that retrieve the OSs. The occupation
number of the frontier eff-AOs, namely, the last occupied, λLO, and the first unoccupied, λHU ,
of the metal and the SO2 ligand are reported.

bonded Lewis-acid electronegative ligand. Thus, the general IA criteria, which
assigns the electrons of the TM-SO2 bond to S, fails, and an exception to the
general rule should be applied. However, without additional data like atomic co-
ordinates, it is difficult to assert the bonding mode of the SO2 ligand in advance
and, therefore, errors can occur in the OS assignation. As Figure 7.7 also shows,
EOS analyses naturally yield the expected OS of the SO2 ligand (and its atoms)
and the metal, no matter the bonding pattern and without any external guidance.

Organometallic compounds that hold carbene ligands constitute another sit-
uation where the coordination pattern should deserve special attention in or-
der to determine the OS. Although no reference about carbenes is provided in
IUPAC reports, if we apply the IA criteria to different standard carbene-type
compounds, we can already note that the IA criteria is not able to distinguish
between Schrock-type and Fisher-type carbenes. Figure 7.8 reminds us the dif-
ferent bonding patterns of Fischer- and Schrock-type carbenes, and how their
method of deconstruction determines the final assignation of the OS.

In general, C atoms are more electronegative than TMs. Thus, taking into
account the EN criteria of the IA, the four electrons of the metal-carbene dou-
ble bond will be assigned to the C atom, providing partial OS(carbene)=-2 and
partial OS(TM)=+2. In fact, OSs of Schorck-type carbene complexes agree with
this description (see methods of deconstruction in Figure 7.8), since their bonding
is described as two covalent bonds (one σ and one π) between a triplet carbene
and a triplet metal fragment, and both bonds are polarized toward the carbon
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Figure 7.8: Above, schematic representation of the dominant orbital interactions
in: (a) Fischer-type carbene complexes and (b) Schrock-type carbene complexes.
Below, their respective methods of deconstruction are schematically represented.

atom. Schrock carbenes are also named alkylidenes because they have no donor-
acceptor interactions between the metal and the carbene fragment. Conversely,
the bonding of Fischer-type carbenes comes from a different pattern. The dom-
inant bonding interactions arise from: i) a σ donating bond from the singlet
carbene to the metal, and ii) a π back-donating bond from the metal to the
carbene ligand. Thus, the bond with π character of Fischer-type carbenes also
follows the pattern of a reversible-bonded Lewis-acid electronegative ligand (i.e.,
it is polarized toward the TM), although the bond with σ character does not
(i.e., it is polarized toward the carbon atom). In this sense, the deconstruction
method of each bond of the metal-carbene double bond is different (Figure 7.8)
and, certainly, it is a situation not covered by IUPAC reports at all, which pre-
cludes a proper OS assignation. In our study, we applied the EOS method to
fifteen organometallic compounds that held carbene ligands with different bond-
ing patterns (i.e., Schrock-, Fischer-, and radical-type carbenes). All the analyses
retrieve the expected OS value, according the carbene nature, prior literature or
evidences.

In short, the article reported in chapter 5 captures the applicability of the
EOS method to determine OSs. It shows that EOS method presents a general
excellent performance, determining the expected OSs with high agreement with
experimental evidences or prior literature. The only exception are high cova-
lent systems where a ionic definition to retrieve OSs is meaningless (Table 7.3).
Moreover, the article proves that in those situations that result in ambiguities
and caveats of the IA approach, the EOS method is very helpful because it nat-
urally yields the expected OS without any external guidance.

As a final point, I would like to briefly discuss the results obtained from
the EOS analyses on haptocomplexes. As pointed out above, the need to de-
fine an initial Lewis structure may be a handicap in the definition of OSs of
organometallic compounds that hold aromatic rings or conjugated chains because
they may be coordinated according different hapticities. Moreover, as admitted
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Table 7.3: Summary of the agreement between the OSs predicted by EOS analyses
and *the ones reported in Karen’s reports173,175,345 or prior literature.

by Karen,173,175 in spite of having defined and determined the Lewis structure,
the final OS of the π system is indeed governed by aromaticity. Aromaticity acts
as the driving force to set the bonding pattern that finally will determine the OS.

Our analyses on OSs of sets of haptocomplexes allowed us, not only to cor-
roborate that aromaticity acts as a driven force, but also to refine and improve
the argument. For example, we observed that when the π system presents a local
triplet spin state, regardless the global spin state of the organometallic com-
pound, the ionic charge that the ligand will present agrees with Baird’s rule of
aromaticity for triplet states. Thus, we conclude that the local spin state of the
π system has to be also considered to predict proper OSs and that the OS assig-
nation is not always straightforward. Moreover, we also observed that for bent π
systems, their ionic character (and therefore the final OS) is better explained if
conjugated delocalized segments are analized separately, rather than looking at
the whole system. However, in these situations, the stabilization of each segment
constitutes a lower (less dominant) driving force than the stabilization of the
whole π systems via aromaticity, and the final OS is less predictable. So, along
with demonstrating that EOS method works perfectly on the determination of
OS, our study also shows that EOS method may also be useful to rationalize and
shed some light on the behavior of the OS property.
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7.3 Electron distribution in molecular electrides

This section is based on the contents of the manuscript by Postils et al. Chem.

Commun. 2015, 51, 4865-4868, which can be found in chapter 6 of this thesis (ref.

261).

In this last section of the chapter, the results presented in chapter 6 are briefly
commented. This chapter contains the computational study of this thesis focused
on the construction of molecules, specifically on how the electronic structure of
an intriguing molecules, i.e. electrides, is organized. It is precisely because of the
intriguing electronic structure of electrides that the oxidation state assignations
of such molecules, for example, can not be done by classical formalisms. However,
in chapter 6 we went a step further and, instead of just quantifying the oxidation
state property, we focused on the description of the whole electronic structure
and electron distribution.

By definition, electrides are ionic species where isolated electrons consti-
tute the anionic part.347 Although the existence and the electronic structure
of electrides in the solid lattice had been already studied in a few attempts
when we published our article250,252,256,348 and have been further explored since
then,253,254,269,270,349,350 the study presented here is the unique published work
that features the possibility of electrides beyond the solid lattice by the resolution
of their electronic structure in gas phase. In this project, besides the character-
ization of molecular electrides, a criterion to differentiate electrides from other
similar species was also provided.

The molecules selected to conduct the study had been previously tagged as
electrides because they show large nonlinear optical properties (NLOPs) and
delocalized diffuse excess electrons on high-lying occupied orbitals. However,
the isolated-electron character required for being tagged as electrides had not
previously been confirmed. Thus, in this project we performed the character-
ization of their electronic structure using three different criteria: the existence
of a non-nuclear atractor (NNA), an electron localization function (ELF) basin,
and negative values of the Laplacian of the electron density (see subsection 2.3.1
for the theoretical background). Then, the electride nature is determined by the
presence of these three features in specific non-atomic regions where the isolated
electron is expected to be held.

Table 7.4 summarizes the results obtained in the study by the aforemen-
tioned criteria and it also reports the final conclusions about the electride nature
of the analyzed molecules. It can be observed that the results support the exis-
tence of gas-phase molecular electrides. Specifically, the Li@calix[4]pyrrole, the
e-@C60F60, and the TCNQ-based molecules are characterized as electrides. All
these chemical systems fulfill the three criteria used to characterize electrides.
In this sense, we established that the presence of a NNA and an ELF basin or
negative values of the Laplacian of the electron density are necessary conditions
to assert the existence of an isolated electron and the electride nature.

Among the molecules identified as electrides, by quantifying the electron den-
sity confined in the ELF basin of the isolated electron and in the NNA basin, two
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Figure 7.9: QTAIM topological analysis (top left), ∇2ρ=-0.001 (top right) and
ELF=0.75 (bottom) representations of TCNQLi2.

different scenarios are observed. On the one hand, TCNQ-based molecules that,
with almost one electron integrated in the abovementioned basins, can be pre-
sented as formal electrides. On the other hand, Li@calix[4]pyrrole and e-@C60F60

that, containing far less than one electron integrated in the abovementioned
basins, may just be classified as electride-like molecules. Figure 7.9 presents the
QTAIM topological analysis, ELF and ∇2ρ representations of TCNQLi2.

It is important to note that there are chemical systems that have NNAs,
∇2ρ or ELF basins and they are not electrides. Therefore, the presence of these
features should be properly analized before assigning the tag of electride to the
studied system. For example, Li· · ·HCN and Li· · ·NCH molecules present inde-
pendent ELF and ∇2ρ basins in the proximity of lithium. However, these basins
remain so close to lithium that they can be barely considered anything else than
the polarized lithium valence itself. We also suggested that large NLOPs can be
used, together with the three latter conditions related to the electronic structure,
to confirm the true electride nature of the given species.

NLOP NNA ∇2ρ ELF Electride?
TCNQLi2

√ √ √ √ √

TCNQNa2
√ √ √ √ √

Li@calix[4]pyrrole
√ √ √ √ √

Li@B10H14
√

× × × ×
e-@C60F60

√ √ √ √ √

Li· · ·HCN
√

×
√a √a ×

HCN· · ·Li
√

×
√a √a ×

Control molecules

Li2
√ √ √ √ √

C2H2 ×
√a √a √a ×

Table 7.4: Summary of the criteria used to characterize electrides in this study.
a These molecules show NNA,∇2ρ or ELF basins in the close vicinity of an atom and, therefore,
the isolated nature of the electron is dubious.
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Finally, besides tidying up the proper identification of molecular electrides by
setting the criteria for their identification, we also put forward a recipe to design
new electrides based on the occurrence of NNA, which is not at all a frequent
feature of molecular densities. In this sense, we suggested the use of the data
of Pendás and coworkers,262 who analyzed the range of diatomic distances at
which several dimers show a NNA. We were inspired by TCNQ-based molecules,
where TCNQ moiety actually plays a role in stabilizing Li2 and Na2 molecules
at a favorable distance where the NNA appears.
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Chapter 8

Conclusions

The main conclusions of this thesis are collected in this chapter, and organized
in three main groups.

Functionalization of C-H bonds of hydrocarbons by the

[(PyTACN)FeV ] catalyst

First:
The effects of the substrate and solvent in the alkane hydroxylation mecha-

nism catalyzed by an Fe(V)=O catalyst, [(PyTACN)FeV O], have been studied.
Substrate effects were studied in solvent and taking into account hydrocarbons
that hold different types of carbon atoms (i.e., methane and hydrocarbons with
primary, secondary, and tertiary carbon atoms). It was found that, despite corre-
lation between the energy barriers of the C-H breaking and the substrate nature
can be drawn, the general mechanism of the alkane hydroxylation process (AHP)
is not affected by changing the substrate. Thus, for all hydrocarbons, the alkane
hydroxylation process in solvent follows the classical Groves’ or rebound mech-
anism. The first step of the rebound mechanism consists in an hydrogen atom
transfer (HAT) reaction that forms an alkyl radical intermediate, which further
reacts with one hydroxyl group of the catalyst to form the final hydroxyl prod-
ucts.

When we move from solvent phase to gas phase in order to study the sol-
vent effect on the AHP, we observed key changes in the reaction mechanism.
On the contrary to solvent-phase, the gas-phase alkyl radical intermediates of
hydrocarbons are not stable minima, except for methane. Therefore, the step-
wise mechanism via the radical intermediate is precluded except for the methane
substrate. In turn, in gas phase these substrates evolve through a concerted and
highly asynchronous mechanism where the HAT reaction leads directly to the
final hydroxyl products. The non-stabilization of radical intermediates at gas
phase is explained by the fact that gas phase does not favor the concentration
of charges (i.e., the +2 charge the radical intermediate presents on the catalysts
is not stabilized). On the contrary, gas phase stabilizes the charge splitting of
the cationic intermediates (i.e., +1 charge on the catalyst and +1 charge on the
substrate).

The changes in the reaction mechanism of AHPs identified and analyzed in
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detail in our systematic study can help to rationalize the high variability in alkane
hydroxylation mechanisms reported in literature.

Second:

The [(PyTACN)FeV ] catalyst is within the first examples of iron catalysts that
are able to catalyze the chemoselective carbene insertion into C(sp2)-H bonds of
non-activated arenes. In this thesis, the reaction mechanism of such reactivity
has been computationally rationalized. The carbene formation from EDA (the
carbene precursor) is the rate-determining step of the process, with a barrier high
enough to explain the experimental need of working at 80 ◦C, which hinders the
direct experimental detection of the intermediates of the reaction mechanism.
The electronic nature of the formed Fe-carbene is computationally described as
an Fe(III) and a formal radical alkyl carbene, which is the first nonheme iron
radical carbene described up to date.

Moreover, the surprising unprecedented chemoselective reactivity is explained
by a novel mechanism. From the intermediate form, where an initial Ccarb-Cbz
bond is already assembled, the formation of the final insertion products evolves
through a hydrogen abstraction reaction of the hydrogen of the Ccarb atom that
is already forming the Ccarb-Cbz bond by the carbonyl oxygen of the native EDA.
At this stage, an enol intermediate is formed. The final insertion products are
achieved after an enol-ester tautomerism, where the hydrogen of the enol moves
to its final position (Ccarb) and the ester is recovered. This process is assisted by
water molecules.

Theoretical characterization of oxidation states

Third:

We have shown that the effective oxidation state (EOS) method efficiently
retrieves the oxidation states of many kinds of organometallic catalysts (from
catalysts that bear non-innocent ligands, to TM systems with formally very high
OS, passing through systems with reversible or dative bonds). Thus, the EOS
method presents a general excellent performance in determining the expected OSs
of different kind of systems with high agreement with experimental evidences or
prior literature.

One of the main strengths of the EOS method is that is not based on the
identification of bonding patterns. EOS analyses provide the OSs of the systems
by describing the system as a formal pure ionic entity through orbitals centered
and confined in atomic (fragment) regions without electron sharing between them.
In this way, EOS analyses are able to get back the proper OS in situations
where the application of the generic definition of OS of IUPAC based on Allen
electronegativities is not conclusive. For instance, the EOS method is successful
when there are non-innocent ligands or ligands with aromatic rings or conjugated
chains that may present resonance structures).

Another main strength of the EOS method is that, by construction, it retrieves
the influence of the whole chemical environment of the system in the assignation
of OSs. In this sense, EOS method identifies if the fragments we have defined are
subsystems of enhanced stability, and, in line with this, the method establishes
the final OSs without any external guidance. This is especially useful when the
existence of dative bonds can bias the final OSs of the system.
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Finally, the EOS method not only reaches by computational techniques the
new IUPAC’s definition of OS, but also extends the identification of OSs to
other systems that cannot be properly addressed by IUPAC’s definition. For
example, we have shown how EOS method correctly retrieves different OSs by
carbene ligands, discerning between Schrock-, Fisher-, and radical-type carbenes.
Moreover, we have also shown that the EOS results of aromatic ligands are in
complete agreement with the OS assignation considering the proper aromaticity
rule in each situation in accordance with the local spin state of the ligand (i.e.,
Baird or Hückel rule).

The results of the EOS analysis only disagree with the expected results for
molecules of main-group elements exhibiting homonuclear bonds. This is mainly
because the case of a homonuclear bond is the worst-case scenario for methods
(like EOS) that seek to recover the ionic character of molecules in line with the
foundations of the OS property.

Electron distribution in molecular electrides

Fourth:
The proper characterization of molecules as molecular electrides requires the

identification of the isolated-electron character, which can be accomplished by
means of electron distribution analyses. As we demonstrated, for the first time,
the presence of a non-nuclear attractor (NNA) and an ELF basin or negative val-
ues of the Laplacian of the electron density are necessary conditions to assert the
existence of an isolated electron and, consequently, the electride nature. More-
over, large values of nonlinear optical properties (NLOPs) can be used, together
with the three latter conditions, to confirm the true electride nature of the given
species; especially when the presence of the electronic indicators (i.e., the NNA,
the ELF or the ∇2ρ basin) is close to atoms. By quantifying the electron density
confined in the ELF and in the NNA basin, formal electrides and electride-like
molecules can be discerned. The formers present almost one electron integrated
in the abovementioned basins, while the latters contain far less than one electron
integrated in them.

The occurrence of NNAs, which is not a frequent feature in molecules at all,
can be used as a criterion to design new electrides.
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[94] Prat, I.; Mathieson, J. S.; Güell, M.; Ribas, X.; Luis, J. M.; Cronin, L.;

Costas, M. Nature chemistry 2011, 3, 788–93.
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[162] Wöhler, F. Grundriss der Chemie: unorganische Chemie, 3rd ed.; Duncker

und Humblot: Berlin, 1835; p 187.
[163] Latimer, W. M. The Oxidation States of the Elements and Their Potentials

in Aqueous Solutions, 2nd ed.; Prentice-Hall, Incorporated: New York,
1938; p 352.

[164] Jørgensen, C. K. Oxidation Numbers and Oxidation States; Springer-
Verlag: New York, 1969.

[165] Hegedus, L. S. Transition Metals in the Synthesis of Complex Organic
Molecules, 2nd ed.; University Science Books: Sausalito, California, 1999;
p 337.

[166] IUPAC. Compendium of Chemical Terminology. 1997; http://goldbook.
iupac.org.

[167] IUPAC, Oxidation State. 1990; https://www.iupac.org/goldbook/

O04365.pdf.
[168] Jansen, M.; Wedig, U. Angewandte Chemie International Edition 2008,

47, 10026–10029.

179

http://goldbook.iupac.org
http://goldbook.iupac.org
https://www.iupac.org/goldbook/O04365.pdf
https://www.iupac.org/goldbook/O04365.pdf


CHAPTER 9: BIBLIOGRAPHY

[169] Altun, A.; Shaik, S.; Thiel, W. Journal of the American Chemical Society
2007, 129, 8978–8987.

[170] Ogliaro, F.; de Visser, S. P.; Groves, J. T.; Shaik, S. Angewandte Chemie
International Edition 2001, 40, 2874–2878.

[171] Steinborn, D. Journal of Chemical Education 2004, 81, 1148–1154.
[172] Loock, H.-P. Journal of Chemical Education 2011, 88, 282–283.
[173] Karen, P.; Mcardle, P.; Takats, J. Pure and Applied Chemistry 2014, 86,

1017–1081.
[174] IUPAC, Oxidation State. 2017; http://goldbook.iupac.org/O04365.

html.
[175] Karen, P. Angewandte Chemie International Edition 2015, 54, 4716–4726.
[176] Kaupp, M.; von Schnering, H. G. Angewandte Chemie International Edi-

tion 1995, 34, 986–986.
[177] Allen, L. C. Journal of the American Chemical Society 1989, 111, 9003–

9014.
[178] Mann, J. B.; Meek, T. L.; Allen, L. C. Journal of the American Chemical

Society 2000, 122, 2780–2783.
[179] Mann, J. B.; Meek, T. L.; Knight, E. T.; Capitani, J. F.; Allen, L. C.

Journal of the American Chemical Society 2000, 122, 5132–5137.
[180] Pritchard, H. O.; Skinner, H. A. Chemical Reviews 1955, 55, 745–786.
[181] Sen, K. D.; Alonso, J. A.; Jørgensen, C. K.; Balbas, L. C.; Bartolotti, L. J.;

Bergmann, D.; Bohm, M. C.; Galvan, M.; Gazquez, J. L.; Hinze, J.;
Mortier, W. J.; Mullay, J.; Schmidt, P. C.; Vela, A. M. In Electroneg-
ativity. Structure and bonding (Book 66); Jorgensen, C. K., Sen, K. D.,
Eds.; Springer Berlin: Heidelberg, 1987; p 198.

[182] Bergmann, D.; Hinze, J. Angewandte Chemie International Edition 1996,
35, 150–163.

[183] Usón, R.; Forniés, J.; Espinet, P.; Fortuño, C.; Tomas, M.; Welch, A. J. J.
Chem. Soc., Dalton Trans. 1988, 0, 3005–3009.

[184] Sircoglou, M.; Bontemps, S.; Mercy, M.; Saffon, N.; Takahashi, M.;
Bouhadir, G.; Maron, L.; Bourissou, D. Angewandte Chemie International
Edition 2007, 46, 8583–8586.

[185] Moret, M.-E.; Peters, J. C. Angewandte Chemie International Edition
2011, 50, 2063–2067.

[186] Cundari, T. R.; Gordon, M. S. Journal of the American Chemical Society
1991, 113, 5231–5243.

[187] Vyboishchikov, S. F.; Frenking, G. Chemistry - A European Journal 1998,
4, 1428–1438.

[188] Cases, M.; Frenking, G.; Duran, M.; Solà, M. Organometallics 2002, 21,
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Journal of Physical Chemistry A 2004, 108, 6072–6078.

[297] Guell, M.; Luis, J. M.; Rodriguez-Santiago, L.; Sodupe, M.; Sola, M. The

184



CHAPTER 9: BIBLIOGRAPHY

Journal of Physical Chemistry A 2009, 113, 1308–1317.
[298] Grimme, S. Wiley Interdisciplinary Reviews: Computational Molecular Sci-

ence 2011, 1, 211–228.
[299] Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. The Journal of Chemical

Physics 2010, 132, 154104.
[300] Grimme, S.; Ehrlich, S.; Goerigk, L. Journal of Computational Chemistry

2011, 32, 1456–1465.
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Ionization Energies and Electron Affinities 
 
 

	 	
Gg	(kcal/mol)	 Gg+corr	(kcal/mol)	 Gsolv	(kcal/mol)	

EA	

Fe(IV)	m1	è Fe(III)	m2	 -243.85	 -159.79	 -130.68	
Fe(IV)	m3	è Fe(III)	m4	 -234.55	 -115.17	 -118.86	
Fe(IV)	m5	è Fe(III)	m6	 -247.97	 -134.15	 -134.86	
Global	Fe(IV)	m3	è	Fe(III)	m6	 -245.04	 -130.18	 -129.20	

IE	

Methyl	 228.85	 145.12	 145.47	

Ethyl	 190.35	 116.20	 116.04	

Cyclohexyl	 162.24	 103.79	 103.25	

DMB	 151.68	 93.59	 92.17	
 

Table S1. Gibbs Energy values at gas-phase (Gg), at gas-phase including the dispersion and 
solvent corrections (Gg+corr.), and at solvent (acetonitrile) (Gsolv) for the ionization energies (IE) of 
the radical substrates and for the electron affinities (EA) of the FeIV(OH)2 moiety at different 
multiplicities. 

 

	
Gg	(kcal/mol)	

	
Radical	è	Cation		

	
Methyl	 Ethyl	 Cyclohexyl	 DMB	

m2	 -15.01	 -53.51	 -81.61	 -92.17	
m4	 -5.70	 -44.20	 -72.31	 -82.87	
m6	 -19.12	 -57.62	 -85.73	 -96.29	

Global	 -16.20	 -54.70	 -82.80	 -93.36	

	
Gg+corr	(kcal/mol)	

m2	 -14.67	 -43.59	 -56.00	 -66.19	
m4	 29.95	 1.02	 -11.38	 -21.58	
m6	 10.97	 -17.95	 -30.36	 -40.55	

Global	 14.94	 -13.98	 -26.39	 -36.58	

	
Gsolv	(kcal/mol)	

m2	 14.79	 -14.64	 -27.43	 -38.51	
m4	 26.61	 -2.83	 -15.62	 -26.70	
m6	 10.61	 -18.82	 -31.61	 -42.70	

Global	 16.27	 -13.16	 -25.95	 -37.03	
 

Table S2. Energy differences between the IE of the deprotonated substrates and the EA of the 
FeIV(OH)2 moiety at different catalyst multiplicities. Negative values account for a favorable 
substrate oxidation (cationic forms), while positive values indicate that deprotonated substrate 
oxidation is not favorable and they keep the radical form. Values in kcal/mol and for gas-
phase (Gg), gas-phase including the dispersion and solvent corrections (Gg+corr.), and solvent (Gsolv) 
computational methodologies. 
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Mulliken Spin Populations 

 

 

 

 

 

 

 
 
 

 
NS=Not 

Significant value. 
a. S=1/2 monoradicaloid energies have been evaluated and they are always higher in energy than 
triradicaloid structures. 

 

Table S3. Mulliken spin population analysis of A structures. 

 

  

	 Fe	 O	(oxo)	 O	(hydroxyl)	 N	(trans	to	pyridine)	

Methane	
A2	a	 1.899	 -0.868	 0.1845	 NS	
A4	 2.054	 0.914	 0.1771	 NS	
A6	 3.182	 0.591	 0.0983	 0.800	

Ethane	
A2	a	 1.885	 -0.862	 0.188	 NS	
A4	 2.031	 0.927	 0.180	 NS	
A6	 3.168	 0.603	 0.097	 0.799	

Cyclohexane	
A2	a	 1.880	 -0.858	 0.189	 NS	
A4	 2.026	 0.927	 0.181	 NS	
A6	 3.167	 0.605	 0.096	 0.799	

2,3-DMB	
A2	a	 1.885	 -0.860	 0.187	 NS	
A4	 2.044	 0.920	 0.178	 NS	
A6	 3.187	 0.592	 0.096	 0.801	
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UOPBE Energy values 

 

	 ΔEelec	(UOPBE)	 ΔEelec	(UB3LYP)	

A	
m2	 19.45	 9.16	
m4	 0.00	 0.00	
m6	 23.27	 14.02	

	

TSabs	
m2	 7.04	 2.68	
m4	 0.00	 0.00	

 

Table S4. Ethane relative electronic energies obtained with single point calculations at 
UOPBE/6-311G(d,p)~SDD + SMD level of theory for the corresponding UB3LYP 
geometries. 

 

	 Methyl	 Ethyl	 Cyclohexyl	 DMB	
	 ΔEelec	

(UOPBE)	
ΔEelec	

(UB3LYP)	
ΔEelec	

(UOPBE)	
ΔEelec	

(UB3LYP)	
ΔEelec	

(UOPBE)	
ΔEelec	

(UB3LYP)	
ΔEelec	

(UOPBE)	
ΔEelec	

(UB3LYP)	

Irad	

m2	 0.00	 0.00	 0.21	 0.00	 0.00	 0.32	 	 	
m4	 1.95	 0.61	 0.00	 1.55	 0.54	 0.00	 0.00	 0.00	
m6	 8.51	 9.62	 	 	 	 	 	 	

	 	 	

Icat	
m2	 	 	 10.90	 5.17	 8.61	 3.76	 	 	
m4	 	 	 9.29	 7.94	 8.47	 7.97	 9.53	 8.18	

	 m6	 	 	 0.00	 0.00	 0.00	 0.00	 0.00	 0.00	
 

Table S5. Irad and Icat relative Electronic Energies obtained with single point calculations at 
UOPBE/6-311G(d,p)~SDD + SMD level of theory for the corresponding UB3LYP 
geometries. 
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Magnitude of the SPIN Contamination 

 

	
A2	 TSabs

2	 Irad
2	 TSreb_NCH2

2	 TSreb_NCH3
2	

	
<!!!>	 ΔE	 <!!!>	 ΔE)	 <!!!>	 ΔE	 <!!!>	 ΔE	 <!!!>	 ΔE	

Methane	(solv.)	 1.815	 3.39	 1.799	 1.14	 1.736	 -1.01	 1.576	 -1.33	 1.610	 -0.37	
	 	 	 	 	 	 	 	 	 	 	

Ethane	(solv.)	 1.813	 3.43	 1.796	 1.42	 1.688	 -1.18	 1.459	 -1.12	 1.769	 0.06	
	 	 	 	 	 	 	 	 	 	 	

Cyclohexane	(solv.)	 1.812	 3.45	 1.800	 1.84	 1.801	 0.10	
	 	

1.786	 0.09	
	 	 	 	 	 	 	 	 	 	 	

2,3-DMB	(solv.)	 1.814	 3.43	 1.770	 1.71	
	 	 	 	 	 		 	 	 	 	 	 	 	 	 	 	

Methane	(gas)	 1.812	 3.42	 1.757	 0.95	 1.723	 -0.95	 1.768	 0.04	 1.758	 -0.30	
 
Table S6. Value of the square of the total spin angular momentum operator, <!!!>, obtained 
for cases with spin contamination and the amount of energy corrected calculated as: ΔE=(Espin 

corr-Es) in kcal·mol-1. Es refers to the original electronic energy obtained for the calculation and 
Espin corr refers to the final reported energy value obtained applying eq. 1 of the manuscript.  
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Analysis of the electron transfer in the initial compound A   

 

	 	
Gsolv	(kcal/mol)	

EA	

Fe(V)	m2	è Fe(IV)	m1	 -135.60	
Fe(V)	m4	è Fe(IV)	m3	 -126.66	
Fe(V)	m6	è Fe(IV)	m5	 -140.57	
Global	Fe(V)	m4	è	Fe(III)	m5	 -132.17	

IE	

Methane	 202.42	

Ethyane	 197.29	

Cyclohexane	 159.84	

2,3-DMB	 155.87	
Table S7. Gibbs energy values at solvent (acetonitrile) (Gsolv) for the ionization 
energies (IE) of the alkane substrates and for the electron affinities (EA) of the 
FeV(O)(OH) catalyst at different multiplicities. 

 

	
Ggolv	(kcal/mol)	

	
Alkane	è	Radical	alkane		

	
Methane	 Ethane	 Cyclohexane	 2,3-DMB	

m2	 66.82	 75.75	 61.85	 70.25	
m4	 61.70	 70.63	 56.72	 65.13	
m6	 24.25	 33.18	 19.27	 27.67	

Global	 20.28	 29.21	 15.30	 23.70	
Table S8. Energy differences between the IE of the substrates and the EA of the 
FeV(O)(OH) catalyst at different catalyst multiplicities. Negative values account for a 
favorable substrate oxidation (radical forms), while positive values indicate that 
substrate oxidation is not favorable and they keep the neutral form. Values in 
kcal/mol and at solvent (Gsolv). 
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Analysis of the Iron-bishydroxo intermediates’ stability 

At gas-phase  

 

UB3LYP/6-311G(d,p)~SDD  Substrates / ΔGg (kcal/mol) 

S Catalyst 
Configuration 

Substrate 

Configuration 
Methyl Ethyl Cyclohexyl 2,3-DMB 

    	 	 	 	

½ 

 

FeIII 
  

15.65	(0.00) 15.65	(0.00) 15.65	(0.00) 16.65	(0.00) 

FeIV 
  

30.66	(15.01) 69.16	(53.51) 97.26	(81.61) 107.82	(92.17) 

FeIV 
  

16.20	(0.54) 54.70	(39.05) 82.80	(67.15) 93.36	(77.71) 

        

3/2 

 

FeIII 
  

10.49	(0.00) 10.49	(0.00) 10.49	(0.00) 10.49	(0.00) 

FeIV 
  

16.20	(5.70) 54.70	(44.20) 82.80	(72.31) 93.36	(82.87) 

FeIV 
  

19.12	(8.63) 57.62	(47.13) 85.73	(75.24) 96.29	(85.79) 

        

5/2 

FeIII 
  

0.00	(0.00) 0.00	(0.00) 0.00	(0.00) 0.00	(0.00) 

FeIV 
  

19.12	(19.12) 57.62	(57.62) 85.73	(85.73) 96.29	(96.29) 

	

Table S9. Relative Gibbs energies (ΔGg) in kcal/mol for radical and cation iron-
bishydroxo catalysts electronic configurations evaluated considering catalyst and 
substrate separated at infinite distances. Values in parenthesis correspond to Gibbs 
energy differences within the same multiplicity species. 
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At gas-phase including single-point dispersion and acetonitrile solvent corrections 

 

UB3LYP/6-311G(d,p)~SDD Substrates / ΔGg+corr (kcal/mol) 

S Catalyst 
Configuration 

Substrate 

Configuration 
Methyl Ethyl Cyclohexyl 2,3-DMB 

    	 	 	 	

½ 

 

FeIII 
  

27.14	(27.14) 12.20	(0.00) 12.20	(0.00) 12.20	(0.00) 

FeIV 
  

41.81	(41.81) 55.79	(43.59) 68.20	(56.00) 78.40	(66.19) 

FeIV 
  

0.00	(0.00) 13.98	(1.78) 26.39	(14.18) 36.58	(24.38) 

        

3/2 

 

FeIII 
  

29.95	(29.95) 15.01	(1.02) 15.01	(0.00) 15.01	(0.00) 

FeIV 
  

0.00	(0.00) 13.98	(0.00) 26.39	(11.38) 36.58	(21.58) 

FeIV 
  

3.97	(3.97) 17.95	(3.97) 30.36	(15.35) 40.55	(25.55) 

        

5/2 

FeIII 
  

14.94	(10.97) 0.00	(0.00) 0.00	(0.00) 0.00	(0.00) 

FeIV 
  

3.97	(0.00) 17.95	(17.95) 30.36	(30.36) 40.55	(40.55) 

	

Table S10. Relative Gibbs energies (ΔGg+corr) in kcal/mol for radical and cation iron-
bishydroxo catalysts electronic configurations evaluated considering catalyst and 
substrate separated at infinite distances. Values in parenthesis correspond to Gibbs 
energy differences within the same multiplicity species. 
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For the intermediates evaluated as an adduct 
 

UB3LYP/6-311G(d,p)~SDD Substrates / ΔGg (kcal/mol) Substrates / ΔGg+corr (kcal/mol) 

S Electronic Configuration 
                     Iron     Substrate Methane Cyclohexane Methane Cyclohexane 

1/2 

FeIII  
 

-a 14.07 -a 10.22 

FeIV 

 
0.00 -a 0.00 -a 

3/2 

FeIII  
 

-a 11.63 -a 9.55 

FeIV 
 

1.43 -a 1.08 -a 

5/2 

FeIII  
 

-a 0.00 -a 0.00 

FeIV 
 

20.70b -a -a -a 

a We were unable to optimize the intermediate in this particular electronic structure.  b ΔEelec value. 
 

Table S11. Relative Gibbs Energies at gas-phase (ΔGg) and at gas-phase including 
single-point dispersion and acetonitrile solvent corrections (ΔGg+corr) (kcal/mol) for 
radical and cation iron-bishydroxo intermediates for different spin multiplicities. 

 

 

Radical stability against dissociation 

It is widely accepted than when continuum solvation models are applied to calculate the 
solvation free energy of  reactions that imply a change in the molecularity (i. e. association 
and dissociation reactions), the solvation entropy may be greatly overestimated.1–3 There exist 
many published works where this overestimation of the solvation entropy has been reported 
and treated. 4–9  

The majority of approaches to compute the Gibbs energy of dissociation reactions in solution 
consider that most of the changes between gas-phase and solution free energies are due to the 
entropic term. Then, the Gibbs energy in solution can be computed through the following 
general expression: 

ΔG(sol) = ΔG(gas) + ∆!!/∗– λTΔS(gas) 

The λTΔS(gas) term determines the reduction of the gas-phase dissociation reaction entropy 
when the reaction takes place at solution. It have been proposed several approaches to 
compute λTΔS(gas).10–12 Here we have used the method proposed by Wertz based on the empirical 
correlation between solvent Sgas and Sliq.10 Wertz method was derived from the experimental 
evidence that different small molecules lose the same fraction of their entropy upon going 
from the gas phase into solution. Then, despite differences in the solute-solvent interactions, 
the entropy of solution is a fairly constant fraction of the gaseous-phase entropy, which only 
depends on the solvent physical constants.10,13  

The fraction of entropy that is lost in going from gas to liquid is given by :  
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! =
!!"#! !(!!"#! !!"# !!,!"#

!!,!"#
)

(!!"#! !!"#
!!,!"#
!!,!"# )

 . 13  

Where !!"#!  and !!"#!  are the standard molar entropy of the solvent at liquid and gas phases, 
Vm,liq is the molar volume of the solvent at liquid-phase and Vm,gas is the ideal gas molar volume 
of the solvent. Then, using Wertz approach, the expression used to compute the λS(gas) term is: 

!!(!"#) =  ! !(!"#) + !"#
!!,!"#
!!,!"#

. 

The right-hand term inside the parenthesis accounts for changes in molar volume.  

For acetonitrile, which is the solvent considered in this paper, at 298.15K, !!"#!   is 149.62 
J/molK and !!"#!   is 245.48 J/molK,14 Vm,liq is 0.052 l. and Vm,gas is 24.45 l. Then, the quantitative 
expression obtained for acetonitrile is: Ssolv= -0.23(Sgas - 12.22) (cal/molK). 

 

ΔG(sol) = ΔG(gas) – λTΔS(gas)    (kcal/mol) Methyl Ethyl Cyclohexyl 2,3-DMB 
Irad

4 0.00 0.00 0.00 0.00 
Irad

2 -1.42 -3.82 -2.09 --- 
Dissociated:       FeIV(OH)2 ········· R· 0.87 -2.81 3.92 1.67 

 

Table S12. Gibbs energy (∆!(!"#)) stabilization of radical intermediates against dissociation 
in acetonitrile solution. Energies are given in kcal/mol. Dissociated intermediates have been 
evaluated considering the catalyst form (FeIV(OH)2) and the radical deprotonated substrate at 
infinite distance. 

 

_______________ 

(1)  Leung, B. O.; Reid, D. L.; Armstrong, D. A.; Rauk, A. J. Phys. Chem. A 2004, 108, 2720–
2725. 

(2)  Wolfe, S.; Kim, C.-K.; Yang, K.; Weinberg, N.; Shi, Z. J. Am. Chem. Soc. 1995, 117, 4240–
4260. 

(3)  Wolfe, S.; Shi, Z.; Yang, K.; Ro, S.; Weinberg, N.; Kim, C.-K. Can. J. Chem. 1998, 76, 114–
124. 

(4)  Voutchkova, A. M.; Feliz, M.; Clot, E.; Eisenstein, O.; Crabtree, R. H. J. Am. Chem. Soc. 
2007, 129, 12834–12846. 

(5)  Solans-Monfort, X.; Pleixats, R.; Sodupe, M. Chem. - A Eur. J. 2010, 16, 7331–7343. 
(6)  Liu, W.-G.; Sberegaeva, A. V; Nielsen, R. J.; Goddard, W. A.; Vedernikov, A. N. J. Am. 

Chem. Soc. 2014, 136, 2335–2341. 
(7)  Kuznetsov, M. L.; Teixeira, F. A.; Bokach, N. A.; Pombeiro, A. J. L.; Shul’pin, G. B. J. Catal. 

2014, 313, 135–148. 
(8)  Chakraborty, B.; Bhunya, S.; Paul, A.; Paine, T. K. Inorg. Chem. 2014, 53, 4899–4912. 
(9)  Adão, P.; Barroso, S.; Carvalho, M. F. N. N.; Teixeira, C. M.; Kuznetsov, M. L.; Pessoa, J. C. 

Dalt. Trans. 2015, 44, 1612–1626. 
(10)  Wertz, D. H. J. Am. Chem. Soc. 1980, 102, 5316–5322. 
(11)  Gallicchio, E.; Kubo, M. M.; Levy, R. M. J. Phys. Chem. B 2000, 104, 6271–6285. 
(12)  Schmid, R. Monatshefte fuer Chemie/Chemical Mon. 2001, 132, 1295–1326. 
(13)  Cooper, J.; Ziegler, T. Inorg. Chem. 2002, 41, 6614–6622. 
(14)  Putnam, W. E.; McEachern, D. M.; Kilpatrick, J. E. J. Chem. Phys. 1965, 42, 749.  
 
 

 

  

SUPPORTING INFORMATION SECTION 4.1

199



 S12 

Correlations of: 
TS Energy Barriers of the H-Abstraction 
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Figure S1. Correlation of the  HAT energy barrier (ΔE�+ ZPE) with respect to the 
transition state’s O···H distance of the new formed bond. 

Figure S2. Correlation of the HAT energy barrier (ΔE�+ ZPE) with respect to the 
transition state’s C···H distance of the substrate cleaved bond. 
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Figure S3. Correlation of the HAT energy barrier (ΔE�+ ZPE) with respect to the 
transition state’s imaginary frequency. 

Figure S4. Correlation of the HAT energy barrier (ΔE♯+ ZPE) with respect to the 
spin density (radical character) of the C bonded to the abstracted hydrogen on the 
transition state. 
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Figure S6. Correlation of the HAT energy barrier (ΔE�+ ZPE) with the BDECH of 
substrates. 

Figure S5. Correlation of the height of the HAT energy barrier (ΔE♯+ ZPE) with 
respect to the IE of the substrate. 
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Figure S7. Correlation of the HAT free energy barrier (ΔG�) with the C-H bond 
dissociation free energy of substrates (BDFECH). 
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Icat-Irad energy difference 

 

Figure S8.  Correlation of the Icat-Irad energy difference with the IE of the radical alkyl. 
[Only ethyl, cyclohexyl and 2,3-dimethanebutyl data are included because the Icat is 
not optimized for the methyl substrate.] 

 

 

 

Figure S9. Correlation of the Icat-Irad energy difference with the IE of the substrate. 
[Only ethyl, cyclohexyl and 2,3-dimethanebutyl correlations are evaluated because 
the Icat is not detected for the methyl substrate.] 

y"="1.0382x"+"130.12"
R²"="0.99975"

+40.00"

+35.00"

+30.00"

+25.00"

+20.00"

+15.00"

+10.00"

+5.00"

0.00"

85" 90" 95" 100" 105" 110" 115" 120"

Δ(
I ca

t'I
ra
d)
+[k

ca
l/m

ol
'1
]+

IEalkyl+[kcal/mol'1]+

y"="0.4975x"+"107.41"
R²"="0.84035"

+40.00"

+35.00"

+30.00"

+25.00"

+20.00"

+15.00"

+10.00"

+5.00"

0.00"

140" 150" 160" 170" 180" 190" 200" 210"

Δ(
I ca

t'I
ra
d)
+[k

ca
l/m

ol
'1
]+

IEalkane+[kcal/mol'1]+

ANNEX

204



 S17 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure S10. Stabilization of the cation intermediate (FeIV(OH)2/R·) versus the radical 
intermediate (FeIII(OH)2/R+) with respect to the IE of the alkane substrate. The global 
cationic and radical intermediate energies have been calculated considering the 
catalyst and the alkyl substrate at infinite distance.  
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Self-Interaction Error (SIE) Analyses 

Acetonitrile Solution 

The self-interaction error (SIE) effect in the energy of the compounds is evaluated calculating the 
delocalization error at 60Å accordingly to: 

Δ!!"#$%(!" !) = !(!"!"#$%&' − !"#$")!"! − !(!"!"#$%&') − !(!"#$") − !
!!"

!!!!
! , 1 

Where !(!"!"#$%&' − !"#$")!"! is the energy of the Fe complex and the alkyl separated by 60 Å,  
!(!"!"#$%&') is the energy of the isolated Fe complex, !(!"#$")  is the energy of the isolated alkyl, 
and !

!!"
!!!!
!  is the Coulomb interaction in the localized state at r=60Å. The Coulomb repulsion 

between two plus charges at gas-phase (ε0 = 1) at 60Å is 5.53 kcal/mol. The Coulomb repulsion 
considered between two plus charges at acetonitrile solution (εr = 37.5) at 60Å is 0.15 kcal/mol.  

 

   Mulliken Spin Densities    
Iron complex Qtot Stot Fe O (trans NCH2) O (trans NCH3) !! Eelectronic (a.u.) Erel. 

[FeIV(OH)2(PyTACN)]2+ +2 0 0.00	 0.00	 0.00	 0.00	 -1042.605618	 22.60	
[FeIV(OH)2(PyTACN)]2+ +2 1 1.96	 0.07	 0.16	 2.06	 -1042.641636	 0.00	
[FeIV(OH)2(PyTACN)]2+ +2 2 3.55	 0.13	 0.15	 6.13	 -1042.626859	 9.27	
[FeIII(OH)2(PyTACN)]+ +1 1/2 1.00	 0.02	 0.04	 0.78	 -1042.828693	 -117.38	
[FeIII(OH)2(PyTACN)]+ +1 3/2 2.83	 0.02	 0.04	 3.81	 -1042.824940	 -115.03	
[FeIII(OH)2(PyTACN)]+ +1 5/2 4.15	 0.24	 0.25	 8.76	 -1042.837298	 -122.78	

 

Table S13. Absolute (a.u.) and relative (kcal/mol) electronic energies of the 
[Fex(OH)2(PyTACN)]+n catalysts ((x,n) being (IV,2) or (III,1)) obtained taking into 
account the effect of the acetonitrile solution and the D2 dispersion during the 
optimization (!!"!#!"#$ + !!"#$!"#$). Mulliken spin densities of iron and oxygen atoms are 
also indicated. Qtot and Stot denote the total charge and total electronic spin angular 
momentum of the system.  

 

   Mulliken Spin Densities  
Alkyl Qtot Stot Calkyl !! Eelectronic (a.u.) 
·CH3 0 2 1.14	 0.75	 -39.852819	

·CH2CH3 0 2 1.08	 0.75	 -79.187314	
·C6H11 0 2 1.02	 0.75	 -235.300359	

·C(CH3)2CH(CH3)2 0 2 0.95	 0.75	 -236.513442	
CH3

+ +1 1 0.00	 0.00	 -39.623821	
CH2CH3

+ +1 1 0.00	 0.00	 -79.006025	
C6H11

+ +1 1 0.00	 0.00	 -235.138494	
C(CH3)2CH(CH3)2

+ +1 1 0.00	 0.00	 -236.369177	
 

Table S14. Absolute electronic energies (a.u.) of the alkyl substrates studied in this 
project obtained taking into account the effect of the acetonitrile solution and the D2 
dispersion during the optimization (!!"!#!"#$ + !!"#$!"#$). Mulliken spin densities of alkyl 
carbons are also indicated. Qtot and Stot denote the total charge and total electronic spin 
angular momentum of the system.  
 

 

                                                
1 Johansson, A. J.; Blomberg, M. R. A.; Siegbahn, P. E. M. J. Chem. Phys. 2008, 129, 154301. 
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   Mulliken Spin Densities   
System IE+AE Stot Fe O (trans NCH2) O (trans NCH3) Calkyl   Alkyl Global !! SIE (ΔEdeloc(60A)) 

Localized reference state [+2,0] 

FeIV(OH)2		
    !"!     

	
·CH2CH3	

-2.79	 1/2	 1.95	 0.07	 0.17	 -1.08	 -1.00	 0.96	 0.82	
-2.83	 3/2	 1.95	 0.08	 0.16	 1.08	 1.00	 3.75	 0.25	

FeIV(OH)2		
    !"!     

	·C6H11	

-15.58	 1/2	 1.95	 0.08	 0.16	 -1.01	 -1.00	 0.96	 0.77	
-15.62	 3/2	 1.95	 0.08	 0.16	 1.01	 1.00	 3.75	 0.80	

FeIV(OH)2		
    !"!     

								
·C(CH3)2CH(CH3)2	

-26.70	 3/2	 1.97	 0.07	 0.15	 0.95	 1.00	 3.75 0.83 

Localized reference state [+1,+1] 

FeIII(OH)2		
    !"!     

	
CH2CH3

+	

2.79	 1/2	 1.01	 0.02	 0.04	 0.00	 0.00	 0.75	 0.17	
2.83	 3/2	 2.85	 -0.03	 0.11	 0.00	 0.00	 3.75	 0.95	
18.82	 5/2	 4.16	 0.24	 0.25	 0.00	 0.00	 8.75	 0.52	

FeIII(OH)2		
    !"!     

	C6H11
+	

15.58	 1/2	 0.97	 0.05	 0.05	 0.00	 0.00	 0.75	 1.17	
15.62	 3/2	 2.85	 -0.03	 0.11	 0.00	 0.00	 3.75	 0.96	
31.61	 5/2	 4.15	 0.24	 0.25	 0.00	 0.00	 8.75	 0.27	

FeIII(OH)2		
    !"!     

								
C(CH3)2CH(CH3)2

+	

26.70	 3/2	 2.85	 -0.02	 0.11	 0.00	 0.00	 3.75	 1.58	
42.70	 5/2	 4.16	 0.24	 0.24	 0.00	 0.00	 8.75	 0.43	

Table S15. Evaluation of the SIE at 60Å of the FeIII(OH)2/R+ (Icat) and FeIV(OH)2/R· (Irad) 
intermediate species for ethane, cyclohexane and 2,3-dimethylbutane substrates 
taking into account the effect of the acetonitrile solution and the D2 dispersion 
during the optimization (!!"!#!"#$ + !!"#$!"#$). Mulliken spin densites of iron, oxygens, the 
alkyl carbon atom and the whole alkyl substrate are also specified. The IE+AE term at 
Gsolv energies is indicated for each system. Negative values of the IE+AE reflect that 
the reduction of the oxidized specie is favorable instead of the current situation. 
Positive values of the IE+AE term reflect the energy cost of the reduction of the 
current oxidized specie. All energies are given in kcal/mol. 

 

No SIE is found neither for radical or cationic intermediates at acetonitrile solution. Slightly positive 
values of the delocalization error are found instead of negative or zero values. This is mainly due to 
two factors. First, the spin contamination of the independent Fecomplex species has not been corrected (see 
Table S9), which cause an extra stabilization  of the infinite distance separate species respect to the 
ones separated  60Å. Second, single-point calculations of the 60Å-separated species are done taking 
into account the Fecomplex and alkyl geometries of the Irad and Icat minima, which are not the most stable 
geometries at 60Å.  
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Gas-phase 
 

 
   Mulliken Spin Densities    

Iron complex Qtot Stot Fe O (trans NCH2) O (trans NCH3) !! Eelectronic (a.u.) Erel. 

[FeIV(OH)2(PyTACN)]2+ +2 0 0.04	 -0.03	 -0.03	 1.04	 -1042.249775	 13.97	
[FeIV(OH)2(PyTACN)]2+ +2 1 1.43	 0.08	 0.17	 2.06	 -1042.272033	 0.00	
[FeIV(OH)2(PyTACN)]2+ +2 2 3.52	 0.14	 0.14	 6.13	 -1042.261444	 6.64	
[FeIII(OH)2(PyTACN)]+ +1 1/2 1.00	 0.02	 0.04	 0.79	 -1042.635780	 -228.26	
[FeIII(OH)2(PyTACN)]+ +1 3/2 2.83	 0.03	 0.04	 3.81	 -1042.637386	 -229.26	
[FeIII(OH)2(PyTACN)]+ +1 5/2 4.13	 0.27	 0.28	 8.76	 -1042.653487	 -239.37	

Table S16. Absolute (a.u.) and relative (kcal/mol) electronic energies of the 
[FeX(OH)2(PyTACN)]+n catalysts ((x,n) being (IV,2) or (III,1)) obtained at gas-phase 
(!!"!#! ). Mulliken spin densities of iron and oxygen atoms are also indicated. Qtot and 
Stot denote the total charge and total electronic spin angular momentum of the system.  
 

 
   Mulliken Spin Densities  

Alkyl Qtot Stot Calkyl !! Eelectronic (a.u.) 
·C6H11 0 2 1.02	 0.75	 -235.277295	
C6H11

+ +1 1 0.00	 0.00	 -235.021145	
Table S17. Absoulte (a.u.) electronic energies of the cyclohexyl substrates studied at 
gas-phase (!!"!#! ). Mulliken spin densities of the alkyl carbon are also indicated. Qtot 
and Stot denote the total charge and total electronic spin angular momentum of the 
system. 
 
 

   Mulliken Spin Densities   
System IE+AE Stot Fe O (trans NCH2) O (trans NCH3) Calkyl   Alkyl Global !! SIE (ΔEdeloc(60A)) 

   	 	 	 	 	   

FeIV(OH)2		
    !"!     

	·C6H11	

-67.15	 1/2	 1.93	 0.08	 0.17	 -1.02	 -1.00	 0.96	 0.04	
-72.31	 3/2	 1.94	 0.08	 0.17	 1.02	 1.00	 3.75	 0.07	
-85.73	 5/2	 3.52	 0.14	 0.14	 1.02	 1.00	 8.75	 -0.02	

	 	 	 	 	 	 	 	 	  

FeIII(OH)2		
    !"!     

	C6H11
+	

67.15	 1/2	 1.00	 0.02	 0.04	 0.00	 0.00	 0.75	 -0.28	
72.31	 3/2	 2.83	 0.03	 0.04	 0.00	 0.00	 3.75	 -0.40	
85.75	 5/2	 4.13	 0.27	 0.28	 0.00	 0.00	 8.75	 -0.15	

Table S18. Evaluation of the SIE at 60Å of the FeIII(OH)2/R+ (Icat) and FeIV(OH)2/R· (Irad) 
intermediate species for the cyclohexane substrate at gas-phase (!!"!#! ). Mulliken spin 
densites of iron, the oxygens, the alkyl carbon atom and the whole cyclohexyl 
substrate are also specified. The IE+AE term at Gg energies is given for each system. 
Negative values reflect that the reduction of the oxidized specie is favorable instead of 
the current situation. Positive values of the IE+AE term reflect the energy cost of the 
reduction of the current oxidized specie. All energies are given in kcal/mol. 
 

SIE is not found at the gas-phase case. In this study, the Fecomplex and alkyl geometries of the 60Å-
separated species are the same as the separate species geometries. These geometries are more close to 
the optimized geometries and remove the positive values of the delocalization error. 
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COMPUTATIONAL	SECTION	
1.	Computational	Details	

The experimental reaction starts with the [FeIIX2(L1)] complex, where X=Cl- or CF3SO3
-. However, 

the high amount of halide scavenger (NaBAr4
F) that has to be experimentally used to obtain high 

reaction yields, together with the lack of catalytic activity experimentally observed for pentadentate 
ligands,1 suggests that the dicationic species [Fe(L1)]2+ with two free labile positions is the active form. 
Therefore, the [FeII(L1)]2+ species was chosen as starting species to study the mechanism. 

All structures were optimized with the Gaussian 09 program,1,2 using the spin-unrestricted Kohn-
Sham formalism employing the B3LYP functional,3,4 with the 6-31G(d) basis set5,6 for all atoms. 
Optimizations were performed in dichloromethane solvent, using the SMD solvation model,7 and also 
taking into account dispersion effects with the Grimme and coworkers DFT-D3BJ correction.8,9 
Collectively, this combination of 6-31G(d) basis set, with the use of the SMD(dichloromethane) 
solvent model and the B3LYP-D3BJ approach will subsequently be referred to as B1. After geometry 
optimization, frequency calculations were done at the B1 level for all species to evaluate enthalpy and 
entropy corrections at 298.15K (Gcorr.(B1)) and to ensure that all local minima have only real frequencies 
while transition states have a single imaginary frequency. For all transition states, intrinsic reaction 
coordinate (IRC) calculations were performed to connect them with their corresponding reactants and 
products.  

At the optimized B1 geometries, the electronic energies were improved performing single point 
energy calculations using the cc-pVTZ basis set10,11 for all atoms, including the D3BJ dispersion 
correction and SMD solvation effects to reproduce the solvent mixture (see below). Collectively, this 
new combination will be referred to as B2. In B2, to mimic the experimental solvent mixture with a 
molar fraction ratio of 58:42 of benzene:dichloromethane, the values of the solvent descriptors used in 
the SMD solvation model were re-defined on the basis of a linear behavior with the molar fraction. 
Using the “Solvent=(Generic,Read)” options of the Gaussian09 SCRF keyword, the solvent mixture 
was defined employing the following solvent descriptors: Dynamic Dielectric Constant=2.17574; 
Static Dielectric Constant=4.49845; Abraham’s hydrogen bond acidity=0.0419; Abraham’s hydrogen 
bond basicity=0.1023; Surface Tension=40.0038; Carbon Aromaticity=0.5808; Electronegativity 
Halogenicity=0.2796 (Gsolv.(B2)). All electronic energy values at the B2 level that presented spin-
contamination error were corrected using Yamaguchi correction,12,13 (Espin-corr(B2)). Finally, the free 
energy change associated with moving from a standard-state gas phase pressure of 1 atm to a standard-
state gas phase concentration of 1.70x10-3M for [(L1)FeII]2+, of 5.61 M for benzene and 3.33x10-2M for 
ethyl diazoacetate was also included in the final free energies (∆!!/∗). These concentrations are in 
agreement with the experimental conditions described in Table 1 (in the main manuscript). It has been 
assumed that the concentration of H2O-dimer is the same as [FeII(L1)]2+, i.e. 1.70x10-3M.  Then, the 
final total Gibbs energy (G) is given by: 

! = !!"#$!!"##(!!) + !!"#$ + !!"#$(!!) + !!"##(!!) + ∆!!/∗ (Eq.1) 

For C and C’ species, the electronic structure was checked by analyzing MOs, NBOs and the 
effective oxidation states (effOS) at the B2 level. The NBO 6.0 program14 was used to perform the 
natural bond orbital analysis and the APOST-3D v-2.0 program15 was employed to carry out the 
effective oxidation states analysis. Non-covalent interaction analyses were done using the NCIPLOT v-
3.0 program.16,17 
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2.	Generation	of	the	carbene	moiety	

	

	

	

2.1 Differences between L1 and L2 catalysts 

	

Table S1: Gibbs free energies, ΔG, of the carbene formation for the two isomers of L2 catalyst (carbene parallel 
or perpendicular to the plane of pyridyl ring) (in kcal·mol-1). 

	

	

	

 

 

 

 

 

 ΔG  (B1) (kcal·mol-1) 
5B 0.0 

5TSA-C@N2 (parallel Py) 26.7 
5C@N2 (parallel Py) 15.5 

5TSA-C@N2 (perpendicular Py) 27.4 
5C@N2 (perpendicular Py) 7.8 

Figure S1: Gibbs energy profile, ΔG, (kcal·mol-1) of the metal-carbene bond formation. Blue, black and green 
profiles correspond to quintet, triplet and singlet multiplicities, respectively. In the figure, Gibbs energy values of all 
possible spin states of the free catalyst, B , and adducts A  and A’ , as well as the energy barriers of the carbene-
formation at quintet and triplet multiplicities are represented.    
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3.	Iron-carbene	conformers.	Geometric	and	electronic	structure.	

3.1 C conformer 

The spin densities for 3C reveal 0.824 beta electrons on the carbene carbon coupled in an 
antiferromagnetic way with 2.835 alpha electrons on iron. Thus, the spin densities in conjunction with 
the long Fe−Ccarb bond length reported in the main document point C species present a carbene radical 
character, as opposed to the classical metal carbene with a double bond between metal and the carbon. 
In some recent studies about cobalt18,19 and iron20 porphyrin carbene complexes, it is shown that the 
carbene moiety in that compounds is best described as a carbene radical as opposed to a common metal 
carbene double bond. However, only a few examples of carbenes radicals have been described on 
literature, and all of them have a porphyrin ligand. Thus, the C species is the first non-heme iron 
radical carbene described. To gain more insight about the electronic nature of our carbene moiety and 
to provide further support to the radical character of the carbene moiety, additional studies of the 
bonding between the iron and the carbene were done, such as the analyses of molecular orbitals (MOs), 
natural bond orbitals (NBO)21 and the effective oxidation states (effOS).22,23  

· effOS analysis  

According effOS analysis, the pytacn ligand has a neutral character and, consequently, an oxidation 
number of 0; the iron is described as an FeIII and the carbene moiety has an effective oxidation state of 
-1, thus acting as a formal alkyl substituent in the form –ĊHCO2Et. Then, effOS analysis also indicates 
the radical character of the C Fe-carbene. 

  

155.16o 

122.77o 172.15o 

103.07o 

122.66o 

154.84o 
126.05o 

150.40o 

L1 ligand 

L2 ligand 

5C@N2 (perpendicular Py) 5C@N2 (parallel Py) 

5C@N2 (perpendicular Py) 5C@N2 (parallel Py) 

Figure S2 : Comparison between the optimized structures of the 5C@N2 isomers (carbene perpendicular or parallel 
to the plane of pyridyl ring) for the L1  (top) and L2  (bottom) complexes. Hydrogen atoms of the pytacn ligand have 
been omitted for clarity (C: grey, N: blue, O: red, Fe: yellow, H: white). 
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Table S2: Effective Oxidation State (EOS) analysis of the conformer C.[a] 
 
 
 
 
 
[a] Analysis 
performed using the ρ generated at the B2 level of theory. Occupations of the last occupied and first unoccupied 
spin-resolved effective atomic/fragment orbitals (eff-AOs) are presented for each fragment. The occupations of 
frontier alpha and beta eff-AOs are in bold. These are the values used in the R index (Eq. 1) to quantify the 
reliability of the formal oxidation states determined. 

 

!! % = 100 ·min (1,max 0, !!"! − !!"! + 1 2 )  (Eq.1) 

 

· MO and NBO analysis  

MOs and NBO analysis are more complex because alpha and beta electrons present different behaviors 
and orbital interaction diagrams. To analyze MOs, we are going to focus our attention on the molecular 
spinorbitals obtained combining the d orbitals of the initial Fe(II) catalyst and the σ and π orbitals of 
the carbene moiety. These MOs contain 8 electrons, which come from the d6 of the initial Fe(II) and 
the σ2 lone pair of the carbene moiety. Taking into account a S=1 spin state for the Fe(II) catalyst, we 
examine the molecular spinorbitals occupied by 5 α and 3 β electrons. Figure S3 introduces schematic 
orbital interaction diagrams for the alpha and beta electrons, and Figure S4 shows the computed DFT 
MOs. On one hand, if we analyze the β molecular spinorbitals, we observe the typical carbene-orbital 
interactions. Carbene’s σ bonding MO (σ1(Fe-C)) is formed as linear combination of iron !!!!!! orbital 
and carbene px orbital, and carbene π bonding MO (π(Fe-C)) is formed by the overlap of iron dxy and 
carbene py orbitals. However, as it can be seen in Figure S4, the π(Fe-C) MO is highly polarized toward 
the carbene C atom. Two of the three analyzed β electrons are in σ1(Fe-C) and π(Fe-C) MOs just described. 
The third β electron is in the non-bonding MO dxz. On the other hand, in the case of α molecular 
spinorbitals, no pure σ1(Fe-C) and π(Fe-C) molecular orbitals are formed; but a mixture between iron 
!!!!!! and dxy atomic orbitals and carbene py and px atomic orbitals compose all Fe-C MOs. However, 
the two bonding α orbitals formed between the iron and the carbene have a predominant σ character, 
and we label them as σ1(Fe-C)(α) and σ2(Fe-C)(α), accordingly  (Figure S3).  The occupied σ1(Fe-C)(α) and  

 

Figure S3: Schematic alpha (right) and beta (left) molecular spinorbital diagrams of C. d spinorbitals of Fe and 
px and py spinorbitals of Ccarb atom are taken into account to generate iron-carbene and the main iron-ligand 
molecular spinorbitals. 

Fragment EOS !!"! /!!"!  !!"
! /!!"!  

Rα(%) /  
Rβ(%) 

Fe +3 0.875 / 0.469 0.887 / 0.282 
59.04 / 90.39 carbene -1 0.559 / 0.061 0.686 / 0.027 

pytacn ligand 0 0.705 / 0.038 0.755 / 0.052 
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σ2(Fe-C)(α) molecular orbitals are mainly formed as linear combination of iron !!!!!! and dxy atomic 
orbitals and carbene px atomic orbital. The σ2(Fe-C)(α) orbital is highly polarized toward the Fe because 
the carbene px atomic orbital mainly contributes in the formation of σ1(Fe-C)(α). The remaining three α 
electrons are in the non-bonding MO dyz, dxz, and in the antibonding MO σ*

(Fe-N)(α), which is the α 
HOMO. Thus, the different symmetry and polarization of α and β occupied MOs describe a different 
bonding for the Fe-Ccarb moiety, which results in the presence of an Fe(III) and a formal radical alkyl 
substituent in compound C.  

 

 

NBO analyses of α and β electrons also lead to the same description of the electronic structure of C; 
thus, pointing the existence of a carbene radical.  

Selected NBO data: 

Figure S4: Kohn-Sham molecular spinorbitals of C determined with B3LYP functional. On the right: alpha 
spinorbitals and their energies; on the left: beta spinorbitals and their energies. Only molecular spinorbitals 
that account for main Fe-carbene and Fe-ligand interactions and that come from Fe d orbitals and px and py 
spinorbitals of Ccarb atom are represented. Orbital isosurface contour value of 0.05. The image at the right 
bottom corner shows the spin density difference. The spin density isosurface contour value is 0.0045, teal 
color accounts for positive values (α density) and blue color accounts for negative values (β density). 
Hydrogen atoms of the L1 ligand have been removed for clarity. 
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α  electrons 

========NBO numbering ======== 
LP 
Fe: 34(0.981e-), 35(0.978e-), 36(0.976e-), 
37(0.965e-) 
N2: 38(0.866e-) 
N5: 39(0.873e-) 
N10: 40(0.941e-) 
N13: 41(0.862e-) 
C54: 33(1.000e-) 
 
BD 
Fe-C54: 46(0.987e-) 
C44-C54: 96(0.990e-) 
C54-H55: 104(0.989e-) 
 
non-Lewis: LV*(Fe): 105(0.126e-) 

 BD*(Fe-C54): 107(0.244e-) 
 

===== SECOND ORDER PERTURBATION 
THEORY ===== 

 
within unit 1 
3.CR (Fe)      107.BD*(Fe-C54)       10.95 kcal/mol 
38.LP (N2)    107.BD*(Fe-C54)        14.93 kcal/mol 
38.LP (N2)    105.LV(Fe)               20.08 kcal/mol 
39.LP (N5)    107.BD*(Fe-C54)        21.13 kcal/mol 
 
 
 
 

 
β  electrons 

========NBO numbering ======== 
LP 
Fe: 34(0.973e-) 
N2: 35(0.854e-), 36(0.672e-) 
N5: 37(0.881e-) 
N10: 38(0.843e-) 
N13: 39(0.852e-) 
 
BD 
Fe-C54: 44(0.988e-) 
Fe-C54: 45(0.913e-) 
C44-C54: 94(0.990e-) 
C54-H55: 102(0.989e-) 
 
non-Lewis: 
LV(Fe): 103(0.245e-), 104(0.104e-), 105(0.052e-) 
BD*(Fe-C54): 107(0.166e-), 108(0.037e-) 
 

===== SECOND ORDER PERTURBATION 
THEORY ===== 

 
from unit 2 to unit 1: 
35.LP (N2)       103.LV(Fe)             39.91 kcal/mol 
35.LP (N2)       104.LV(Fe)             12.19 kcal/mol 
37.LP (N5)       107.BD*(Fe-C54)    27.29 kcal/mol 
38.LP (N10)      103.LV(Fe)             12.66 kcal/mol 
38.LP (N10)      104.LV(Fe)             15.71 kcal/mol 
39.LP (N13)      103.LV(Fe)             35.15 kcal/mol 
 

 

 
 
 
 
By analyzing the delocalization of electrons from filled O45 lone pairs into non-Lewis Fe orbitals we 
can discard any important interaction between the carbonyl oxygen of the carbene and the iron atom. 
Second order perturbation theory data that supports this conclusion is shown below:  
 
 
α  electrons 

========NBO numbering ======== 
LP 
O45: 42(0.987e-), 43(0.932e-) 

===== SECOND ORDER PERTURBATION 
THEORY ===== 

 
within unit 1 
42.LP (O45)      105.LV(Fe)       0.74 kcal/mol 
43.LP (O45)    105.LV(Fe)        0.78 kcal/mol 
 

β  electrons 
========NBO numbering ======== 

LP 
O45: 40(0.986e-), 41(0.926e-) 
 

===== SECOND ORDER PERTURBATION 
THEORY ===== 

 
within unit 1 
40.LP (O45)      104.LV(Fe)       1.02 kcal/mol 
41.LP (O45)    104.LV(Fe)        1.34 kcal/mol 
 

Figure S5: Schematic representation of the iron coordination and the iron-carbene bonding of conformer C. 
Alpha (left) and beta (right) Lewis structures described by the NBO analysis. Squares with a dot represent 
non-bonding Lewis pairs(electrons) and X represent non-Lewis orbitals. 

Fe C54
H55

C44
O45

X

N2
N5

N11

N13

Fe C54
H55

C44
O45

X

N2
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X

X

α: β:
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3.2 Comparison of the NCI results by C and C’ 

 

a)	 b)	

c)	

Figure S6: Non-Covalent Interactions (NCI) data of C conformer. Density plots (a) and b)  with an isosurface 
reduced density gradient (RDG) value of 0.6. a)  and b) differ only in their perspective. c) Graphic of the RDG of 
C as a function of the density according the NCI index. 

c)	

a)	 b)	

Figure S7: Non-Covalent Interactions (NCI) data of C’  conformer. Density plots (a) and b)  with an isosurface 
RDG value of 0.6. a)  and b)  differ only in their perspective. c) Graphic of the RDG of C’  as a function of the 
density according the NCI index. 
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C and C’ conformers have similar NCI data. We can sum up the main difference in the following 
points: 
i) A bonding interaction between the carbonyl oxygen of the carbene’s tail and the iron atom is 
discarded in conformer C. Furthermore, it is observed a weak interaction between this oxygen and the 
nitrogen atom of the pyridine of the pytacn ligand.  
ii) The free-coordination site of iron provides space for the benzene substrate to approach and react 
with the Ccarb atom. In the other areas that surround Ccarb, the benzene approach is sterically hampered. 
In conformer C, this space is more hindered than in conformer C’, mainly due to the existence of a 
weak interaction between the carbonyl oxygen of the carbene’s tail and the nitrogen atom of the 
pyridine of the pytacn ligand.  
 
 
 
 
 
 
 
 
3.3 C’ conformer 
	

C’ conformer shares a similar geometric and electronic structure with C. 3C’ has a Fe-Ccarb distance of 
1.82 Å and its spin density reveals 0.716 beta electrons on Ccarb coupled in an antiferromagnetic way 
with 2.671 alpha electrons on iron. Also MOs, NBOs and effOS analyses point to the existence of a 
carbene radical with just one single sigma bond between the carbene moiety and iron. Thus, a FeIII 
catalyst with the carbene group acting as a formal alkyl substituent in the form –ĊHCO2Et. The 
corresponding EffOS, NBO, and MO data is presented below.  

 

· effOS analysis 

Table S3: Effective Oxidation State (EOS) analysis for the conformer C’.[a] 
 

 

 
[a] Analysis performed using the ρ generated at the B2 level of theory. Occupations of the last occupied and first 
unoccupied spin-resolved effective atomic/fragment orbitals (eff-AOs) are presented for each fragment. The 
occupations of frontier alpha and beta eff-AOs are in bold. 

 

· NBO analysis  
 

Selected NBO data: 
 
 
α  electrons 

========NBO numbering ======== 
LP 
N1: 34(0.863e-) 
N4: 35(0.865e-) 
N9: 36(0.943e-) 
N12: 37(0.860e-) 
Fe: 38(0.984e-), 39(0.982e-), 40(0.979e-), 
41(0.963e-) 
 
BD 
Fe-C44: 92(0.978e-) 
C44-H45: 93(0.979e-) 
C44-C46: 94(0.990e-) 
 

 
 
 
non-Lewis:  LV*(Fe): 105(0.130e-) 
  LV(C44): 106(0.075e-) 

 BD*(Fe-C44): 153(0.245e-) 
 

===== SECOND ORDER PERTURBATION 
THEORY ===== 

 
from unit 1 to unit 2 
34.LP(N1)      105.LV(Fe)                20.39 kcal/mol 
34.LP(N1)      153.BD*(Fe-C44)       12.40 kcal/mol 
35.LP(N4)      153.BD*(Fe-C44)       22.20 kcal/mol 
37.LP(N12)     105.LV(Fe)                14.66 kcal/mol 
37.LP(N12)     153.BD*(Fe-C44)       12.30 kcal/mol 
 

Fragment EOS !!"! /!!"!  !!"
! /!!"!  

Rα(%) /  
Rβ(%) 

Fe +3 0.861 / 0.436 0.888 / 0.287 
66.21 / 83.59 carbene -1 0.598 / 0.070 0.623 / 0.028 

pytacn ligand 0 0.705 / 0.036 0.760 / 0.051 
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β  electrons 

========NBO numbering ======== 
LP 
N1: 34(0.854e-), 35(0.675e-) 
N4: 36(0.880e-) 
N9: 37(0.847e-) 
N12: 38(0.849e-) 
Fe: 39(0.976e-) 
 
BD 
Fe-C44: 89(0.971e-) 
Fe-C44: 90(0.969e-) 
C44-H45: 91(0.978e-) 
C44-C46: 92(0.989e-) 

 
non-Lewis: 
LV(Fe): 104(0.232e-), 105(0.103e-), 106(0.043e-) 
BD*(Fe-C44): 152(0.107e-), 153(0.108e-) 
 

===== SECOND ORDER PERTURBATION 
THEORY ===== 

 
from unit 1 to unit 2: 
35.LP (N1)       104.LV(Fe)             37.17 kcal/mol 
35.LP (N1)       105.LV(Fe)             10.60 kcal/mol 
36.LP (N4)       152.BD*(Fe-C44)    13.72 kcal/mol 
36.LP (N4)       153.BD*(Fe-C44)    13.34 kcal/mol 
37.LP (N9)       105.LV(Fe)             16.27 kcal/mol 
38.LP (N12)      104.LV(Fe)             34.69 kcal/mol

 

 

 

 

· MO analysis: (next page) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fe C44
H45

C46
O

X

N1
N4

N9

N12

Fe C44
H45

C46
O

X

N1
N4

N9

N12

X

X

α: β:

X

Figure S8: Schematic representation of the iron coordination and the iron-carbene bonding of conformer C’. 
Alpha (left) and beta (right) Lewis structures described by the NBO analysis. Squares with a dot represent non-
bonding Lewis pairs(electrons) and X represent non-Lewis orbitals. 
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Figure S9: B3LYP Kohn-Sham molecular spinorbitals of C’ determined at the B2 level of theory. On the right: 
alpha spinorbitals and their energies; on the left: beta spinorbitals and their energies. Only molecular spinorbitals 
that account for main Fe-carbene and Fe-ligand interactions obtained as linear combination of Fe d orbitals and px 
and py orbitals of Ccarb atom are represented. Orbital isosurface contour value of 0.05. The image at the right 
bottom corner shows the spin density difference. The spin density isosurface contour value is 0.0045, teal color 
accounts for positive values (α density) and blue color accounts for negative values (β density). Hydrogen atoms 
of the L1 ligand have been removed for clarity. 
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4.	 Mechanistic	 insights	 in	 benzene	 functionalization	 I.	 Concerted	
insertion	versus	stepwise	mechanism	

d(Fe-Ccarb)=	
	1.95Å		

d(Ccarb-C)=	
	1.48Å		

d(Ccarb-Cbz)=	
	1.97Å		

d(Fe-Ccarb)=	
	1.97Å		

d(Ccarb-Cbz)=	
	1.92Å		

d(Ccarb-C)=	
	1.47Å		

qS(Fe)=0.719	
qS(Ccarb)=-0.193	
qS(carbene	tail)=-0.086	
qS(Bz	global)=-0.410	

qS(Fe)=2.176	
qS(Ccarb)=-0.107	
qS(Bz	global)=-0.083	

S=0	S=1	

Figure S10: Optimized structures of TS I_II (left) and TSκ2I_II (right) in the ground spin state and for the 
lowest energy conformer. The key distances related to the transition state are shown as figures insets. Global 
spin state and localized spin densities are shown below the corresponding structure. Hydrogen atoms of the 
pytacn ligand have been omitted for clarity (C: grey, N: blue, O: red, Fe: yellow, H: white). 

Figure S11: Comparative Gibbs energy profile, ΔG, (kcal·mol-1) of the first step of the concerted and step-wise 
mechanisms for the reaction between benzene and the iron-carbene for conformers Ik2, Ik2’, I and I’. Pale colors 
(pale green and grey) are used to represent Gibbs energy profiles for the conformers with higher barriers (i.e. 
Ik2’ and I’). Black and grey (green and pale green) profiles correspond to triplet (singlet) multiplicities. All the 
structures presented in the figure correspond to Ik2’ and I’ conformers. For C’, the energy value of singlet 
(green) and quintet (blue) multiplicities are also presented. Hydrogen atoms of the pytacn ligand have been 
omitted for clarity (C: grey, N: blue, O: red, Fe: yellow, H: white). 

C
C'

0.7 0.0
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Iκ2'

I'

II'

9.3S=0
S=2 9.0

ANNEX

222



13 

 

 

The sp2 nature of Ccarb allows us to define a plane that is formed by Ccarb, Fe and Ccarbonyl. These are the 
planes represented in Figure S12. The benzene substrate may approach the carbene center from any of 
the two sides of the plane. This feature has been already reported in previous computational studies 
about carbene reactivity24 and it has been taken into account in this project in order to ensure a good 
conformational scope.  
If we analyze the structures in Figure S12, we can see that in the 
transition state geometry the H atom of Ccarb has come out from the 
Ccarb-Fe-Ccarbonyl plane, moving away from the benzene substrate. It is 
also worth noting that in TS I_II

’, the whole carbene moiety reoriented 
respect to TS I_II, changing the plane direction (tan color conformer). 
This can be better seen in Figure S13, where a Fe-Ccarb-Ccarbonyl plane is 
represented for each conformer. In Figure S13 is easily seen that for 
TS I_II’  (tan color) conformer, the benzene substrate approaches the 
carbene center from below the Fe-Ccarb-Ccarbonyl plane (reddish plane); 
while in the grey conformer, the benzene substrate approaches the 
carbene center from above the Fe- Ccarb-Ccarbonyl plane (grey plane). 

Grey and green conformers in Figure S12 are the ones that present 
lower barriers and the ones that have been considered in the main text 
of the article.  

 

 

Table S4: Gibbs energy differences, ΔG, of C, C’, I  and Ik2 structures (in kcal·mol-1) in the possible 
multiplicities. 

ΔG (kcal·mol-1) C C’ Iκ2 I  

Singlet	 11.40	 9.31	 3.93	[a]	 11.37	
Triplet	 0.69	 0.00	[a]	 10.17	 2.68	[a]	

Quintet	 7.86	 8.96	 -	non	minimum	-	 11.25	
[a] Bold values are the ones that correspond to the lowest energy spin state. 

 

 

Figure S12: Overlay of TS I_II and TS I_II
’ (left), TSConc and TSConc

’ (center) and TSk2
I_II and TSk2

I_II
’ (right) 

geometries. The most reactive conformers TS I_II and TSConc (TSk2
I_II) are depicted in grey (green), while the less 

reactive conformers TS I_II
’ and TSConc

’ (TSk2
I_II’) are depicted in tan (blue) color. The plane formed by Fe, Ccarb and 

Ccarbonyl is represented for TS I_II, TSConc and TS k2
I_II. 

Figure S13: Overlay of the studied 
conformers for TS I_II and TS I_II’. 
For each conformer, its Fe-Ccarb-
Ccarbonyl plane is represented. 

TSI_II			(S=1)	 TSConc			(S=1)	 TSk2I_II				(S=0)	
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In the present study, a good description of the Fe-C bond strength is crucial on the first reaction between 
the iron-carbene and benzene, TS I_II. According to B3LYP results (first column of the upper table), a spin 
crossing from triplet to quintet spin state takes place in this reaction step. However, the GGA functionals 
with Becke88 exchange functional suggested by literature to describe this type of metal-carbene bonds 
(bottom table) do not present the spin crossing from triplet to quintet spin state (e.g. uBP86 and uBLYP). 
Therefore, taking into account the bibliographic references and the values of Table S5, the spin crossing 
from triplet to quintet in TS I_II is not considered in our study. 

Another evidence that also supports a better performance of uBP86 and uBLYP to describe the metal-
carbene structure is the spin contamination, which is lower for this two functionals. It is widely accepted 
that hybrid functionals present higher extent of spin contamination than GGA or meta-GGA functionals 
when systems cannot be properly described by Hartree-Fock (single-determinant) wave functions.31 

Finally, we also want to notice than 3TSI_II energy barriers of uBP86 and uBLYP are around 2.4-3.8 
kcal·mol-1 lower in energy than the equivalent energy barrier of uB3LYP. Thus, the Ccarb-Cbz bond 
formation energy barrier of 17.3 kcal·mol-1 obtained in this study could be overestimated.  
 
 

 

 

 

 

4.2 Electronic structure of 3II 

 

Table S7: Comparison of spin density values of the 3II  structure obtained by different functionals.[a]
 

 

[a] First row includes the data at the level of theory used in the main manuscript. The other data is obtained by using the 
uB3LYP/B1 geometry. Besides spin density values, Mulliken charges of benzyl are also reported for all situations. 
 

  

Level of 
theory of 3II  Ŝ2 

Mulliken Spin Densities Mulliken 
charge of 

benzyl  

Hirshfeld Spin Densities Hirshfeld 
charge of 

benzyl Fe C carb Benzyl 
(global) Fe C carb Benzyl 

(global) 
B3LYP (B2) 3.115	 3.1040 -0.2169 -0.9145 +0.1300	 2.8959	 -0.1222	 -0.9038	 +0.0987		
B3LYP* (B1) 3.079	 3.0691 -0.2181 -0.8850 +0.1174	 

M06L (B1) 2.971	 3.0565 -0.2270 -0.7736 +0.1943	 
OPBE (B1) 2.909	 2.9571 -0.2022 -0.7358 +0.2028	 
BLYP (B1) 2.665	 2.5933	 -0.1013	 -0.5791	 +0.3309		
BP86 (B1) 2.645	 2.6484 -0.1106 -0.6078 +0.3040	 

BPW91 (B1) 2.736	 2.6898 -0.1187 -0.6346 +0.2823	 

Table S6: Gibbs energy differences (ΔG) for I and TS I_II structures using different basis sets, in kcal·mol-1. 

· First column corresponds to the level of theory used in the main manuscript. 
· Values in brackets are the expected values for the Ŝ2 operator. 
· The spin contamination has not been corrected in any case. 
a)

  The difference between this value and the one presented in the paper is due to the correction of spin contamination. 

 

kcal/mol ( Ŝ2 )	 ΔG,	OPT(uB3LYP-B1)	
-SP(B2:	cc-pVTZ/SCRF=mixture)	

ΔG,	uB3LYP-B1	
(6-311+G(d,p))	

ΔG,	OPT(uB3LYP-B1/6-311+G(d,p))	
-SP(cc-pVTZ/SCRF=mixture)	

ΔG,	uB3LYP-B1	
(Def2-SVP)	

ΔG,	OPT(uB3LYP-B1/Def2-SVP)	
-SP(cc-pVTZ/SCRF=mixture)	

Triplet	
(S=1)	

I	 0.00	(2.630)	 0.00	(2.576)	 0.00	(2.545)	 0.00	(2.562)	 0.00	(2.524)	
TS_I_II	 12.54	(2.103)	a)	 14.65	(2.172)	 12.13	(2.122)	 13.00	(2.176)	 11.48	(2.125)	
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5.	 Mechanistic	 insights	 in	 benzene	 functionalization	 II.	 Insertion	 versus	
Addition	mechanisms	

	

 

 

 Table S8: Comparison between electronic (ΔEelec) and Gibbs free energies (ΔG) for the C-H insertion (TS II_III) and 
addition (TS II_IV) energy barriers. 

 

 

 

 

 

 

 

 ΔEelec (B2) (kcal·mol-1) ΔG  (B2) (kcal·mol-1) 
II 0.4 13.4 

TS II_III 3.4 14.6 
TS II_IV 2.7 16.3 

3III -32.1 -18.6 
5III -42.2 -30.7 
3IV -8.7 5.3 
5IV -21.9 -9.7 

d(Fe-Ccarb)=	2.12Å		

S=1	

d(Cbz-Hbz)=	
	1.24Å		

d(Hbz-Ocarbonyl)=	1.58Å		

d(Ccarb-C)=1.45Å		

d(Fe-Ccarb)=	
2.12Å		

d(Ccarb-Cbz)=1.60Å		

d(Ccarb-C2bz)=	
2.03Å		

d(Ccarb-C)=	
1.47Å		

(Ccarb-Cbz-C2bz)=		
83.32º		

∠

S=1	qS(Fe)=2.048	
qS(Ccarb)=-0.044	

qS(Fe)=2.027	
qS(Ccarb)=-0.036	

d(Fe-Ccarb)=	2.21Å	
qS(Fe)=2.012	
qS(Ccarb)=-0.027	

S=1	

d(Ccarb-Cbz)=1.60Å		

d(Cbz-Hbz)=1.19Å		

d(Hbz-Ccarb)=		
1.44Å		

a)	 b)	 c)	

Figure S14: Optimized structures of TS II_V (a), TS II_IV (b), TS1,2H-shift (c), TS III_V(2w) (d) and TS IV_VI (e) in the ground spin 
state and for the lowest energy conformer. The key distances related to the transition state are shown as figures insets. Global 
spin state, localized spin densities and Fe-Ccarb distances are shown below the corresponding structure. Hydrogen atoms of the 
pytacn ligand have been omitted for clarity (C: grey, N: blue, O: red, Fe: yellow, H: white). 

S=2	

d(Ccarb-Cbz)=1.60Å		

d(Cbz-C2bz)=1.60Å		

d(C2bz-Ccarb)=1.60Å		

d(Ccarb-C)=1.60Å		

d(Fe-Ccarb)=	3.32Å	
qS(Fe)=3.761		

d(Fe-Ccarb)=	3.06Å	
qS(Fe)=3.742		

S=2	

d(Ccarb-Hbz)=1.77Å		

d(Hbz-O1)=1.04Å		
d(O1-HO1)=1.16Å		

d(HO1-O2)=1.28Å		

d(O2-HO2)=1.01Å		
d(HO2-Ocarbonyl)=1.61Å		

d)	 e)	
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Table S9: Gibbs energy barriers, ΔG, of the enol-ester tautomerism at the S=2 spin state (in kcal·mol-1). 
 

 

 

 

 

Table S10: Absolute and relative Gibbs energy barriers, ΔG, for the formation of insertion and addition products (in 
kcal·mol-1). 

 

 

 

 

 

 

5.1 Comparision between the chemoselectivity achieved by EDA and 4-Br-
phenyldiazoacetate  

 
Table S11: Energy differences between the addition and the insertion transition states, TS II_IV and TS II_III respectively, 

obtained using EDA and 4-Br-phenyldiazoacetate as carbene source (in kcal·mol-1). 

 

 

 

 

 

 

	

	

	 	

 ΔG III-TS(III_V) (kcal·mol-1) 
Non-assisted tautomerism 46.6 

Assisted by 1 water molecule 23.3 
Assisted by 2 water molecules 10.0 

(kcal·mol-1) Benzene D3-1a [a] D3-1b [a] 
ΔG insertion (TSII_III –II) 1.2 1.1 2.0 
ΔGaddition (TSII_IV –II) 2.9 2.7 2.8 
ΔΔGadd.-inser 1.7 1.6 0.8 

[a] Nomenclature in agreement with Scheme 6 of the article. 

 ΔΔG (TS_II_IV–TS_II_III) 
(B2) (kcal·mol-1) 

Mulliken charge of 
Ocarbonyl  in 3II 

EDA 1.7 -0.5221[a] 

4-Br-
phenyldiazoacetate  

1.4 -0.5009 

· Low energy differences favor the formation of addition products over insertion products. 
 [a] The charge of the Ocarbonyl of the carbene tail correlated with the basicity of the carbonyl group. More negative charge, 
more basic is the carbonyl.  
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6.	Spin	contamination	energy	correction	

All electronic energy values at the B2 level that presented spin-contamination error larger than 10% were 
corrected using the following expressions (Yamaguchi correction): 

! = !!! !!· !!!
!(!!!)! !!· !!!  (Eq. 2) 

!!"#$ !"## =
!!!!·!(!!!)

!!!  (Eq. 3), 

where: 

· ES and !!!  are the electronic energy and square total spin angular momentum of the S spin state that presents 
spin-contamination error (B2 level). E(S+1) and !(!!!)!  are the electronic energy and square total spin angular 
momentum obtained for the (S+1) spin state at the S spin state equilibrium geometry at the same level of theory 
(B2). And Espin corr is the spin corrected electronic energy. 
 
 

Table S12: Values of the square total spin angular momentum, !!! , the a correction-index (Eq. 2), and Espin corr – ES 
electronic energy values (ΔEelec), for all the structures presented in this study that show spin-contamination error larger than 

10%.[a]
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

[a] Green and black entries correspond to singlet and triplet multiplicities situations, respectively. 
[b] Negative values of the correction (ΔEelec) indicate that the inclusion of the spin-contamination energy correction stabilizes 
the structure. Positive energy corrections indicate that the corrected electronic energy of the structure is higher in energy than 
the spin-contaminated energy, ES.  
 

 !!!  a  ΔE elec 
[b] 

A(S=0) 0.5523 0.273186	 0.003 
B(S=0) 0.5791 0.286513	 3.72 
A’

(S=0)	 0.6110 0.302460	 0.41 
C@N2 (S=1) 2.5972 0.147268	 -2.11 

C(S=1) 2.6863 0.169227	 -1.76 
TSC-Ca (S=1) 2.5262 0.129823	 -2.36 
Ca (S=1) 2.6204 0.152751	 -2.09 

TSCa-Cb (S=1) 2.5212 0.128425	 -2.61 
Cb (S=1) 2.6077 0.149961	 -2.40 

TSCb-C’ (S=1) 2.6898 0.170052	 -1.81 
C’

(S=1) 2.5109 0.116270	 -2.28 
C’

(S=0)	 0.1904 0.078177	 -0.05 
Ik2

(S=0) 0.6550 0.322184	 -4.01 
Ik2’

(S=0)	 0.6687 0.328907	 -4.03 
TSk2

I_II (S=0) 0.6504 0.312182	 -2.59 
TSk2

I_II
’
 (S=0)	 0.6859 0.331705	 -2.56 

I	(S=1) 2.6298 0.155311	 -2.06 
I’	(S=1)	 2.5291 0.130333	 -2.45 
II	(S=1) 3.1146 0.265735	 -2.06 
II’ (S=1) 2.9127 0.218407	 -1.58 
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7.	XYZ	coordinates	

 
The Cartesian coordinates of all  computed structures are given in a separate 

text file in a .xyz format that can be directly read by Mercury. 
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 S1 

Computational Details 

Geometry optimization  

All geometry and single-point calculations have been performed using the Guassian09 suite of 
programs.1 Geometry optimizations employed the density functional theory (DFT) Becke’s three-
parameter nonlocal exchange and Lee-Yang-Parr 1988 nonlocal correlation functional (B3LYP)2 
functional and 6-31+G(d) basis set.3 In order to ensure an accurate account of the molecular geometry, 
cutoffs on forces and the stepsize have been tightened;a to improve the description of the wavefunction, 
the self-consistent field (SCF) convergence has also been tightened to 1·10-9 a.u., and the grid to 
compute two-electron integrals and their derivatives has been augmented.b These thresholds were 
applied to all systems excepting for e-@C60F60, whose geometry was taken from Ref. 4 and the 
thresholds of convergence for the SCF procedure where not tightened due to its prominent molecular 
size. However, the accuracy of this calculation was assessed by other means (vide infra). 

Topological analysis and characterization of electrides 

The topological quantum theory of atoms in molecules (QTAIM),5 electron localization function 
(ELF)6 and Laplacian of the electron density5 analyses were repeated at the same geometry for all the 
molecules but e-@C60F60 using aug-cc-pVDZ Dunning basis set7 in order to corroborate the results 
found. In addition, for TCNQLi2 and TCNQNa2 molecules additional computations at higher ab initio 
levels (namely, CISD and MP2 calculations in conjunction with the aug-cc-pVDZ basis set) were 
performed. In all cases, the qualitative results remained the same.  

QTAIM and Laplacian calculations used the AIMPAC8 and AIMAll9 packages and the ToPMoD10 
Package developed by Bernard Silvi and coworkers was used to compute the values of the ELF. In 
addition, the calculation of the electron delocalization and localization11 indices was done using the 
results from the previous programs and the Electron Sharing Indices Program for 3D Molecular Space 
Partition (ESI-3D) developed in our group.12   

The single-point calculation of the e-@C60F60 species was done using the basis of Simon et al. (used 
originally for the geometry optimization) that employed four s and four p functions placed in the center 
of the cage. In order to rule out the possibility of a basis set artifact, we performed an additional 
calculation using basis sets not explicitly located in the center of the structure. Namely, we placed sixty 
groups of three sp functions at 2.6A of the center of the cage, mimicking a smaller C60 structure 
encapsulated in the cage. Both analyses of the QTAIM structure provided a NNA in the center of the 
cage, as well as similar pictures of ELF and the Laplacian, thus confirming the validity of the 
methodology employed in Ref. 4. 

In the following pages we collect the full topological analyses performed in this communication. 

 

 

 

 

                                                
a We used the verytight option in G09 package that sets the following convergence thresholds: 1·10-6 and 4·10-6 a.u. 
for force’s root mean square (RMS) and displacement’s RMS values, respectively.  
b We used the ultrafine option in G09 package that sets a (99, 590) pruned grid.  
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 S2 

TCNQLi2 

Figure S1. [top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms), the bond (BCP) and ring (RCP) critical points (small spheres in grey), and the non-
nuclear attractor (NNA; in red). [top right] ELF=0.75 isosurface picture indicating atomic core basins 
(small red spheres), valence basins (light grey) and the relevant basins for the present study (marked in 
green tone). [bottom] ∇2ρ=-0.001 isosurface values. 

 

 

 

 

 

 

 

 

 

 

 

Table S1a. QTAIM and Laplacian analyses, including the distance of the lithium atoms to the NNA, 
( 𝑟(!!"!!") ), the values of the density (ρ(Ω)) and the Laplacian of the electron density (∇2ρ) at the Ω 
position, electron population of Ω (N(Ω)), localization (LI) and delocalization (δ) indices and 
percentage of electron localization (%LI) from the total electron population. Atomic units employed. 

TCNQLi2 Ω 𝑟(!!"!!")  ρ(Ω) ∇2ρ N(Ω) LI %LI δ(Li,NNA) δ(N,NNA) 
B3LYP NNA 3.083 9.41·10-3 -7.37·10-3 0.52 0.28 51 0.20 0.05 

 Li 1.31·10+1 -1.70·10+4 2.23 2.02 91   
UMP2 NNA 3.117 9.75·10-3 -7.87·10-3 0.70 0.46 67 0.16 0.06 

 Li 1.32·10+1 -1.70·10+4 2.16 2.00 93   
CISD NNA 3.147 9.51·10-3 -7.60·10-3 0.71 0.49 69   

 Li 1.31·10+1 -1.70·10+4 2.15 2.00 93   
 

Table S1b. Analysis of the ELF basins, Ω, including the electron population, N(Ω), the variance of the 
electron population, σ2(Ω), the percentage of the basin's fluctuation, %λF(Ω), and the contribution 
analysis of each ELF basin to the covariance with other ELF basins. Atomic units employed. 

Ω N(Ω) σ2(Ω) %λF(Ω) Contribution Analysis ( ≥ 10%)  
C(NNA) 0.92 0.20 22 C(Li) (18%), V(N,Li) (18%) 

C(Li) 2.02 0.08 4 V(N,Li) (50%), C(NNA) (50%) 
V(C2) 0.45 0.38 84 V(C5,C2) (24%), V(C1,C2) (21%) 
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 S3 

TCNQNa2 

Figure S2. [top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms), the bond (BCP) and ring (RCP) critical points (small spheres in grey), and the non-
nuclear attractor (NNA; in red). [top right] ELF=0.75 isosurface picture indicating atomic core basins 
(small red spheres), valence basins (light grey) and the relevant basins for the present study (marked in 
green tone). [bottom] ∇2ρ=-0.001 isosurface values. 

 

 

 

 

 

 

 

Table S2a. QTAIM and Laplacian analyses, including the distance of the sodium atoms to the NNA, 
( 𝑟(!!"!!") ), the values of the density (ρ(Ω)) and the Laplacian of the electron density (∇2ρ) at the Ω 
position, electron population of Ω (N(Ω)), localization (LI) and delocalization (δ) indices and 
percentage of electron localization (%LI) from the total electron population. Atomic units employed. 

 

TCNQNa2 Ω 𝑟(!!"!!")  ρ(Ω) ∇2ρ N(Ω) LI %LI δ(Li,NNA) δ(N,NNA) 
B3LYP NNA 3.525 6.14·10-3 -3.67·10-3 0.23 0.05 22 0.16 0.02 

 Na 8.04·10+2 -1.78·10+7 10.39 10.10 97   
UMP2 NNA 3.429 6.70·10-3 -4.50·10-3 0.44 0.19 43 0.22 0.02 

 Na 8.04·10+2 -1.78·10+7 10.29 10.05 98   
 

 

Table S2b. Analysis of the ELF basins, Ω, including the electron population, N(Ω), the variance of the 
electron population, σ2(Ω), the percentage of the basin's fluctuation, %λF(Ω), and the contribution 
analysis of each ELF basin to the covariance with other ELF basins. Atomic units employed. 

Ω N(Ω) σ2(Ω) %λF(Ω) Contribution Analysis ( ≥ 10%) 

C(NNA) 0.89 0.26 29 C(Na) (33%) 
C(Na) 10.03 0.14 1 V(N,Na) (33%), C(NNA) (67%) 
V(C2) 0.44 0.38 86 V(C5,C2) (24%), V(C1,C2) (21%) 
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 S4 

Li@calix[4]pyrrole 

Figure S3. [top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms), the bond (BCP) and ring (RCP) critical points (small spheres in grey), the cage critical 
points (small spheres in yellow) and the non-nuclear attractor (NNA; in red). [top right] ELF=0.75 
isosurface picture indicating atomic core basins (small red spheres), valence basins (light grey) and the 
relevant basins for the present study (marked in green tone). [bottom] ∇2ρ=-0.001 isosurface values. 

 

Table S3a. QTAIM and Laplacian analyses, including the distance of the lithium atom to the NNA, 
( 𝑟(!!"!!") ), the values of the density (ρ(Ω)) and the Laplacian of the electron density (∇2ρ) at the Ω 
position, electron population of Ω (N(Ω)), localization (LI) and delocalization (δ) indices and 
percentage of electron localization (%LI) from the total electron population. Atomic units employed. 

Li@calix[4]pyrrole (Ω) 𝑟(!!"!!")  ρ(Ω) ∇2ρ N(Ω) LI %LI δ(Li,NNA) δ(N,NNA) 

NNA 2.998 5.61·10-3 -3.67·10-3 0.15 0.02 13 0.004 0.01 
Li 1.31·10+1 -1.78·10+7 2.11 1.98 94   

 

Table S3b. Analysis of the ELF basins, Ω, including the electron population, N(Ω), the variance of the 
electron population, σ2(Ω), the percentage of the basin's fluctuation, %λF(Ω), and the contribution 
analysis of each ELF basin to the covariance with other ELF basins. Atomic units employed. 

Ω N(Ω) σ2(Ω) %λF(Ω) Contribution Analysis ( ≥ 10%) 

C(NNA) 0.63 0.34 54 V(H,N) (17%) 
C(Li) 2.03 0.08 4 V(N, Li) (20%), C(NNA) (20%) 
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 S5 

Li···NCH 

Figure S4. [top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms) and the bond (BCP) critical points (small spheres in grey). [top right] ELF=0.75 
isosurface picture indicating atomic core basins (small red spheres), valence basins (light grey) and the 
relevant basins for the present study (marked in green tone). [bottom] ∇2ρ=-0.001 isosurface values. 

 

 

 

 

 

 

 

 

Table S4a. Analysis of the ELF basins, Ω, including the electron population, N(Ω), the variance of the 
electron population, σ2(Ω), the percentage of the basin's fluctuation, %λF(Ω), and the contribution 
analysis of each ELF basin to the covariance with other ELF basins. Atomic units employed. 

Ω N(Ω) σ2(Ω) %λF(Ω) Contribution Analysis ( ≥ 10%) 

V(Li) 0.91 0.16 18 V(N,Li) (46%), C(Li) (38%), V(C,N) (15%) 
C(Li) 2.02 0.08 4 V(N, Li) (37%), V(Li) (62%) 
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 S6 

Li···HCN 

Figure S5. [top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms) and the bond (BCP) critical points (small spheres in grey). [top right] ELF=0.75 
isosurface picture indicating atomic core basins (small red spheres), valence basins (light grey) and the 
relevant basins for the present study (marked in green tone). [bottom] ∇2ρ=-0.002 isosurface values. 

 

 

 

 

 

 

 

 

Table S5a. Analysis of the ELF basins, Ω, including the electron population, N(Ω), the variance of the 
electron population, σ2(Ω), the percentage of the basin's fluctuation, %λF(Ω), and the contribution 
analysis of each ELF basin to the covariance with other ELF basins. Atomic units employed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Ω N(Ω) σ2(Ω) %λF(Ω) Contribution Analysis ( ≥ 10%) 

V(Li) 0.95 0.11 12 C(Li) (75%), V(H,C) (25%) 
C(Li) 2.01 0.06 3 V(Li) (98%) 
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 S7 

Li@B10H14 

Figure S6.[top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms), the bond (BCP) and ring (RCP) critical points (small spheres in grey) and the cage 
critical points (small spheres in yellow). [top right] ∇2ρ=-0.001 isosurface values. [bottom] ELF=0.75 
isosurface picture (left) and ELF=0.20 isosurface picture (center) indicating atomic core basins (small 
red spheres), valence basins (light grey) and the relevant basins for the present study (marked in green 
tone). (right) 2D contour plot of the ELF function. 

 

 

 

 

 

 

 

 

 

Table S6a. Analysis of the ELF basins, Ω, including the electron population, N(Ω), the variance of the 
electron population, σ2(Ω), the percentage of the basin's fluctuation, %λF(Ω), and the contribution 
analysis of each ELF basin to the covariance with other ELF basins. Atomic units employed. 

 

 

 

 

 

Ω N(Ω) σ2(Ω) %λF(Ω) Contribution Analysis ( ≥ 10%) 

C(Li) 2.02 0.06 3 V(B,H) (25%) each 
V(B,H) 2.04 0.84 41 V(B,H) (14%), others not relevant 
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 S8 

e-@B10H14 

Figures S7. [top left] Topological analysis of the electron density including: the atomic positions (see 
labeled atoms), the bond (BCP) and ring (RCP) critical points (small spheres in grey), the cage critical 
points (small spheres in yellow) and the non-nuclear attractor (NNA; in red). [top right] ELF=0.75 
isosurface picture indicating valence basins (light grey) and the isolated-electron of the electride basin 
(marked in green). [bottom] ∇2ρ=-0.001 isosurface values. 

 

 

 

 

 

 

 

 

 

 

Table S7a. QTAIM and Laplacian analyses for the e-@C60F60 including: the values of the density 
(ρ(Ω)) and the Laplacian of the electron density (∇2ρ) at the Ω position, electron population of Ω 
(N(Ω)), the localization (LI) index and the percentage of electron localization (%LI) from the total 
electron population. Atomic units employed. 

e-@C60F60 (Ω) ρ(Ω) ∇2ρ N(Ω) LI %LI 
NNA 1.74·10-3 -2.63·10-4 0.19 0.03 18 
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 S9 

Linear and Nonlinear Optical Properties 

Table S8. Electronic contribution to linear and nonlinear optical properties (NLOP) for the molecules 
studied in this communication. aData from Ref. 13. bData from Ref. 4. cData from Ref. 14. dValues 
computed at the UB3LYP/aug-cc-pVDZ level of theory. 

 

properties TCNQLi2 
a TCNQNa2 

a Li@Calix a Li@B10H14 
a Li···HCN c HCN···Li c Li2 

(S=0) 
Li2 

(S=0) 
𝛼!! (0;0)     212.6 158.2 263.2 583.0 
𝛼(0; 0) 371.9 389.7 381.6 150.3 181.9 239.1 198.5 340.0 

𝛽!!! (0;0,0)     -2791 -3640   
𝛾!!!! (0;0,0,0)       1.2·106 9.2·105 
𝛾∥(0; 0,0,0) 1.4·106 1.3·106 4.8·106 4.8·105     

 

 

 

 

Ionization Potentials 

Table S9. Ionization Potentials for the molecules studied in this work computed at the B3LYP/aug-cc-
pVDZ level of theory. aComputed at the level of theory of Ref. 4. 

 

molecule PI (eV) 

TCNQLi2 
(S=1 à S=1/2)    6.32 
(S=1 à S=3/2)    7.80 

TCNQNa2 
(S=1 à S=1/2)    6.11 
(S=1 à S=3/2)    7.47 

Li@Calix (S=1/2 à S=0)   3.82 
Li@B10H14 (S=1/2 à S=0)   6.39 
e-@C60F60 a (S=1/2 à S=0)   3.99 
Li···HCN (S=1/2 à S=0)   5.98 
HCN···Li (S=1/2 à S=0)   4.35 
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