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Abstract 

Porphyrin-fullerene dyads are promising candidates for organic photovoltaic devices. Electron transfer (ET) 

properties of the molecular devices depend significantly on the mutual position of the donor and acceptor. 

Recently, a new type of molecular isomerism (akamptisomerism) has been discovered. In the present study, we 

explore how photoinduced ET can be modulated by passing from one akamptisomer to another. To this aim, four 

akamptisomers of quinoxalinoporphyrin–[60]fullerene complex are selected for the computational study. The 

most striking finding is that, depending on the isomer, the porphyrin unit in the dyad can act as either electron 

donor or electron acceptor. Thus, the stereoisomeric diversity allows one to change the direction of ET between 

the porphyrin and fullerene moieties. To understand the effect of akamptisomerism on the photoinduced ET 

processes a detailed analysis of initial and final states involved in the ET is performed. The computed rate for 

charge separation is estimated to be in the region of 1-10 ns-1. The formation of a long-living quinoxalinoporphyrin 

anion-radical species is predicted. 

Introduction 

A lot of attention is being paid to artificial photosynthesis in natural and life sciences.1-4 Design and preparation 

of synthetic model compounds mimicking natural light-harvesting systems is a primary challenge.5-10 Ideally, upon 

photoexcitation, a system of interest should give rise to a long-lived charge-separated (CS) state with a high 

quantum yield.11-15 Another important feature is the dissociation of the radical ion pair which prevents its 

recombination. Among a vast number of chromophores that have been used as the molecular components in 

artificial photosynthetic systems, a family of porphyrinoids is of special interest. Porphyrins exhibit rigid and 

rather planar structures, high light absorption in 2.6 – 3.2 eV region (-* transitions), and electron donor 

properties.16-20 Due to their low reduction potential, strong electron withdrawing power, high electron 

delocalization ability, and small reorganization energy, fullerenes are widely employed as electron acceptor in 

artificial photosynthetic systems.21-28 Electronic communication between donor and acceptor is another 

important feature which strongly depends on spatial orientation of donor and acceptor as well as on electronic 

properties of a molecular bridge connecting the sites.29-31  

For instance, electron transfer in covalently linked porphyrin-fullerene (P-C60) complexes is controlled by junction 

type of porphyrin (meso- and - positions).32,33 Also, spectroscopic measurements and molecular modeling 

showed the importance of conjugation between donor and acceptor moieties in -alkynyl-linked fullerene-

porphyrin dyads, which represent a new class of P-C60 systems, where the butadienyl bridgeaffordselectron 

conjugation of porphyrin and C60.34  In 1994, Brothers and co-workers reported a new type of boron containing 

porphyrin derivatives35 with unusual coordination of boron atoms. In the molecule, the FB–O–BF fragment is 

threaded through the center of porphyrin and located in the porphyrin cavity in an asymmetric fashion - one of 

boron atoms lies in the macrocycle plane but the other one is out of it. Because of that, the boron porphyrins 



provide a new convenient platform to connect chemical fragments to the macrocyclic center (in addition to 

routinely used meso- and - positions in porphyrins).36-38  

Recently, Canfield et al. have discovered a new type of isomerism called akamptisomerism.39 New descriptors 

parvo and amplo (from Latin “small” and “large”) have been introduced to describe the corresponding isomers. 

Four akamptisomers of FB–O–BF-quinoxalinoporphyrin were described. The descriptors characterize the location 

of BF subunits with respect to the porphyrin pseudo-plane. The isomers undergo thermal interconversion, 

akamptisomerization, over a barrier of ca. 25 kcal/mol. On the basis of DFT calculations, a reaction mechanism 

associated with the bond–angle inversion within the B–O–B fragment has been suggested. 

As already noted, P-C60 complexes are very promising models of artificial light-harvesting systems. In a recent 

paper, some of us have reported that several stereoisomers of an Ir based metal-fullerene hybrids exhibit clearly 

different electron transfer (ET) properties upon photoexcitation.40 In the present study, we consider the effect of 

akamptisomerism on photoinduced ET in the alkynyl-linked (B–O–B)-quinoxalinoporphyrin–[60]fullerene 

complexes. We reveal that even the direction of ET can change by passing from one akamptisomer to another. It 

means that the excited-state redox potentials of the porphyrin and fullerene moieties depend essentially on the 

isomer. A detailed analysis of locally excited and charge-separated states of the complexes is performed to 

explore the nature of the initial and final ET states. Finally, let us briefly mention that the compounds proposed 

in this work could be synthesized directly from FB–O–BF-quinoxalinoporphyrin by the displacement of fluoride 

from boron with Li derivatives of 1-butadiynl-2-methyl-[60]fullerene41,42 at mild conditions, by analogy with 

similar reactions for BODIPY.43,44  

Results 

Structure and relative stability of the akamptisomers.  

As already noted, the boron atoms being the R- and S centers in the complexes enable the existence of 

akamptisomers.39 The eight possible stereoisomers can be grouped in four pairs of enantiomers with 

indistinguishable physical properties (except for their interaction with polarized light). Thus, we will consider only 

4 stereoisomers (one from each pair).  



   

Figure 1. Structure and relative energies of transoid (top) and cisoid (bottom) akamptisomers of the alkynyl-linked 

B–O–B-quinoxalinoporphyrin–[60]fullerene complex. Atoms B in peach, N in blue, O in red, and C in grey. The 

quinoxaline fragment is shown in yellow. H atoms are omitted for clarity.  R and S refer to absolute configuration 

of boron atoms, the p (parvo) and a (amplo) indexes refer to the in- and out-of-plane boron atoms. 

DFT calculations at BLYP-D3(BJ)/def2-SVP level of theory were carried out to gain insight into the structure and 

relative stability of the isomers in the ground state (GS). Stable structures were predicted for four complexes SaSp, 

SpSa, SaRa, and SpRp (Figure 1 and Figure S1, SI). Several significant differences compared to previously reported 

difluoro derivatives39 of quinoxalinoporphyrin should be noted.  First, in contrast to difluoro structures, where 

only one cisoid isomer was identified, we succeeded to find the minima on the potential energy surface (PES) for 

both cisoid akamptisomers containing fullerene fragments. Their relative energy (16.3 and 15.8 kcal/mol, Figure 

1) is mainly determined by weaker non-bonded interaction of the fragments. The interaction of C60 moiety with 

the quinoxaline fragment lowers the relative energy of the SpRp akamptisomer. Second, the interaction of C60 and 

porphyrin stabilizes SaSp compared to SpSa by 6.9 kcal/mol. By contrast, the corresponding difluoro derivatives 

have the same energy.39 



 

Figure 2. Fragments in SaRa akamptisomer: quinoxalinoporphyrin (F1) in white, fullerenes (F2 and F3) in magenta, 

B–O–B unit (F4) in blue and linkers (F5 and F6) in yellow. 

To understand the lower energy of SpRp and SaSp compared to SaRa and SpSa, QTAIM calculations45 were performed. 

In the transoid SaSp isomer, the strongest interactions are found between C60 and quinoxaline and between C60 

and meso-phenyl (see Figure S2, SI). At the same time in the SpSa isomer, one fullerene (lying below quinoxaline 

in Figure 1) is not involved in non-covalent interactions, while another fullerene fragment demonstrates notable 

interaction with the meso-phenyl ring. In order to estimate the role of these interactions more directly, we 

calculated two model structures obtained from SaSp and SpSa by substituting the fullerene fragments by H atoms. 

Although the SaSp complex is more stable than SpSa by 6.90 kcal/mol, the opposite is found for the model 

structures (SaSp is less stable than SpSa by 2.24 kcal/mol). Thus the observed change in stability (about 9 kcal/mol) 

appears to be due to interaction of fullerenes with other fragments of the complex (see Table S2, SI for more 

details). The QTAIM analysis of cisoid SaRa and SpRp akamptisomers shows that only the C60···C60 interaction is 

significant in SaRa whereas for SpRp also other interactions of fullerenes with neighboring groups are identified. 

We note that by cutting fullerene fragments, the SaRa isomer becomes more stable than SpRp by 17.04 kcal/mol 

(Table S2, SI). Thus, fullerene-fullerene and fullerene-porphyrin interactions have a crucial impact on the relative 

stability of the isomers. Molecular graph with main critical points and the corresponding bonding critical point 

characteristics are given in Figure S2, Table S1, SI. 

Types of low lying excited states in akamptisomers.  

Usually, a two-fragment model is used to describe excited states in donor-acceptor complexes. In the isomers 

under study, however, several molecular fragments are involved in photoinduced ET. Thus, to describe the nature 

of excited states, we divided each system into 6 fragments: quinoxalinoporphyrin moiety (F1), two fullerenes (F2 



and F3), the B–O–B unit (F4) and two diyne bridges (F5 and F6) attached to F2 and F3, respectively. The 

fragmentation scheme is shown in Figure 2. Exciton delocalization and charge transfer contributions were 

analyzed for the 80 lowest excited states of each isomer. Three types of excited states are considered: locally 

excited states (LE) with the exciton mostly localized on a single fragment; CT states where the electron density is 

transferred between two or several fragments; and mixed states with significant contributions of LE and CT. 

Excited state calculations were performed at the TDA-CAM-B3LYP/def2-SVP level. In the gas phase, the vertical 

excitation energy of the 80 states ranges from 2.03 to 3.85 eV (Table 1). In all isomers, the lowest excited states 

are LE on porphyrin. LE states of fullerenes lie by 0.14 – 0.31 eV higher in energy. As expected, most intense 

absorption is associated with electronic transitions in porphyrin. Depending on the isomer, their oscillator 

strength varies from 0.58 to 1.11. The first CT states are found at 2.9 – 3.2 eV. Remarkably, the nature of the CT 

states is different in the transoid and cisoid isomers. For transoid isomers, the lowest CT state (CT1) corresponds 

to electron transfer from porphyrin to fullerene as usually observed. Depending on isomer, this state can be well 

described as a HOMO-LUMO+1 or HOMO-LUMO transitions.  Another type of CT (CT2) is related to electron 

transfer from the linker to porphyrin and lies by 0.1 eV higher in energy. The amount of charge transferred 

(denoted as CS in Table 1) from linker to porphyrin varies from 0.32 to 0.46 e, depending on isomer. CT states 

associated with ET from fullerene to porphyrin are higher in energy (3.62 eV for SaSp and 3.69 eV for SpSa). In the 

cisoid isomers, the lowest CT states correspond to an electron transfer from the linker to porphyrin. Two other 

types of CT, fullerene to porphyrin (at 3.3 eV) and porphyrin to fullerene (3.6 and 3.2 eV) were identified. Note 

that the excitation energy for the transition corresponding to the charge separation from fullerene to porphyrin 

in SaRa and SpRp is smaller than in SaSp and SpSa. Finally, CT states corresponding to charge separation between 

fullerenes are found at 3.5 and 3.4 eV in SaSp and SpSa isomers respectively. In transoids, however, such CT states 

lie at higher energies and are not found among the calculated states. 

Table 1. Singlet excitation energies (EX, eV), major orbital contributions (HOMO(H)–LUMO(L)) and their weights 

(W), oscillator strength (f), charge separation (CS, e) and charge transfer (CT, e) quantities and the extent of 

exciton localization (χ) of LE states.

 
Akamptisomers 

Transoid Cisoid 

SaSp SpSa SaRa SpRp 

 LE1 (Porphyrin) 

Ex, eV 2.034 2.135 2.143 2.093 

Transition (W) H – L+4 (0.43) H-1 – L+3 (0.35) H-1 – L (0.46) H – L (0.39) 

f 0.024 0.006 0.025 0.065 

χ 0.956 0.965 0.970 0.947 

 LE2 (Fullerene) 

Ex, eV 2.339 2.349 2.279 2.306 

Transition (W) H-3 – L (0.87) H-3 – L (0.90) H – L+1 (0.63) H-1 – L+1 (0.50) 

f 0.006 0.006 0.014 0.007 

χ 0.968 0.975 0.573/ 0.362 0.947 

Pertinent fragments F3 F2 F2/F3 F2 

 Most absorbtive transition (Porphyrin) 

Ex, eV 3.055 3.282 3.346 3.157 

Transition (W) H – L+2 (0.19) H-1 – L+6 (0.21) H-1 – L+4 (0.35) H-2 – L+4 (0.20) 

f 0.581 1.079 1.113 0.911 

χ 0.532 0.665 0.889 0.646 

 CT1 (Porphyrin   Fullerene) 

Ex, eV 3.148 3.135 3.584 3.237 



Transition (W) H – L+1 (0.94) H – L (0.91) H-1 – L+1 (0.95) H – L+1 (0.65) 

f < 0.001 0.029 < 0.001 0.067 

CS/CT 0.991 / 0.997 0.945 / 0.980 0.963 / 0.997 0.663 / 0.784 

Pertinent fragments F1  F2 F1  F2 F1  F2/F3 F1  F2 

 CT2 (Linker   Porphyrin) 

Ex, eV 3.270 3.181 3.165 2.931 

Transition (W) H – L+4 (0.13) H-1 – L+6 (0.13) H-15 – L (0.44) H-10 – L (0.66) 

f 0.124 0.614 0.026 0.013 

CS/CT 0.458 / 0.762 0.320 / 0.420 0.910 / 0.924 0.922 / 0.946 

 CT3 (Fullerene   Porphyrin) 

Ex, eV 3.623 3.691 3.365 3.334 

Transition (W) H-3 – L+4 
(0.27) 

H-3 – L+3 (0.27) H – L (0.54) H-13 – L+6 (0.11) 

f 0.019 0.044 0.195 0.031 

CS/CT 0.764 / 0.816 0.755 / 0.803 0.823 / 0.849 0.479 / 0.541 

Pertinent fragments F3  F1 F2  F1 F2/F3  F1 F2  F1 

 CT4 (Fullerene   Fullerene) 

Ex, eV 

n/a n/a 

3.499 3.392 

Transition (W) H-3 – L+5 (0.17) H-3 – L+1 (0.22) 

f < 0.001 0.011 

CS/CT 0.546 / 0.593 0.568 / 0.721 

Pertinent fragments F3  F2 F3  F2 

 

Difference in the photoinduced ET properties of transoid and cisoid isomers. 

To address this issue, we analyzed related one-electron states and found that there are significant changes in the 

orbital energies associated with porphyrin and fullerene by passing from SaSp to SaRa. Namely, the energy of both 

HOMO and LUMO orbitals of porphyrin decreases, while the energy of HOMO and LUMO of fullerene goes up. 

Thus in SaRa, porphyrin becomes stronger electron acceptor and fullerene becomes stronger electron donor as 

compared to SaSp (Figure 3). 



 

Figure 3. Relevant occupied and vacant molecular orbitals of porphyrin (fragment F1 in blue) and fullerene 

(fragments F2/F3 in red) in the SaSp and SaRa akamptisomers.  

One of the most significant differences between SaSp and SaRa is the lack of the direct fullerenefullerene 

interaction. To better understand its effect on HOMO and LUMO, several additional calculations were performed 

for isolated fullerene + linker fragments, (F2+F5) and (F3+F6) and the dyad (F2+F5+F3+F6) at the original SaSp and 

SaRa geometries. The orbital energies of fullerene + linker fragments from SaSp are almost insensitive to the 

presence of another fragment. By contrast, the significant interaction between (F2+F5) and (F3+F6) in SaRa, 

modulates the LUMO energy by 0.18 eV whereas the energy of HOMO remains almost unchanged (within 0.03 

eV) for both isomers. More details are given in SI (see Figure S3 and Table S3). The changes in the orbital energies 

of porphyrin are determined by several factors. On the one hand, significant alterations in the geometry of 

porphyrin are found when moving from SaSp to SaRa. In order to describe the distortion effects, we considered 

two planes, one plane is formed by quinoxaline, another passes through the opposite side of porphyrin (see 

Figures S3). The angle between these planes in SaSp is about 155°, whereas it is noticeably smaller, 131°, in SaRa. 

On the other hand, in both isomers, there is significant interaction between fullerenes and porphyrin. Note that 

fullerene being a strong acceptor retracts electron density from porphyrin, increasing the positive charge on the 

F1 fragment. The charges on porphyrin in SaSp and SaRa are found to be 0.39 and 0.49 e. The effect of structural 

distortion was estimated using small models without the fullerene and linker fragments: LUMO of porphyrin in 

SaRa lies by 0.15 eV lower in energy than the LUMO in SaSp. The fullerene-porphyrin interaction leads to a further 

decrease of the porphyrin LUMO energy (in the fullerene containing complexes the difference is 0.26 eV, see 

Figure S4). A similar analysis for the SpSa and SpRp pair cannot be carried out because the SpRp isomer without 

fullerene substituents does not correspond to a minimum on the PES.  

Thus, we can conclude that the anomalous behavior of porphyrin and fullerene in SaRp and SaRa, where they act 

as electron donor and acceptor, respectively, is a consequence of several simultaneously acting factors: (i) the 

strong fullerene-fullerene interaction in cisoid isomers increases the HOMO energies of the fullerene fragment 



and thus reduces their acceptor properties; (ii) pronounced geometrical distortion and a larger positive charge 

on the porphyrin fragment decreases the LUMO energy in the cisoid structures and thus converting porphyrin 

into a better electron acceptor as compared to the transoid isomers.  

Environment effects on generation of CT states.  

It is well known that solvation may significantly influence both ground and excited states. Usually, the effect of 

solvation is relatively weak for LE states, while CT states can be strongly stabilized by the solvent. To assess the 

solvent effects on the excited states, the equilibrium solvation model with dichloromethane (DCM) as a solvent 

was applied. The polarity of the transoid and cisoid isomers differs significantly. The dipole moments of SaSp and 

SpSa are calculated to be 5.82 and 6.77 D, whereas it amounts to 13.19 and 10.69 D for SaRa and SpRp. Despite such 

notable difference in dipole moments for cisoid and transoid akamptisomers, due to the difference in spatial 

structure, the isomers, except SpRp, demonstrate quite similar ground state solvation energies (from -0.57 to -

0.62 eV, Table S4). Solvation energy for SpRp isomer is -0.46 eV. This fact can be explained by the significant 

structural difference of the SpRp isomer. One of its fullerene substituents is located very close to the porphyrin. 

This arrangement significantly reduces the access of the solvent to both fragments, which in turn leads to a 

decrease in the solvation energy. 

For the considered LE states of both types, the overall picture is very similar to the ground state. Comparison 

between excitation energies computed in the gas phase and in solution indicates that LE transition energies 

remain almost unchanged, which in turn perfectly correlates with the transition dipole moment changes ( = 

vector difference between dipole moment of the state of interest and GS dipole moment). LE1 is less than 1.5D, 

while LE2 does not exceed 2.7D, regardless the isomer. Detailed data for all akamptisomers are collected in 

Table S4, SI. Changes in the dipole moments associated with CT excited states are significantly larger compared 

to the LE states. For transoid isomers, CT1 for lowest CT states (transitions associated with ET from porphyrin 

to fullerene moiety) is about 53D and 46D for SaSp and SpSa complexes, respectively. At the same time, for SaRa 

cisoid complex, dipole moment change for CT state of a similar nature is comparable (CT1 = 51D). SpRp isomer 

demonstrates significantly smaller value of transition dipole moment – only 31D. Such differences can easily be 

explained on the basis of the charge separation values. For SpRp isomers, CS is about 0.66e, whereas for SaRa and 

transoid complexes this value is 1.5 times bigger (from 0.95 to 0.99e, depending on isomer). Figure 4 shows the 

GS, LE and CT energies for the lowest lying singlet excited states in the gas phase and COSMO (DCM) solvent.  

 



 

Figure 4. Relative energies of the ground state (GS), the first LE state (LE1) and the CT states (CT1, CT2, and CT3) 

for the SaSp, SpSa, SaRa and SpRp complexes computed in a gas-phase (VAC) and dichloromethane (DCM). CT1 is 

formed by Porphyrin   Fullerene ET, CT2 is formed by Linker   Porphyrin ET, whereas CT3 corresponds to 

Fullerene   Porphyrin ET. 

Second lowest charge transfer state of transoid isomers corresponds to the ET from linker to porphyrin fragment 

and is characterized by considerably smaller value of CS (Table 1). However, for SaRa and SpRp isomers, a transition 

of this type is the lowest-lying and associated with CS of almost 1e. It should be noted that such electron transfer 

leads to the formation of a radical anion localized on the porphyrin. Previously, the formation of zinc 

tetraphenylporphyrin (ZnTPP) radical anion was reported for Ce2@Ih-C80 – ZnTPP complex by Guldi and co-

authors.46 The transient absorption spectra measured in polar media predict the formation of metastable (Ce@Ih-

C80)•+ – (ZnTPP)•− as a result of an oxidative charge transfer. In our case, the formed radical ion porphyrin complex 

is markedly stabilized by the solvent and the corresponding CT state becomes the lowest one in DCM solution. 

Electron transfer rates. 

Absorption of the light by the complex leads to the generation of the excited state, which extremely fast 

interconverts to lowest lying excited state. Due to low oscillator strength of lowest CT states of the studied 

complexes, the probability of their direct populations is also very low. The generation of CT1 for SaSp and SpSa and 

CT2 in the SaRa (CT states that in DCM solution have lower or similar energies than the LE1 state) are possible 

through charge separation of LE1 state. The rate of electron transfer is controlled by three parameters – the 

electronic coupling Vij between the initial LE and final CT states; the reorganization energy , and the Gibbs energy 

of the reaction G0. Below we estimated the rates for these processes in the nonadiabatic regime for transoid 



SaSp and SpSa, and cisoid SaRa isomers. ET rate was not calculated for SpRp isomer due to the fact that denoted 

process is thermodynamically unfavorable (G0 = 0.35 eV). 

The rate of the nonadiabatic ET, kET, can be expressed in terms of the electronic coupling squared, V2, and the 

Franck-Condon Weighted Density of states (FCWD): 

𝑘𝐸𝑇 =
2𝜋

ℏ2 𝑉2 (𝐹𝐶𝑊𝐷)     (1) 

that accounts for the overlap of vibrational states of donor and acceptor and can be approximately estimated 

using the classical Marcus equation:47 

     
21 2 04 exp 4FCWD kT G kT
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     (2) 

where  is the reorganization energy and G0 is the standard Gibbs energy change of the process. The fragment 

charge difference (FCD)48,49 method was employed to calculate the electronic couplings in this work. 

The reorganization energy is usually divided into two parts,  = i + s, including the internal and solvent terms. 

The internal reorganization energyi for Porphyrin   Fullerene ET corresponds to the energy of structural 

change when denoted fragments going from neutral-state geometries to charged-state geometries – anion and 

cation radicals for fullerene and porphyrin units respectively. The i for Linker   Porphyrin CT was calculated in 

the same manner. Solvent reorganization energy corresponds to the energy necessary to move solvent molecules 

from the position they occupy in the GS to the location they have in the CT state but without charge transfer 

having occurred.  The s for particular CT states were computed as a difference between equilibrium and non-

equilibrium solvation energies. Using the computed data listed in Table 2, we estimated the ET rates for two 

photoinduced charge separation reactions and the corresponding charge recombination processes. 

Table 2.  Electron transfer parameters and ET rates for charge separation (CS) reactions in DCM solvent. 

Isomer Type G0
a, eV |V| 

Reorganization 

energy  eV 
Rate constant, 

sec-1 

SaSp LE1  CT1 -0.148 0.0051 0.857 1.54109 

SpSa LE1  CT1 0.015 0.0127 0.744 1.68109 

SaRa LE1  CT2 0.015 0.0085 0.620 2.74109 
a The Gibbs energy difference between the final and initial states in DCM solvent.  

Thus our calculations predict that photoinduced charge separation occurs on the sub-nanosecond scale (1-10 ns-1) 
and can significantly be modulated by selecting a proper akamptisomer. 

Conclusions 

The structure and excited state properties of quinoxalinoporphyrin-[60]fullerene akamptisomers have been 

studied by means of DFT calculations. Unlike difluoro derivatives of quinoxalinoporphyrin, stable structures have 

been found for all possible isomers of the fullerene containing complexes. To understand the effect of 

akamptisomerism on the photoinduced ET processes a detailed analysis of initial and final states involved in the 

ET is performed. Charge-transfer states of different character have been identified. It has been shown that 

depending on the isomer, the porphyrin unit in the dyad can act as either electron donor or electron acceptor. 

The computed ET rates allows one to predict how the efficiency of photoinduced charge separation depends on 

stereoisomeric diversity of the complex. The solvent effects have been found to be crucial for an efficient 

population of charge separated states.  



Methods 

General. The geometry optimization for all akamptisomers was performed employing the DFT BLYP50,51  

exchange−correlation functional using the resolution of identity approximation (RI, alternatively termed density 

fitting)52,53 implemented in the TURBOMOLE 7.0 program.54 Vertical excitation energies were calculated using TDA 

formalism55 with the range-separated functional from Handy and coworkers’ CAM-B3LYP56 using Gaussian 16 (rev. 

A03)57 and Ahlrichs’ def2-SVP basis set.58,59 The empirical dispersion D3 correction with Becke–Johnson 

damping,60,61 was employed. All resulted structures were visualized with Chemcraft 1.8.62 Topological analyses of 

the electron distributions were conducted according to the “Quantum Theory of Atoms in Molecules” (QTAIM) 

proposed by Bader.45,63 The QTAIM calculations were performed using the AIMALL suite of programs64 to evaluate 

bond and ring critical point properties and the associated bond descriptors. 

Analysis of excited states. The quantitative analysis of exciton delocalization and charge transfer in the 

donor-acceptor complexes was carried out using a tool suggested recently by Plasser et al.65,66 A key quantity is 

the parameter Ω: 
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   (1) 

where A and B are atoms, Fi and Fj are fragments, P0i is the transition density matrix for the 0 i excitation, 

and S is the overlap matrix. (Fi) is the extent of exciton localization on the site Fi.  𝐶𝑇𝐹𝑖→𝐹𝑗 is the weight of CT 

configuration in the excited state i. CT means the total amount of the electron density transferred between 

fragments. CS is a measure of the charge separation between fragments Fi and Fj due to the transition. Note that 

in the situation when charge transfer (𝐹𝑖 → 𝐹𝑗) is equal to the back transfer (𝐹𝑗 → 𝐹𝑖) there is no charge 

separation between the fragments, 
i jF F

CS


 is equal to zero. 

Solvent Effects. The equilibrium solvation energy 𝐸𝑠
𝑒𝑞

 in a medium with dielectric constant ε was estimated 

using a COSMO-like polarizable continuum model (CPCM) in the monopole approximation.67 

– eq

S

1
E (Q, ) ( )Q DQ

2

   f ,    (2) 

where f() is the dielectric scaling factor, 
1

( )
 

 


f , Q is the vector of n atomic charges in the molecular 

system, and D is the n x n symmetric matrix determined by the shape of the boundary surface between solute 

and solvent; D=B+A-1B, where the m x m matrix A describes electrostatic interaction between m surface charges 

and the m x n B matrix describes the interaction of the surface charges with n atomic charges of the solute. Atomic 

charges in the excited state i were calculated using Eq. (1). 
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