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Localisation is a fundamental requirement for a monitoring and tracking system based on wireless sensor networks (WSN).
In order to build an accurate set of measurements, sensor nodes must have information regarding their own position within
a system of coordinates. When a considerable number of nodes are randomly scattered over a monitoring area, sensor nodes
must be part of a self-organised system which provides a set of local position estimates. Nodes participate under very stringent
conditions, for example, limited power supply and reduced computational capabilities. This work presents a GPS-free localisation
method consisting of four stages that are executed only once during the network initialisation process. These stages are aimed to
increase the overall system lifetime by reducing the signalling overhead commonly involved in distributed localisation procedures.
The proposed localisation method turns the initial and complex node deployment to several smaller instances by dividing the
network into clusters, which can be solved simultaneously based on local resources only. Simulation results show that this approach
produces important savings in the involved overall complexity, which can translate into a trade-off between computational cost and
localisation accuracy.

1. Introduction

Wireless sensor networks (WSN) are an emerging technology
offering a wide spectrum of potential applications. However,
as mentioned in [1], the adoption of this technology is
limited by a set of challenging problems. From this set of
problems, node localisation has been profoundly addressed
and discussed by the research community because it is
a fundamental requirement for monitoring and tracking
(M&T) applications.

A monitoring and tracking system based on aWSNmust
be able to determine the source of critical events and track
how these events evolve over time. In order to perform these
tasks correctly, sensor nodes must have information about
their own position within a system of coordinates or have
accurate localisation capabilities. Position information can
also be used to enhance routing decisions because nodes

can send packets to their final destination based only on the
position of nearby nodes, that is, knowing their neighbours’
position. These routing strategies foster local work and
consequently reduce resource consumption [2–4].

For a small set of deployed nodes, individual position-
ing can be recorded manually. In some cases, the global
positioning system (GPS) may provide a convenient starting
point. GPS utilisation is nevertheless limited due to budget
constraints. It is important to recall that GPS is mainly
designed for outdoor scenarios without the presence of
obstacles, for example, trees and mountains limiting accept-
able signal reception from satellites. Alternatively, a mobile
node that is aware of its own position may perform a
comprehensive tour throughout the underlying network.This
mobile “coordinator” may be used to inform each node about
its corresponding position.
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When none of the above solutions is feasible, an auto-
matic self-configurable localisation procedure is required.
Under these conditions, localisation can be understood as an
inverse problem called “distance to position transformation.”
If the distances among a set of nodes are known or at
least estimated, a space node deployment which reproduces
such collection of distances, as accurate as possible, must
be found. Notice, however, that since there are three basic
space isometric transformations (translation, reflection, and
rotation), this statement does not ensure a single solution.
In order to ensure a unique solution, a minimum set of
nodes with fixed and known positions, also called beacons or
anchors, is required.

Any node running a self-configurable localisation proce-
dure needs to measure or estimate the distance between itself
and its neighbours. Distance measurement techniques can be
classified as range-based and range-free. Range-based tech-
niques employ a hardware dedicated to estimate distances
from a physical measurement, such as an acoustic signal’s
propagation time, which is then translated into Euclidean
distance (ED). In contrast, range-free techniques are only
based on hop count or connectivity information, which is
also translated into a distance estimation. Although the latter
may not achieve highly accurate results, it is a cost-effective
approach that under economic constraints can be considered
an appropriate alternative.

Over the last few years, an important number of
approaches addressing self-configurable localisation proce-
dures have been published. Most of them provide accu-
rate solutions only under particular circumstances. Few of
them have proven to be useful for general conditions [5–
7]. However, even these general methods may show poor
performance under dense node deployment. In the mean-
time, technology trends show that WSN have permeated
different sectors of human life. The number of deployed
sensors is increasing abruptly. In this context, scalability is a
new borderline in current localisation methods for WSN.

The implicit agreement among scientists apparently sug-
gests that partitioning is a promising direction to address the
scalability issue [8, 9]. From this approach, the underlying
network is split into clusters. Each of the resulting clusters
solves a reduced version of the localisation problem. Finally,
the local solutions are assembled together, like puzzle pieces,
in order to build a global solution.

Themethod presented in this work addresses the localisa-
tion problem for aWSN comprised of a considerable number
of nodes arbitrarily scattered over a given area. All nodes are
assumed to be deployed at unknown but static positions with
a uniform and homogeneous wireless transmission range
defined by parameter 𝑅. Two nodes are within one-hop
distance from each other if the distance between them is
less than or equal to 𝑅. The proposed method consists of
four consecutive stages that are executed only once during
the network initialisation process. In Stage 1, the network is
partitioned into clusters. For each of the resulting clusters
there is an appointed node called leader. Cluster size, which
is the number of nodes belonging to a given cluster, is
controlled by a growth factor defined by each leader. In Stage
2, each leader estimates the distance between any pair of

nodes belonging to the same subgraph. Distance estimations
are assessed using range-free techniques. Next, the leader
estimates the hop length that better translates the hop count
into an estimated ED based on its local node density. In
Stage 3, each leader solves a local instance of the “distance
to position transformation,” which is formally known in the
literature as themultidimensional scaling (MDS) problem. In
Stage 4, a minimum set of anchors on each cluster is used to
assemble each region into a global solution within a unique
system of coordinates.

To the best knowledge of the authors, this work offers a
new approach to solve the localisation problem, by introduc-
ing the following features.

(i) The proposed localisation method provides con-
trol over the number of nodes which are initially
appointed to start the network partitioning. The
number of nodes comprising each resulting cluster
(cluster size) is controlled by means of a parameter,
referred to as growth factor 𝑘. In turn, this parameter
has an impact on the operations’ complexity in the
next stages. A small cluster size produces a reduction
in the exchange of control messages and calculations
during Stage 2 and Stage 3, but more anchors are
required to assemble the overall solution in Stage 4.
If Stage 1 produces larger clusters, the opposite effect
is produced.

(ii) Once the partitioning is completed, each of the
resulting clusters constructs a tree with root in its
corresponding leader. Each node immediately sends
a control message on its tree to the leader. These
messages contain a list with the identities of the one-
hopneighbouring nodes from the issuing node. Based
on this information, the leader runs a centralised
version of the distance vector algorithm and builds a
distancematrix with the hop count between each pair
of nodes lying in the cluster. This procedure also has
an important benefit on themessage complexity of the
hop count estimation.

(iii) To transform the hop count to an estimated ED, a
näıve approach would be to multiply each hop count
by factor 𝑅. Nevertheless, this decision may result
in a big overall localisation error. Instead, a better
correction factor of approximately 0.7𝑅 has been
estimated, approximating the average hop length.
The term hop length will also be used to name
this correction factor. Once the distance between
each pair of nodes has been estimated, the “dis-
tance to position transformation” is solved using two
different methods: eigendecomposition [10, 11] and
majorisation [12]. The latter offers more leeway to
achieve a compromise between position accuracy and
number of iterations. In this work, higher position
accuracy refers to a minimum distance between real
and estimated positions.

(iv) The proposed localisation method pays special atten-
tion to the existence of a trade-off between cluster
size and the computation complexity involved in
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the localisation problem. Beyond raising this issue for
discussion and analysis, this method also introduces
a practical way to control cluster size in order to
balance computation complexity. This is one of the
main contributions of this work, which cannot be
directly compared with previous approaches.

An evaluation of the proposedmethod required a compu-
tational tool that would allow an extensive set of simulation
scenarios to be conducted. These scenarios consider WSN
with complex settings such as a variety of sizes for the under-
lying graph, different node densities and transmission ranges,
and the presence of obstacles. In addition, this approach
is only useful for distributed implementations, forcing the
sensors to find a localisation solution by themselves. Based on
the previous requirements, a distributed-algorithm simulator
[13] is used in order to support the implementation of
the three algorithms required by the localisation method.
Such method comprises network partitioning, information
broadcasting, and distance-vector routing. The simulation
fulfilled all previous conditions for a massive number of
nodes deployed randomly. Because of the complexity of both
the method and scenarios, these conditions were assessed
by extensive simulation tests. However, theoretical analysis is
considered not only for various sections of this work, but also
for the implementation of the distributed simulation.The vast
number of nodes spread over different scenarios presenting
obstacles requires specific analysis that can only be performed
by simulations considering multiple variables such as differ-
ent network sizes and node densities, simultaneous creation
of clusters, dynamic assignation of leaders for cluster, and
random node distribution with uniform probability density
function (PDF).

The localisation problem has already been addressed
under a network scaling perspective [14–16]. For instance,
in [14], the authors used the term “patches” to refer to the
method of solving such a problem by dividing the network
into clusters, which are then assembled to reconstruct a global
solution. Nevertheless, the methods developed to solve local-
isation cannot be directly applied to dense node deployment,
due to the excessive exchange of control messages required
for these methods, which mainly reduces the sensors’ energy
supply. In addition, none of the papers consulted in the
literature addresses the existence of a trade-off between the
cluster size and the computation complexity involved in
solving the localisation problem. In contrast, beyond raising
this issue for discussion and analysis, the proposed method
in this work also introduces a practical way to control cluster
size in order to balance out computation complexity.

The rest of this document is organised as follows.
Section 2 describes the definitions and background concepts
related to the proposed localisationmethod. Section 3 defines
and explains the stages of the proposed method and presents
a collection of performance assessments. Section 4 presents
and analyses the results obtained from simulations. Section 5
summarises possible applications where the proposed locali-
sation method could be used. Finally, Section 6 presents the
final remarks of this work.

It is important to mention that this work is a revised
and expanded version of a paper entitled “A distributed
cluster-based localization method for wireless sensor networks”
presented at The Sixth International Conference on Systems
and Networks Communications (ICSNC 2011), Barcelona,
Spain, October 23–29, 2011 [17].

2. Definitions and Background

This section formally presents the definitions and back-
ground concepts on which this work is sustained. Abbrevia-
tion section summarises the variables and parameters defined
or used throughout this work.

From the point of view of graph theory, a network ismod-
elled by a graph 𝐺 = (𝑉, 𝐸), with an edge between any two
nodes that can communicate directly with each other. Inmost
cases, multihop radio networks are modelled as a unit disk
graph (UDG). In aUDG𝐺 = (𝑉, 𝐸), there is an edge (𝑢, V) ∈ 𝐸

if, and only if, the distance between nodes 𝑢 and V is less than
or equal to 1, which represents a normalised wireless range.

An embedding of a graph 𝐺 = (𝑉, 𝐸) in the Euclidean
plane is a mapping 𝑓 : 𝑉 → R2; that is, each vertex V

𝑗
∈

𝑉, 𝑗 = 1, 2, . . . , 𝑛, is identified by a point 𝑥
𝑗

∈ R2 in the
plane. A realisation of a unit disk graph 𝐺 = (𝑉, 𝐸), in the
Euclidean plane, is an embedding of𝐺 such that (𝑢, V) ∈ 𝐸 ↔

𝑑(𝑓(V), 𝑓(𝑢)) ≤ 1, where𝑑 is the distance between twopoints.
Therefore, localisation consists of the realisation of a unit disk
graph in the Euclidean plane.

Localisation is also considered as an optimisation prob-
lem because, given a set ofmeasured distances between nodes
that build a network, it is necessary to estimate the position of
each node on a plane, up to rotations, reflections, or transla-
tions. But, at the same time, the error between real distances
and the resulting distances from estimated positions should
be minimised. Practitioners introduce nodes with fixed and
known positions, called anchors, in order to set the system’s
reference coordinates.

In a sensor network, there are two types of nodes in R2,
common sensors and anchors. A common sensor 𝑖 is a node
of which position has to be estimated and is denoted by
𝑥
𝑖
∈ R2, 𝑖 = 1, 2, . . . , 𝑛. In contrast, each anchor 𝑞 has a

well-known position 𝑎
𝑞
∈ R2, 𝑞 = 1, 2, . . . , 𝑚. Let 𝑑

𝑖𝑗
be the

distance between a pair of common nodes 𝑖 and 𝑗, and let 𝑑
𝑗𝑞

be the distance between a common node 𝑗 and an anchor 𝑞.
In some cases, there are some known and unknown values
of such distances. The pairs of nodes for which their mutual
distances are known are denoted as (𝑖, 𝑗) ∈ 𝑁

𝑥
(distance

between sensor 𝑖 and sensor 𝑗) and (𝑗, 𝑞) ∈ 𝑁
𝑎
(distance

between sensor 𝑗 and anchor 𝑞), respectively. In [18–20],
the localisation problem in R2 is stated as follows: given 𝑚

anchor positions 𝑎
𝑞
∈ R2, 𝑞 = 1, 2, . . . , 𝑚, and some distance

measurements 𝑑
𝑖𝑗
, (𝑖, 𝑗) ∈ 𝑁

𝑥
, 𝑑
𝑗𝑞
, (𝑗, 𝑞) ∈ 𝑁

𝑎
, find the

positions of common sensors, such that

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑖
− 𝑥
𝑗

󵄨󵄨󵄨󵄨󵄨

2

= 𝑑
2

𝑖𝑗
, ∀ (𝑖, 𝑗) ∈ 𝑁

𝑥
,

󵄨󵄨󵄨󵄨󵄨
𝑥
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− 𝑥
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𝑗𝑞
, ∀ (𝑗, 𝑞) ∈ 𝑁

𝑎
.

(1)
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In many instances of the problem, noisy measurements
introduce uncertainties into the previous calculations. Such
uncertainties are denoted as 𝜖

𝑖𝑗
and 𝜖
𝑖𝑞
, respectively. Under

such conditions, the problem can be reformulated as follows:

𝜖
2

𝑖𝑗
= min {

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑖
− 𝑥
𝑗

󵄨󵄨󵄨󵄨󵄨

2

− 𝑑
2

𝑖𝑗
}

𝜖
2

𝑖𝑞
= min {

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗
− 𝑥
𝑞

󵄨󵄨󵄨󵄨󵄨

2

− 𝑑
2

𝑗𝑞
} ,

(2)

where, 𝑥
𝑖
and 𝑥

𝑗
are the estimated positions of sensors 𝑖 and

𝑗, respectively.
Notice that anchors provide a fixed and absolute reference

to the system. Otherwise, when there are not anchors at all,
the solution shows only relative positions. In other words,
the “drawing” of the solution of the original network can
be rotated, reflected, or translated. For instance, in [21], the
authors propose the utilisation of two anchors only in order
to fix the node positions lying on a regular square. This is
probably themain drawback, because it cannot be applied for
the solution of arbitrary deployments.

Different techniques have been proposed to measure
the distances that make up the input set of the localisation
problem. These techniques can be classified into two main
categories: range-based and connectivity-based techniques
(also called range-free techniques). The former depend on
a physical signal exchanged between two points the value of
which is a function of the length, or relative position, of the
line of sight from transmitter to receiver. For example, angle
of arrival (AoA), time of arrival (ToA), and received signal
strength (RSS).

The downside of range-based techniques is that they
require additional hardware that may impact individual node
price. Besides, they can be highly sensitive to environmental
conditions. In contrast, connectivity-based techniques depend
on the number of hops separating any pair of nodes. In
this case, it is assumed that two nodes sharing an edge are
separated, at the most, by one distance unit which is defined
by the wireless transmission range. For both categories, indi-
rect measurements may be propagated to other nodes in the
network using a distributed procedure, such as the distance-
vector algorithm (DV), where each node successively sends
all the distances and the paths to reach the destinations it
already knows. It is very important to consider the fact that
DV has an exchangedmessage complexity𝑂(|𝑉|

3
), where |𝑉|

is the number of nodes involved.
Research on localisation techniques has produced meth-

ods that offer excellent performance when the deployed sen-
sors make up a dense and globally uniform network. Among
the most relevant pieces of research, in [14] the authors
demonstrated the use of a data analysis technique called
MDS in estimating unknown node positions. First, when
using basic connectivity or distance information, a rough
estimate of relative node distances is acquired.Then, classical
MDS [10, 11] (which basically involves using eigenvector
decomposition) is used to obtain relative node positionmaps.
Finally, an absolute map is obtained by using known node
positions. This technique works well with few anchors and
reasonably high connectivity. For instance, for a connectivity
level of 12, that is, the mean number of neighbours each

sensor has, and 2% of anchors, the error is about half of the
wireless range (𝑅/2).

It is important to mention the theoretical procedures
that are commonly used to solve the MDS problem. Such
procedures were also implemented in the simulator in order
to provide this solution. Supposing a matrixX, where each of
its rows codes the position of a point on an Euclidean space,
it is possible to compute the square of the distances between
any pair of points in this collection, that is,D(X)

2, according
to the following expression found in [10, 11]:

D(X)
2
= c1𝑇 + 1c𝑇 − 2XX𝑇 = c1𝑇 + 1c𝑇 − 2B, (3)

where c is a vector made up with the elements from the
diagonal of XX𝑇. By left and right multiplication of matrix
D(X)
2 by a centering matrix (H) and by factor −1/2 in order

to obtain:

−
1

2
HD(X)

2H = −
1

2
H (c1𝑇 + 1c𝑇 − 2XX𝑇)H

= −
1

2
Hc1𝑇H −

1

2
H1c𝑇H +

1

2
H (2B)H

= −
1

2
Hc0𝑇 − 1

2
H0c𝑇 +HBH = B.

(4)

The first two parts of (4) are cancelled out since centering
a vector made up with 1s produces a vector made up with
0s only (1𝑇H = 0). In turn, since it is assumed that the
columns in X have a mean equal to 0, the centering matrices
aroundB can be dismissed. Now, ifmatrixB can be factorised
according to an eigendecomposition, it will turn out that
B = QΛQ𝑇 = (QΛ

1/2
)(QΛ
1/2

)
𝑇
= XX𝑇. There is a tool that

carries out this decomposition: the so-called power method,
which is an iterative algorithm of complexity 𝑂(𝑛

3
), where

𝑛 is the number of unknown positions. In this work, an
optimisation approach has also been implemented in the
simulator. This approach, called the majorisation method, is
also an iterative algorithm of complexity 𝑂(𝑛

2
), but it is not

based on eigendecomposition.
Other related works can be found in [22, 23], where

the authors present a series of distributed and iterative
methods, based on neural networks, to solve the fundamental
optimisation problem that lies on the core of localisation.

3. Methodology and Stage Description

The method introduced in this work is comprised of four
consecutive stages: (A) partitioning; (B) hop count and
distance estimation; (C) distance to position transformation;
and (D) anchors deployment. It is important to point out
that these stages are executed only once during the network
initialisation process. The stages are described in more detail
in the following subsections.

3.1. Partitioning. The partitioning methods developed by
other research teams to address scalability, so far, start
selecting a set of nodes; each of these appointed nodes builds
its own cluster. Each cluster grows inviting its neighbour
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Figure 1: Building clusters with different values of 𝑘.

nodes to join the subgraph under construction. Nevertheless,
to the best knowledge of the authors, these procedures do
not control neither the cluster growth rate nor the initial
number of appointed nodes. In [24], for instance, each node
in the graph is regarded as a cluster, provided that it is not
assimilated by a larger one. These conditions may lead to
a waste of the number of messages exchanged. In addition,
such simultaneous cluster construction may produce an
unnecessary condition where neighbouring clusters compete
for nodes that have not yet been assigned, having an impact
on the number ofmessages exchanged. Network-partitioning
message complexity may therefore turn out to be excessive.

In this work, a network-partitioning algorithm based on
the 𝛾 synchronizer of Awerbuch [25] is introduced. A syn-
chronizer is a set of techniques that enables an asynchronous
system to emulate a synchronous behaviour. To support this
emulation, each node should be able to proceed with the next
step of the given algorithm, only when it is granted that all
the participants have accomplished the preceding step [26].
A node under these conditions is said to be “safe.”

Awerbuch introduced three types of synchronizers: the
𝛼 type, where each node exchanges messages with all its
neighbours to let them know that it is safe. The 𝛽 type uses
a preconstructed spanning tree. Here, a node sends a control
message to the root node when the current step has finished.
Once the root node has collected these messages from each
node, it broadcasts a new message back to the nodes on the
tree, in order to notify the overall safety.

Finally, in the 𝛾 synchronizer the underlying graph is
partitioned into a forest. Each of the resulting clusters runs
a local version of the 𝛽 synchronizer. However, when nodes
of a given cluster have finished the current step, the root
node exchanges messages with its neighbouring trees to
let them know of its local condition. When a root node
recognises this condition on each of its neighbour subgraphs,
it broadcasts back a new message to its tree nodes in order
to notify the overall safety. The 𝛾 synchronizer requires an
initialisation procedure to split the underlying graph into a
set of disjointed trees. The construction of a tree starts when
a given node is appointed as a leader or root node. The new
leader begins aggregating layers (subsets of nodes) to the tree
under construction. A new layer joining the tree is expected
to contain, at least, as many nodes as 𝑘 times the total number
of nodes already included in the tree. When this condition is
not met, the tree construction stops. Then, a new leader is

found and the procedure starts again. Here, there is a special
link, called “preferred link,” between the former tree and the
new one about to be settled. This link fixes a relationship
between the “ancestor” tree and its “successor.” When a tree
stops growing and a new node cannot be appointed, the
leader in charge turns the control back to its ancestor tree.
In due time, the receiving leader looks for a node to start a
new successor tree; otherwise it also turns the control back
to its own ancestor tree. According to this rule, the initial
leader is able to recognise the moment when the partition is
completed. Then, the graph has been exhaustively explored
and each node has been incorporated to a given tree.

The partitioning technique introduced in this work is
based on the 𝛾 synchronizer by using a modified version of
cluster growth parameter 𝑘. While [25] does not consider
the values of 𝑘 < 1, the proposed implementation supports
any value of 𝑘 > 0. Nevertheless, when the partition process
works under these “suboptimal” growth rates, each cluster
grows at a very slow pace and average cluster size increases.
The selected value of 𝑘 may therefore result in a critical
decision for the proposed localisation method.

Besides the partition procedure proposed in [25], here
named “serial partitioning,” a new approach, named “con-
current partitioning,” is introduced into this work. In this
approach, once a cluster stops growing, its border nodes
select and instruct to some neighbouring nodes that are not
cluster members, to start building new clusters. As a result,
preferred links between such clusters are implicitly defined.
In contrast to serial partitioning, in the concurrent approach,
a given cluster does not turn the control back to its ancestor
when there is no further place to explore. This feature does
not preclude the further initiation of the next stage of the
localisationmethod. Figure 1 shows the behaviour of the pro-
posed serial partitioning approach for three values of 𝑘: 0.7,
1, and 2.

The serial partitioning approach shows similarities with
the work presented in [27, 28]. In contrast, the proposed
method does not have as many cluster construction rules.
Potential conflicts on node assignation are solved with a very
simple rule: a free node, that is, a node not yet assigned to a
cluster, decides to be part of the first cluster that accepts it.
Otherwise it will eventually turn into a new cluster leader on
its own.

A first assessment was developed assuming that the
system runs the localisation procedure without any previous
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Table 1: Network partitioning benefits by means of serial and
concurrent approaches.

Variables Serial Concurrent
Finalisation timea 809.25 213.01
Messages transmittedb 28146.73 25445.32
Transmitted messages per nodec 49.77 45.81
Leader’s transmitted messagesb 1920.82 2091.70
Leader’s transmitted messagesc 111.79 83.07
Number of resulting clusters 4.37 11.98
Cluster size 19.336 11.11
aAssuming that a control message is transmitted using a time unit, baverage
total number of control messages, and caverage individual number of control
messages.
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partitioning. It is then run by choosing a partitioning with
different orders, that is, the number of nodes on the result-
ing clusters. Figure 2 shows the overall message complexity
associated to each test, that is, the total number of messages
that need to be exchanged throughout all the four stages of
the proposed localisationmethod. Results show that network
partitioning saves expenses by several orders of magnitude.

In a second evaluation, a comparison is performed
between the serial and the concurrent network partitioning
approaches, for a value of 𝑘 = 1. Both have been tested over
50,000 different networks with 600 nodes each, which were
generated randomly. The results provide a 95% confidence.
Table 1 summarises the results of one of these experiments.

For the same set of experiments, defined in the second
evaluation but now varying the value of the growth factor
𝑘, the number of resulting clusters must not exceed 14. Oth-
erwise, the serial partitioning overperforms the concurrent
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partitioning in message exchange, as observed in Figure 3.
This is due to the fact that, as long as the number of clusters
is below this limit, less messages are required to complete the
network partitioning stage. It is worth pointing out that the
number of exchanged messages plotted in Figure 3 is related
to this stage only. The existence of this limit can be explained
as follows. Suppose that both partitioning strategies are tested
in the sameWSN region. If cluster size is set to a small value,
the number of clusters in this region will be high. During
concurrent network partitioning, where clusters are created
simultaneously, there is an excessive signalling overhead due
to the exchange of messages compared to serial partitioning.
Under these conditions, each node in the network receives
more “invitation-messages” from its neighbours but only
one of them is accepted. This is translated into a waste of
available resources, for example, bandwidth or battery supply.
Although this condition may vary depending on network
settings, similar trends may be expected like those shown in
Figure 3.

3.2. Hop Count and Distance Estimation. In the second stage
of the method, a local instance of DV, or Bellman-Ford
algorithm [29], is executed on each of the resulting clusters to
calculate the shortest path between every pair of nodes lying
on the same cluster. The length of each path is the first step
to estimate the distance between each pair of nodes, which
is required in the following stage. The routing algorithm
requires the whole set of links that are part of the induced
subgraph.

The DV-hop algorithm of [30] is one of the first algo-
rithms used to estimate the distances between pairs of nodes
that can be traced back in the literature. The DV-hop algo-
rithm proposes the utilisation of hop counts between anchors
to estimate such distances. In [31, 32], the authors propose
considering local node density to estimate these distances.
In [15], the authors include a very thorough treatment that
divides a node’s one-hop neighbourhood into three disjointed
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subsets according to their hop-count values.The integer hop-
count is then transformed into a real number depending on
the subset where that node lies.

In the original DV algorithm, each node exchanges
control messages with all its neighbours in order to calculate
the shortest path between any pair of nodes. This approach
produces a message complexity 𝑂(|𝑉|

3
), where |𝑉| is the

order of the underlying graph, that is, the total number of
nodes that make part of the graph. However, in wireless
sensor networks, control message transmission is an event
that has a major impact on node energy supply. For this
reason, an alternative approach has been developed: each
node sends its neighbours list to the leader.The leader collects
this information to build a model of the underlying subgraph
and then runs a centralised version of the routing algorithm.
This method has a complexity 𝑂(|𝑉|) on the number of
exchanged messages.

In [33], the authors propose a new procedure to estimate
the scaling factor of the average hop length. Their method
minimizes the square mean error of the distances from each
point to the set of deployed anchors.These results outperform
the MDS-MAP and DV hop. Nevertheless, we consider that
the amount of exchanged messages involved in this solution
strongly limits its scalability.

In order to transform a hop count to an ED, a correc-
tion factor has been proposed in this work. By means of
simulation, it has been found that this correction factor is
about 0.7𝑅, which is approximately the average or mean hop
length. Depending on the density of the underlying graph,
there is a value that optimises the output of the following
stages. These results are shown in Figure 4. In this figure,
the reconstruction error is plotted for ten different hop
lengths, that is, from 0.1𝑅 to 𝑅, and for four network average
densities, that is, 7.64, 10.78, 13.69, and 15.71 nodes/𝑅. The
horizontal axis in Figure 4 represents normalised average
hop length, whereas the vertical axis represents normalised
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Figure 5: Wireless communication involving a source node (𝑆) an
intermediate node 𝐼 and a destination node𝐷.

distance estimation error. Values are normalised by dividing
both distances by the wireless transmission range (𝑅). The
simulation results show that there is a hop length that
minimises the MDS reconstruction error for each of these
densities. It can be deduced from Figure 4 that the average
hop length that minimises the distance error is between 0.6𝑅

and 0.7𝑅. It can also be observed in the same figure that
the distance estimation error decreases when node density
increases. The analysis presented throughout the rest of this
section is intended to explain such behaviour.

In order to determine the average hop length, a wireless
sensor network comprised of 𝑛 sensor nodes is considered.
In this network, nodes are randomly scattered over a region
covering an area of 𝐴 (m2). In order to guarantee a high
degree of connectivity among all network nodes, each sensor
node must be connected, at least, with another one. This
condition is fulfilled only if the distance between each pair of
nearby nodes is less than or equal to the wireless transmission
range. In this work, a constant transmission range, defined
by 𝑅, is considered, thus leading to circular coverage zones.
If a node requires establishing a communication link with
another node, but the distance between this pair of nodes
does not satisfy previous restriction, the presence of at
least one intermediate node will be needed as a relay to
retransmit the information. In order to operate as relay nodes,
intermediate nodes must be found within a limited region
resulting from the intersection of coverage zones defined by
the wireless transmission ranges of its adjacent nodes.

Figure 5 depicts a source node (𝑆) communicating with
a destination node (𝐷) through an intermediate node (𝐼).
Note that, in this case, the intermediate node must be located
within the overlapping region of the coverage zones of nodes
𝑆 and𝐷.

In [34], the authors found a closed-form expression to
determine the relative distance between any pair of nodes. In
[34], they also provide the PDF and CDF functions for such
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Figure 6: Localisation error for two network densities.

distance. In a one-hop communication, the relative distance
𝑑 between two nodes is restricted in the interval 0 ≤ 𝑑 ≤ 𝑅.
For this case, the corresponding PDF would be

𝑓
𝑑
(ℎ) =

{{

{{

{

2

𝜋

1

√(𝑅2 − ℎ2)

; 0 ≤ ℎ ≤ 𝑅

0; otherwise.
(5)

In (5), the term ℎ represents the one-hop distance. By
computing the mean value ℎ, it is obtained as

ℎ = ∫

𝑅

0

ℎ𝑓
𝑑
(ℎ) 𝑑ℎ =

2𝑅

𝜋
≈ 0.636𝑅. (6)

It is worth pointing out that the mean hop lengthmay change
according to the node density found in the network.

3.3. Distance to Position Transformation. When a leader has
estimated the distances between any pair of nodes belonging
to its cluster, it starts the third stage of the procedure, which
solves a local instance of the MDS problem. As stated in
Section 2, solving the MDS for a cluster of size 𝑛 implies the
transformation of a matrix D(X)

2 of 𝑛 × 𝑛 entries, which
contains the quadratic distances between each pair of nodes
lying in the same cluster, into a vectorX of 𝑛×2 entries, which
encodes the node positions reproducing such distances, with
the exception of possible isometries. This work evaluated
three alternatives: (a) the classical eigendecomposition [10,
11]; (b) a second iterative procedure called the majorisation
method, that is, scaling by majorising a complicated function
(SMACOF) [12]; and (c) the combination of both. In this last
procedure, a preliminary solution was built using method (a)
which is further supplied as a new input to method (b). As
expected, this combined approach offers the best results (see
Figures 6(a) and 6(b)). Nevertheless, the second alternative
offers nearly the same quality at a lower price. It is important

to recall that eigendecomposition has a complexity order
equal to 𝑂(𝑛

3
), where 𝑛 is the number of unknown posi-

tions. In contrast, majorisation shows lower computational
complexity, that is, 𝑂(𝑛

2
), and also offers a trade-off between

position accuracy and number of iterations, which results in a
relevant advantage forWSN, especially for nodes with limited
computational capabilities.

Figures 6(a) and 6(b) illustrate the node localisation
error for the three alternatives evaluated in this work. This
evaluation involves four network node densities but only
two of them are shown in Figures 6(a) and 6(b), that is,
10.78 and 15.71 nodes/𝑅. In addition, twelve cluster sizes are
considered, that is, from 20 to 130nodes/cluster. For example,
for a node density of 10.78 nodes/𝑅 and 100 nodes/cluster
and using the classical eigendecomposition, the localisation
error reaches 0.8𝑅, whereas the SMACOFmethod achieves a
localisation error of 0.72𝑅 and, by using the combination of
both methods, the localisation error is slightly improved to
0.7𝑅. By observing these figures, it can also be deduced that
the localisation error reduces as the network node density
increases.

3.4. Anchor Deployment. When each leader has solved the
local instance of the MDS, the cluster’s geometric centre is
considered at the position (0, 0), or (0, 0, 0), whether node
deployment is in 2D or 3D, respectively. This means that
all clusters logically overlap. In the procedure’s last stage,
a minimal set of anchors is set in each cluster in order
to perform an isometric transformation that fixes the final
coordinates of each region. A global coherent picture of the
system is thus built.

Figures 7(a) and 7(b) show localisation results without
and with partitioning, respectively. The average localisation
error without using partitioning exceeds 2.11𝑅, whereas the
use of network partitioning improves the average locali-
sation error to 0.645𝑅. It is worth mentioning that the
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Figure 7: A network reconstruction. (a) Reconstructionwithout partitioning. (b) Reconstructionwith partitioning. In these figures, distances
are measured considering a normalised wireless range (𝑅 = 1).

proposed localisation method achieves similar results to
Shang’s method while only comparing the localisation error.
Nevertheless, from Shang’s point of view in [14], at first,
each node is considered as a cluster on its own and it
therefore induces an excessive exchange of control messages.
In contrast, in the proposed method, message complexity is
bounded by the growth factor (𝑘) during the first stage.

It is important to point out that the decisions taken in
Stage 1, concerning parameter 𝑘, have an impact on the
further stages. There are two cases to be considered: (a)
when the value of 𝑘 ≥ 1 and (b) when the value of 𝑘 <

1. The first case produces a large number of small-sized
clusters. The second case generates a small number of large-
sized clusters. A large number of clusters increase the number
of anchors required during Stage 4 but reduce the compu-
tational complexity of Stages 2 and 3. The opposite effect
occurs when the number of clusters is small. Finally, simu-
lations show that small-sized clusters produce more accurate
reconstruction. This is recommended for irregular areas in
particular.

4. Results Analysis
This work proposes a localisation procedure consisting of
four consecutive stages. In the first stage, the underlying
graph is partitioned into clusters. In the second stage, each
appointed starting node, that is, the cluster leader, calculates
the distance in hops between every pair of nodes belonging to
its cluster. Next, it translates each hop count into an estimated
ED by using a correction factor, named average hop length
in this work. In the third stage, each leader solves a local
instance of the multidimensional scaling problem. Finally, in
the fourth stage, a set of anchors is allocated to each cluster, in
order to assemble each region into a coherent solution within
a unique reference system. It is important to recall that, as
mentioned above, these stages are executed only once during
the network initialisation process.

The partitioning technique is based on a cluster growth
parameter 𝑘. From the simulation results, it can be concluded
that a value of 𝑘 ≥ 1 offers better solutions in terms of
(i) time to solve stage one, (ii) a dramatic reduction of the
amount of resources involved in the overall procedure, (iii)
sharing the reduced overall expenses among a larger number
of participants, and (iv) producing more accurate solutions.

In the downside, it is considered that the last stage limits
the applicability of the method, but it has also been identified
that in order to overcome this limitation it is necessary to
review the connection step between neighbour clusters, dur-
ing the partitioning procedure. It is known that the rigidity
of a graph is a desired property that facilitates its realisation
in a Euclidean space. Therefore, the more connections there
are between neighbour clusters, the more rigid the resulting
combined graph is [35]. If the number of links between
clusters is maximised, then it is possible to use a minimal
number of anchors to fix a global coordinated system.

The partitioning method works for any network, regard-
less of its topology and size. In fact, this partitioning stage
can cope with irregularities and obstacles and is a necessary
step to scale up any localisation algorithm. This is a well-
known approach called “divide and conquer.” The initial and
complex node deployment turns to several local instances
of the original localisation problem, where it is assumed
that these local instances can be solved simultaneously. In
addition, although this approach enforces organisation based
on local resources, it is also possible to achieve coordination
in a global context.

Figure 8(a) depicts three wireless sensor networks with
200 nodes each scattered over different layouts (I-shape, O-
shape, and C-shape topologies).These scenarios are intended
to evaluate the localisation method under conditions that
consider the presence of obstacles. Figure 8(b) shows the
localisation error, which is represented by line segments
traced from real to estimated positions. As indicated in
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Figure 8: (a)Threewireless sensor networkswith 200 nodes and different layouts (I-shape,O-shape, andC-shape topologies). (b) Localisation
errors for these scenarios. In these figures, distances are measured considering a normalised wireless range (𝑅 = 1).

Figure 8(b), the average localisation error for these exper-
iments fluctuated between 0.6𝑅 and 0.75𝑅, approximately.
Depending on the scenario topology, the number of clusters
must be adjusted by means of parameter 𝑘 in order to reduce
the localisation error.

Node coordination is a key capability the complexity of
which depends on network partitioning. If each network
node were a cluster in itself, it would require exchanging
messages with its immediate neighbours in order to achieve
a coordinated action as proposed in the 𝛼 synchronizer.
Although it is a very fast strategy for node coordination,
it can be very expensive in terms of the overall number of
controlmessages sent on each link of the underlying graph. In
contrast, 𝛽 synchronizer can be used where a single spanning
tree could be previously built on the graph. And as a result,
a minimal number of control messages would be necessary
to coordinate the whole system, where the time to coordinate
the systemwould be the one needed to travel the longest path
of the tree.

The 𝛾 synchronizer and the concurrent version proposed
in this work find a trade-off between the number of control
messages and time complexity in a coordination procedure,
including the localisation process.

5. Possible Applications

The localisation method proposed in this work is suitable
for critical mission applications designed for monitoring
and tracking environmental conditions, for example, fire,

pollution and flooding, or volcanic eruption detection. For
example, the authors in [36] propose a wireless sensor net-
work for real-time forest fire detection, which is an important
issue that requires attention from different organisations and
communities [37–39].

Up to now, satellite imagery has been a preferred tool to
deal withmonitoring and tracking environmental conditions.
However, WSN emerged as a promising solution to detect
environmental risks, by providing significant parameters that
can hardly be obtained through using satellite monitoring.
Therefore, a joint network with terrestrial sensor networks
and satellites can offer an integral and effective solution.

In [7], the authors consideredWSN as an excellent choice
to deal with early forest fire detection but they also warned
that a fire detection application using WSN requires the
identification of sensors’ position as a mandatory condition.
When choosing a localisation algorithm, the following per-
formance properties should be considered:

(i) message exchange,
(ii) computational complexity,
(iii) position accuracy,
(iv) self-configurable, scalable, and distributed capabili-

ties.

The proposed localisationmethod developed in this work
considers all the above-mentioned properties.

Commonly, a monitoring and tracking application may
involve a large area to be covered with sensors. Thus, a huge
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number of sensors are required to overcome the limited
communication range of individual sensors. A set of closely
located sensors form a cluster, which is connected to a
second-tier computation node, called the cluster leader. Here,
a model-based prediction system can be used by exploiting
the statistical properties of collected data. Data collection and
information processing are performed at the leaders, which
may inform a third-tier entity, that is, a control centre, in case
of a potential event.

Authors in [40] conclude that temperature sensors are
probably the simplest sensors for fire detection, but various
studies reveal the fact that the use of another kind of sensors
is required, such as gas concentration detectors in order to
increase accuracy. They also suggest that the fire weather
index (FWI) is a strong indicator for early fire detection.This
index is the result of several years of research. A practical
implementation of awireless sensor network for fire detection
should consider the general knowledge about fire patterns
to establish an optimum combination of the number of
sensors required and themonitoring and tracking techniques
to be implemented. Furthermore, the multisensory nature
of this technique increases the possibility of detecting and
tracking fire with higher accuracy and lower false-alarm
events. In addition to the FWI parameter for fire detection,
the following characteristicsmust be taken into accountwhile
designing the system: (a) development environment; (b)
power consumption; (c) delay in reporting data; (d) link and
sensor heterogeneity; (e) network connectivity; (f) network
coverage; and (g) data aggregation and priority.

For monitoring and tracking applications using WSN,
acceptable levels of position accuracy are also required
because they provide the system with useful data. For exam-
ple, if a monitoring and tracking system does not provide
the sensors’ accurate position, detection and tracking of a
critical event, such as fire, can be delayed with disastrous
consequences depending on the speed of propagation.

6. Conclusions

The localisation method presented in this work consists of
four consecutive stages that are executed only once during
the network initialisation process. In the first stage, the
underlying graph is partitioned either with a concurrent or
a serial approach, depending on the network characteristics
and desired performance properties. In the second stage, an
alternative distance estimation method is developed which
is based on hop count. Average hop length is assessed by
simulations and an analytical method.This assessment allows
the translation from the hop count to an Euclidean distance
(ED), thus improving localisation accuracy. In this work,
it is also deduced that the density of the underlying graph
determines the assessed average hop length. In the third
stage, two different techniques have been tested to solve the
multidimensional scaling (MDS) problem: eigendecomposi-
tion and majorisation. The latter shows lower computational
complexity and offers a trade-off between accuracy and
number of iterations, which is a relevant advantage for WSN,
particularly for nodes with limited computational and energy

resources. Finally, in the fourth stage, the global solution is
built by assembling the resulting clusters using a minimum
set of anchors on each cluster to settle a unique system of
reference.

Based on previous research, a further analysis of the
growth factor 𝑘 is presented. This analysis shows that the
proposed method provides control on the number of nodes
lying in each cluster, as well as the number of resulting
clusters, by controlling parameter 𝑘. The value assigned to
this factor determines the operation complexity of the next
stages with the following significant consequences: (i) a value
of 𝑘 ≥ 1 produces a small cluster size which reduces the
controlmessage exchange and calculations during the second
and third stages, but it makes it necessary to have more
anchors to assemble the overall solution in the last stage; (ii)
a value of 𝑘 < 1 produces the opposite effects. Thus, in the
proposed localisationmethod, there is a trade-off between the
overall performance and its associated complexity, which is
determined by the value of parameter 𝑘.

The results show that the proposed localisation method
significantly reduces the number of messages exchanged.
This is indeed an important requirement for wireless sen-
sor networks, especially for mission critical applications.
In particular, the suitability of the proposed localisation
method for early fire detection is shown, where fundamental
performance criteria must be met.

Finally, this partitioning-based solution is scalable and
can be applied for sensor networks with a large number of
randomly scattered nodes, as required in many monitoring
and tracking applications.

Although related work also shows good performance in
terms of position accuracy, to the best knowledge of the
authors, this is the first time that a localisation method
pays special attention to the existence of a trade-off between
cluster size and the computation complexity involved in the
localisation problem. Beyond raising this issue for discussion
and analysis, the proposedmethod also introduces a practical
way to control cluster size in order to establish a balance
between computation complexity and localisation accuracy.
This is one of the main contributions of this work, which
cannot be directly compared with previous approaches.

Variables and Parameters

𝑅: Wireless transmission range
𝐺 = (𝑉, 𝐸): Graph formed by a collection of vertexes (𝑉)

and a collection of edges (𝐸)
𝑢, V: Sensor nodes of a WSN
𝑖, 𝑗: Common sensor nodes of a WSN
𝑞: Anchor node
𝑛: Number of sensor nodes in a WSN (network

size)
𝑚: Number of anchors in a WSN
V
𝑗
: Graph vertex, V

𝑗
∈ 𝑉 and 𝑗 = 1, 2, . . . , 𝑛

𝑥
𝑗
, 𝑥
𝑗
: Real and estimated positions of node 𝑥

𝑗
∈ R2

(𝑢, V): Graph edge (𝑢, V) ∈ 𝐸 ↔ 𝑑(𝑓(V), 𝑓(𝑢)) ≤ 1

𝑑: Distance between two points or vertexes
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𝑥
𝑖
: Common sensor position 𝑥

𝑖
∈ R2, 𝑖 = 1, 2, . . . , 𝑛

𝑎
𝑞
: Anchor node position 𝑎

𝑞
∈ R2, 𝑞 = 1, 2, . . . , 𝑚

𝑑
𝑖𝑗
: Distance between a pair of common nodes 𝑖 and 𝑗,

where (𝑖, 𝑗) ∈ 𝑁
𝑥

𝑑
𝑗𝑞
: Distance between a common node 𝑗 and an

anchor 𝑞, where (𝑗, 𝑞) ∈ 𝑁
𝑎

𝜖
𝑖𝑗
, 𝜖
𝑖𝑞
: Distance uncertainties

X: Matrix of node positions
D(X)
2: Square node distances matrix

c: Vector made up with the elements from the
diagonal of XX𝑇

H: Centering matrix
B: Factorised matrix represented in terms of its

eigenvalues and eigenvectors, that is, B = QΛQ𝑇
Q: Square matrix formed by the eigenvectors of

matrix B
Λ: Diagonal matrix formed by the eigenvalues of

matrix B
𝑘: Cluster growth parameter, 𝑘 ∈ R, 𝑘 > 0

𝐴: Network coverage area (m2)
ℎ: Hop length (m).
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and J. Urrutia, “Distributed dynamic storage in wireless net-
works,” International Journal of Distributed Sensor Networks,
vol. 1, no. 3-4, pp. 355–371, 2005.
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[13] R. Marceĺın-Jiménez, R. E. Villafaña, and S. Rajsbaum, “A
flexible simulator for distributed algorithms,” in Proceedings of
the 4th Mexican International Conference on Computer Science
(ENC ’03), pp. 176–181, Tlaxcala, Mexico, September 2004.

[14] Y. Shang and W. Ruml, “Improved MDS-based localization,”
in Proceedings of the 23rd Annual Joint Conference of the IEEE
Computer and Communications Societies (INFOCOM ’04), vol.
4, pp. 2640–2651, Hong Kong, 2004.

[15] D. Ma, M. Er, B. Wang, and H. B. Lim, “Range-free wireless
sensor networks localization based on hop-count quantization,”
Telecommunication Systems, vol. 50, no. 3, pp. 199–213, 2010.

[16] M. Medidi, R. Slaaen, Y. Zhou, C. J. Mallery, and S. Medidi,
“Cluster-based localization in wireless sensor networks,” in
Wireless Sensing and Processing, vol. 6248 of Proceedings of SPIE,
Orlando, Fla, USA, May 2006.

[17] C. Moreno-Escobar, R. Marceĺın-Jiménez, E. Rodriguez-
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