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Barcelona Supercomputing Center
Centro Nacional de Supercomputacion

BSC-CNS objectives

Supercomputing services R&D in Computer, PhD programme,
to Spanish and Life, Earth and technology transfer,
EU researchers Engineering Sciences public engagement
o DA DN %
Spanish Government 60% == =
BSC-CNS is ) ’
a consortium Catalonian Government 30%  [[[) Sepermenciémpress
that includes ) /
Univ. Politécnica de Catalunya (UPC) 10% @ .
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Mission of BSC Scientific Departments

Computer Earth

Sciences Sciences
To influence the way machines are built, programmed To develop and implement global and
and used: programming models, performance tools, regional state-of-the-art models for short-
Big Data, computer architecture, energy efficiency term air quality forecast and long-term

climate applications

"~ Life

Sciences

To develop scientific and engineering software to
efficiently exploit super-computing capabilities
(biomedical, geophysics, atmospheric, energy, social
and economic simulations)

To understand living organisms by means of
theoretical and computational methods
(molecular modeling, genomics, proteomics)
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The MareNostrum 4 Supercomputer Storage
14 PB of GPFS
Total peak performance Storage System

13.7 Pflops/s, 390TB

12 times more powerful than MareNostrum 3

Marenostrum 4
3D sketch

Compute
General Purpose, for current BSC workload

More than 11 Pflops/s

3,456 nodes of Intel Xeon v5 processors

Emerging Technologies, for evaluation
of 2020 Exascale systems

3 syst h of more than 0.5 Pflops/ Network
systems, eacn or more an u. ops/s B ED
with KNL/KNH, Power9+NVIDIA, ARMvS | EtheRr/n 2':A

(( e Operating System: SuSE



Integration of Extreme Scale Computing and Big Data

Management and Analytics

* Apparently two diverse worlds...
... with different needs, software stacks, ...

Copyright 2013. Barcelona Supercomputing Center - BSC

* However
... convergence will enable to enhance both worlds
* Big Data can leverage the results from HPC, and viceversa
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Integration of Extreme Scale Computing and Big Data
Management and Analytics

* Architecture looks similar

Two ecosystems

* Individual components are
different

Application Level Mahout, R and Applications Applications and Community Codes

|
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- 'g‘ Hive || Pig || Sqoop e : FORTRAN, C, C++ and IDEs
* Actual infrastructure, can g A e ——

® N ! omain-specific Libraries Perf &
a3 Map-Reduce Storm i

be the same??? gl |2 z e

al |8 Hbase BigTable O| 1 | MPLOpenMP |\ e PAP])
1 . ® e - CUDA/OpenCL
* Vendors interest Middieware & 3| |5 (key-value store) ; P
Management 2 §' 1 PFS Batch System

% = || HDFS (Hadoop File System) ' (e.g, Lustre) || Scheduler || Monitoring
Qi — —
> ]
= ) ) |
2] VMs, Containers and Cloud Services !
System Software E

Linux OS variant ' Linux OS variant
- l
I
Ethernet Local Node | | Commodity ' IB+ Enet || SAN+Local || x86 +GPUs or
Cluster Hardware Switches Storage X86 Racks [ Switches Storage Accelerators
Data Analytics Ecosystem " Computational Science Ecosystem
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Big Data activities at BSC

* Research activities in broad topics

) ConSIderable cross-department Ongoing Big Data projects :Global picture
collaborations

Ls CASE Ls A PP gA‘sLC C'L’I/(an ES Ls CASE

* Thematic applications Qo
EU funded projects
Projects with industry
Training activities

Involvement in worldwide and
European initiatives

* BDVA & ETP4HPC

* RDA

e BDEC @z
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Future HPC-BigData workflows, a view from Barcelona*

models
1 simulation steering
v

streaming
(sensors)

Visualization

Analytics 2 >

/Interaction

Coarser-grain

Analytics 5 f
! = WOIKTIOWS
nput _’m Simulation _’m_" output

1
<_I_l_ workflow
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programming models
play a key role in this
scenario
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Concurrency manager / Analytics as a Service (AaaS)

Storage HW support . .
& PP Finer-grain
persistency, enrichment, 4 (r?:\:/i?ligzz:;:r?r’ns i 1 Energy efficiency | workflows
l ‘ , l ' Virtualized/HPC cluster l
il w/ FPGA, GPU
e Deep Clusterin;
Graph KV 1 g Data
DB DB baDsgd learning algs mining
Barcelona
Supercomputing *Workflows for science: a challenge when facing the convergence of HPC and Big Data,
Centro Nacional de Supercamputacicn Rosa M. Badia, Eduard Ayguade, Jesus Labarta,

Journal Supercomputing Frontiers and Innovations, 2017



BSC vision on programming models

Program logic
agnostic of
. computing platform

High-level,
clean,
abstract interface

Performs
optimizations,
parallelization,

data management
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Programming Model: PyCOMPSs/COMPSs

e Sequential programming

* Task based: task is the unit of work

General purpose programming language + annotations/hints
* To identify tasks and directionality of data

Simple linear address space

Builds a task graph at runtime that expresses potential concurrency
* Implicit workflow

Exploitation of parallelism

 ...and of distant parallelism

\

‘

§§§—

@ Phasing (=) Association test
@ N rre-imputation @ Imputation @ Quality filtering
Barce filteri ’
fona [ ) erning [©) post-imputation (&) Data merging
Supercomputing ) @ Jriltering (@) Summary statistics
- tophit It:
c’"" and tophits results .0
soion

e Agnostic of computing platform

* Enabled by the runtime for clusters, clouds and
grids




* Based on regular/sequential Python code Main Program
» Use of decorators to annotate tasks rooalcmdotanttaict ine) T oo
and indicate arguments directionality for block in Data:

presult = word count(block)
reduce count (result, presult)

* Other annotations: constraints finalResult = compss wait on(result)

* Small API for data synchronization

Tasks definition

@Qconstraint (ProcessorCoreCount=mkl threads)
Qtask(returns=dict)
def word count(collection):

@task(dict 1=INOUT)
def reduce count(dict 1, dict 2):

Barcelon
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PyCOMPSs runtime

* Sequential execution starts in master node
» Tasks are offloaded to worker nodes
 All data scheduling decisions and data transfers performed by runtime

Clusters,
Clouds
grids

Python code

Language

) Summary statistics
" and tophits results
. . @

\) Files,
COMPSs runtime ———— objects
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* IDE graphical interface

COMPSs development environment

e Runtime monitor

 Paraver traces

@

COMPSs enviroment: trace generation

(€ Automatic generation of Paraver tracefiles

(€ Paraver is the BSC tool for trace
visualization

— Trace events are encoded in Paraver (.prv)
format by Extrae

— Paraver enables different views and of a trace

Fles & Window Propertes

(€ Graphical interface to help B
developers with COMPSs [re— ] Slect COMPSS
applications
— Annotation of main program and
tasks

— Generation of project and
resources files (xml)

— Deployment in the infrastructure
(€ Developed as a Eclipse plugin

Avai . . Ve : ©* Imageliils

— Available in the Eclipse o o
marketplace m

;';m (I ————

(C—— )N (

Cancsl oK

D]

)

http://marketplace.eclipse.org/content/comp-superscalar-integrated-development-environment

COMPSs environment: Runtime Monitoring

Barcelona
Supercomputing
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(€ The runtime of COMPSs provides some information at execution
time so the user can follow the progress of the application:
— Real-time monitoring information (http://localhost:8080/compss-
monitor/ )
« #tasks
« Resources usage information
« Execution time per task
« Real-time execution graph
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Integration with Jupyter notebook

* The Jupyter Notebook is a web application that allows you to create and
share documents that contain live code, equations, visualizations and
explanatory text

* Uses include: data cleaning and transformation, numerical simulation,
statistical modeling, machine learning and much more

Jupyter Lorenz Differential Equations s A

* Runs Python —sequential

+ ¥ @B 4+~ v > B C  Coe ¢ Cell Toolbar: | None

Explonng the Lorenz System

* PyCOMPSs runtime integrated Pyt weer g T
with Jupyter notebook ErTIo |
* Runtime started from notebook - Jupyter
* PyCOMPSs tasks registered and send to wmm":
workers e
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Integration with Storage: Storage API

* Integration of programming model with new storage management
P latforms Application

. - «o)
* Data made persistent, application
agnostic of this persistency

Common API el
u I Static
* Producer-consumer P e g NP
| | Constructor(name makePersistent LI getLocations newReplica |
° In-Si tu i [ Query / update ] [ deletePersistent ] : i [ getBylD ] [ newVersion ] :
o i :

________________________________________

for i in range(n_points // self.points per fragment):

np.random.seed (base seed + i) O D @ Q -
fragment = Fragment(dim=self.dim, ~ ~ ~ '

points=np.random.random([self.points per

fragment.make_persistent(dest stloc id=storage locations.next())

base index=i * self.points per fragment)
self.fragments.append(fragment)
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Integration with Storage: tests with dataClay

Wordcount
Kmeans
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Case of study with Hecuba: Respiratory system S|mulator

init . StorageObj

* Alya simulation of the respiratory system

* Prototype demo implemented on top on
key-value data store:

* Particles generated by simulation stored in Cassandra
* Managed by Hecuba

e Qbeast: D8-tree index distributed engine
* Data access with linear scalability

e Queries parallelized
with PyCOMPSs
* Visualization and
gueries simultaneous
to simulation

Barcelona
Supercomputing
8 /6 / 17 Confor

configuration info.

o
Qbeast cassandra PyCOMPSS
queries

Hecuba
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PyCOMPSs/COMPSs status

* Periodical releases — every 6 months
* Next release end of june 2017

* Open Source — Apache v2
 Distribution of linux packages
* Virtual image with code, environment and tutorial examples

* Documentation
* |nstallation manual
* Application execution manual
* Application developer manual
* MareNostrum manual

Available at: compss.bsc.es
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PyCOMPSs - PIP install

* January 2017

* Release of PyCOMPSs pip package to enable automatic installation with
"pip install".

PN
[}

& Python Software Foundation 4

* Documentation for the pacC ka ge T

@ python ‘search)

» Package Index ~ pycompss ~ 2.0

pccemos  pycompss 2.0

Browse packages

Package submission Python Binding for COMP Download Register
List trove classifiers Superscalar Runtime — Lost Login?
RSS (latest 40 updates) 70 TD |
RSS (newest 40 packages) = = Use OpenlD _
PyPI Tutorial PyCOMPSs Login with Google &
PyPI Security =
PPl Support . i E
PyCOMPSs is a framework which aims to ease the
x: g:;i;z?;f development and execution of Python paralle! Nothing to report
icati r distril i such as
PyP! Developer Info Clusters and Clouds.
ABOUT
[0S ” Overview
DOCUMENTATION ~ » === . - § ‘ §
PyCOMPSs is the Python binding of COMPSs, a programming model and runtime which
DOWNLOAD 4 aims to ease the of parallel lications for distril i such
COMMUNITY > as Clusters and Clouds. The ing model offers a jal interface but at
execution time the runtime system is able to exploit the inherent parallelism of applications
FOUNDATION - at task level. The framework is complemented by a set of tools for facilitating the
CORE DEVELOPMENT » execution and post-mort analysis.
A PyCOMPSs application is composed of tasks, which are methods annotated with
decorators following the PyCOMPSs syntax. At execution time, the runtime builds a task
graph that takes into account the data dependencies between tasks, and from this graph
schedules and executes the tasks in the distributed infrastructure, taking also care of the
required data transfers between nodes.
Official web page: http://compss.bsc.es
Documentation
PyCOMPSs ion can be found at bsc.es (D ion tab)
(See "PIP" section in the installation manual)
Installation
Barcelona —
Mpercmpuﬂng First, be sure that the target machine satisfies the mentioned dependencies on the
Center installation manual.
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Conclusions

* Convergence between HPC and BigData is necessary and benefits both
worlds

* Different worlds, but not irreconcilable
* Need to find gaps and overlaps

* Part of the new ecosystem should deal with programming models
* Task based programming models offer tools for application development at
different level
* BSC roadmap on workflows
* Considers traditional parallel simulations
* Integrates with new storage technologies
* Provides means to integrate all components
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