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Abstract  

The Diels-Alder reactivity of maleic anhydride to the bay regions of planar polycyclic aromatic 

hydrocarbons has been explored computationally within the Density Functional Theory 

framework. It is found that the process becomes more and more exothermic and the associated 

activation barriers become lower and lower when the size of the system increases. This enhanced 

reactivity follows an exponential behavior reaching its maximum for systems having 18-20 

benzenoid rings in their structures. This peculiar behavior has been analyzed in detail using the 

activation strain model of reactivity in combination with the energy decomposition analysis 

method. In addition, the influence of the change in the aromaticity strength of the polycyclic 

compound during the process on the respective activation barriers has been also studied.  
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Introduction 

 Polycyclic aromatic hydrocarbons (PAHs) are a large class of compounds that are 

composed of two or more fused aromatic rings.[1,2] This particular family of organic compounds 

can be divided into two main subgroups, namely planar PAHs and bowl-shaped PAHs, the latter 

characterized by curved π-systems composed of pyramidalized carbon atoms.[3,4] Naphthalene, 

anthracene or perylene are therefore representative examples of planar PAHs, whereas 

corannulene, hemifullerene or circumtrindene belong to the bowl-shaped subgroup, also known 

as buckybowls or fullerene fragments. The relevance and properties of these species are 

manifold: on the one hand, PAHs, particularly those having lower molecular heights, exhibit a 

significant carcinogenic potency,[5] while on the other hand, they present interesting and tunable 

optical and electrochemical properties which are highly useful in materials science.[6]
 For these 

reasons, understanding the intrinsic reactivity of PAHs is of crucial importance not only to 

control the synthesis of novel PAHs with potential applications as organic materials but also their 

inherent toxicity.  

 Very recently, we focused on the factors governing the reactivity of bowl-shaped 

PAHs.[7] By means of the combination of the Activation Strain Model (ASM)[8] of reactivity and 

the Energy Decomposition Analysis (EDA)[9] method, it was found that for the Diels-Alder 

reaction with cyclopentadiene, starting from corannulene, there is a smooth convergence to the 

C60 energy barrier when the size of the buckybowl is increased. The observed trend of [4+2]-

reactivity of buckybowls was ascribed to the interplay between the deformation required to adopt 

the corresponding transition state (TS) geometry (major factor) and the interaction between the 

deformed reactants.[7] This analysis has been also particularly useful to gain more insight into the 

regioselectivity of the process (i.e. preference for the [6,6]-bonds), a behavior which is also 

found in C60-fullenere[10] and related systems.[11,12]  

 Interestingly, a similar reactivity trend (i.e. the reactivity increases with the size of the 

system) has been observed in planar PAHs as well.[13] Indeed, the energy barrier for the Diels-
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Alder reaction of acetylene to the bay regions of planar PAHs in the periacene series (i.e. from 

phenanthrene to tetrabenzocoronene) was predicted by means of Density Functional Theory 

(DFT) calculations to steadily decrease with the size of the PAH. This computational prediction 

was experimentally confirmed as well.[13,14] As shown in Scheme 1, whereas the Diels-Alder 

reaction involving 7,14-dimesitylbisanthene and diethyl acetylenedicarboxylate proceeds with 

complete conversion at 120 ºC for 24h, a much lower <50% conversion is observed for perylene, 

even when the reaction was conducted at 150 ºC for 72h.[13] A similar behavior was observed in 

the reactions of these species with nitroethylene[15] and previously by Clar and Zander in the 

harsh conditions required for the reaction of perylene and maleic anhydride (202 ºC in the 

presence of chloranil).[16] Interestingly, this Diels-Alder reaction of acetylene to the bay regions 

of PAHs was proposed as a chemical metal-free synthetic strategy to grow carbon single-walled 

armchair nanotubes.[13] 

 

Scheme 1. Diels-Alder cycloaddition reactions involving 7,14-dimesitylbisanthene (a) and 

perylene (b). 
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This improved reactivity has been traditionally attributed to the nature of the double 

bonds in the bay region of the molecule which, in principle, become more and more localized 

(i.e. resembling more and more 1,3-butadiene) with the size of the PAH. As a consequence, the 

reluctance of smaller members of the family to engage in bay region Diels-Alder cycloadditions 

has been ascribed, and qualitatively approximated, to the difference in the aromatic stabilization 

energies (∆ASE) between the starting PAH and the corresponding cycloadduct.[13] Despite that, 

little is known on the physical factors controlling the intrinsic reactivity of this family of organic 

compounds which results in the above commented reactivity trend. For this reason, herein we 

decided to apply the combination of the ASM and EDA methods to planar PAHs in order to gain 

a quantitative understanding of those factors governing the Diels-Alder reactivity of these 

species. To this end, the [4+2]-cycloaddition reaction involving the bay region of different planar 

PAHs (see below) and maleic anhydride as dienophile was analyzed in detail and compared with 

our previous results on bowl-shaped PAHs. 

Theoretical Methods 

Computational Details 

 Geometry optimizations of the molecules were performed without symmetry constraints 

using the Gaussian03[17] optimizer together with Turbomole 6.6[18] energies and gradients at the 

BP86[19]/def2-SVP[20] level of theory using the D3 dispersion correction suggested by Grimme et 

al.[21] and the resolution-of-identity (RI) approximation.[22] This level is denoted RI-BP86-

D3/def2-SVP and has been selected because it provides very good results for cycloaddition 

reactions involving related bowl-shaped PAHs[7] and fullerenes.[10-12] Reactants and cycloadducts 

were characterized by frequency calculations, and have positive definite Hessian matrices. 

Transition states (TSs) show only one negative eigenvalue in their diagonalized force constant 

matrices, and their associated eigenvectors were confirmed to correspond to the motion along the 

reaction coordinate under consideration using the Intrinsic Reaction Coordinate (IRC) method.[23] 

Single-point energy refinements were carried out at the same DFT level using the triple-ζ-quality 
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def2-TZVPP basis sets.[20] This level is therefore denoted BP86-D3/def2-TZVPP//RI-BP86-

D3/def2-SVP.   

Activation Strain Analyses of Reaction Profiles 

The activation strain model of reactivity, also known as distortion/interaction model,[24] is 

a fragment approach to understanding chemical reactions, in which the height of reaction barriers 

is described and understood in terms of the original reactants.[8] The ASM is a systematic 

extension of the fragment approach from equilibrium structures to TSs as well as non-stationary 

points, e.g., points along a reaction coordinate. Thus, the potential energy surface ΔE() is 

decomposed, along the reaction coordinate , into the strain ΔEstrain() associated with deforming 

the individual reactants plus the actual interaction ΔEint() between the deformed reactants: 

ΔE() = ΔEstrain() + ΔEint() 

The strain ΔEstrain() is determined by the rigidity of the reactants and by the extent to 

which groups must reorganize in a particular reaction mechanism, whereas the interaction 

ΔEint() between the reactants depends on their electronic structure and on how they are mutually 

oriented as they approach each other. It is the interplay between ΔEstrain() and ΔEint() that 

determines if and at which point along  a barrier arises, namely, at the point where 

dΔEstrain()/d = –dΔEint()/d. The activation energy of a reaction ΔE‡ = ΔE(TS) consists 

therefore of the activation strain ΔE‡
strain = ΔEstrain(

TS) plus the TS interaction ΔE‡
int = ΔEint(

TS),  

ΔE‡ = ΔEstrain
‡ + ΔEint

‡ 

In the cycloaddition reactions involving planar PAHs and maleic anhydride, the reaction 

coordinate is defined as the projection of the IRC on the forming C···C distance between the 

carbon atom of the PAH and the carbon atom of the anhydride. This reaction coordinate  

undergoes a well-defined change in the course of the reaction from the initially formed reactant 

complexes to the equilibrium C···C distance in the corresponding TSs. Since some of the located 
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concerted TSs are asynchronous, we have considered in all cases the shortest C···C distance as 

the reaction coordinate. 

Energy Decomposition Analysis 

The interaction ΔEint() between the strained reactants can be further partitioned with the 

help of the Energy Decomposition Analysis (EDA) method.[9] Within this approach, this term is 

further decomposed into the following physically meaningful terms: 

ΔEint() = ΔVelstat + ΔEPauli + ΔEorb+ Edisp 

 The term ΔVelstat corresponds to the classical electrostatic interaction between the 

unperturbed charge distributions of the deformed reactants and is usually attractive. The Pauli 

repulsion ΔEPauli comprises the destabilizing interactions between occupied orbitals and is 

responsible for any steric repulsion. The orbital interaction ΔEorb accounts for charge transfer 

(interaction between occupied orbitals on one moiety with unoccupied orbitals on the other, 

including HOMO–LUMO interactions) and polarization (empty-occupied orbital mixing on one 

fragment due to the presence of another fragment). Finally, the Edisp term takes into account the 

interactions which are due to dispersion forces. 

 The program package ADF 2014.01[25] was used for the EDA calculations at the BP86-

D3 level, in conjunction with a triple-ζ-quality basis set using uncontracted Slater-type orbitals 

(STOs) augmented by two sets of polarization functions with a frozen-core approximation for the 

core electrons.[26] Auxiliary sets of s, p, d, f, and g STOs were used to fit the molecular densities 

and to represent the Coulomb and exchange potentials accurately in each SCF cycle.[27] Scalar 

relativistic effects were incorporated by applying the zeroth-order regular approximation 

(ZORA).[28] This level of theory is denoted ZORA-BP86-D3/TZ2P//RI-BP86-D3/def2-SVP. 
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Results and Discussion 

Two related series of planar PAHs with armchair topology have been considered, namely 

series A, having two bay regions and 3n–1 six-membered rings, and series B, where the PAHs 

possess only one bay region and 3n six-membered rings (n = 1 to 5, Chart 1). In all cases, the 

closed-shell singlet ground state is more stable than the corresponding triplet state with the 

notable exception of compound 9 (n = 5, series A) whose triplet ground state is 4.1 kcal/mol 

more stable than the corresponding singlet state. Although it has been proven that certain types of 

benzenoid polycyclic hydrocarbons, particularly those having high molecular weights, present an 

open-shell singlet ground state due to the extra stabilization energy associated with the recovery 

of one or more additional Clar’s aromatic -sextets,[29,30] for comparison reasons we analyzed the 

Diels-Alder reaction involving these planar PAHs considering only their closed-shell singlet 

ground states. Since the biradical character is usually not located in the bay region, we expect for 

the studied Diels-Alder reaction a similar reactivity for open- and closed-shell singlets.[31] 

We have explored both the endo and exo pathways of the Diels-Alder reaction between 

maleic anhydride and planar PAHs 1-10. In all cases, the [4+2]-cycloaddition reactions proceed 

concertedly via the TSs TS1-10 (see Figure 1 for the exo approach and Figure S1 in the 

Supporting Information for the endo pathway) from the corresponding initial reactant complexes 

(RC1-10) which lie ca. 8-12 kcal/mol below the separate reactants. The existence of these van 

der Waals complexes highlights the importance of including dispersion corrections in the study 

of the chemical reactivity of PAHs, as confirmed previously by us for buckybowls and 

fullerenes.[7,10-12,32] A closer examination of the fully optimized geometries of the corresponding 

concerted TSs (Figures 1 and S1) reveals that they are also highly synchronous (i.e. both C···C 

forming distances are equivalent) with the exception of the smaller members of both series (1 to 

4), which are clearly more asynchronous. This behavior resembles that found for a number of 

Diels-Alder reactions[33] including those involving bowl-shaped PAHs,[7] whose TSs become also 

more and more synchronous with the increasing size of the system. 
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Chart 1. Planar polycyclic aromatic hydrocarbons considered in this study.  
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Figure 1. Fully optimized geometries (RI-BP86-D3/def2-SVP level) of the exo-transition states 

involved in the Diels-Alder cycloaddition reactions between maleic anhydride and planar PAHs 

1-10 (for the corresponding endo-transition states, see Figure S1 in the Supporting Information). 

Bond distances are given in angstroms.  

Table 1 gathers the activation barriers and reaction energies of the considered Diels-Alder 

cycloaddition reactions computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level. 

From the data in Table 1, it becomes clear that the exo-approach of maleic anhydride is, as 

expected, slightly thermodynamically favored over the endo-approach (∆∆ER ≈ 1 kcal/mol). 

From a kinetic point of view, although the endo-approach seems to be in most cases favored, the 

energy difference between both types of transition states can be considered as negligible (ΔΔE‡ < 

0.5 kcal/mol in most cases, see Table 1). Moreover, the relative activation barriers for the exo-
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approach computed from the respective initial reactant complexes are systematically lower than 

those computed the endo-pathway. Despite that, for both approaches, it was found that starting 

from either biphenyl or phenanthrene, the activation barrier of the process steadily decreases 

when the size of the system is increased for both series of planar PAHs. In addition, the 

transformation becomes more and more exothermic. Therefore, it is not surprising that a clear 

linear relationship between both computed energy values (∆E‡ and ∆ER) was found (correlation 

coefficient of 0.999 and 0.995 for the endo- and exo-approaches, respectively, see Figure 2). 

Interestingly, the slope of these linear correlations is really close to 0.5, which indicates that the 

considered Diels-Alder reactions between maleic anhydride and planar PAHs follows the 

empirical relationship ∆E‡ = ∆E0
‡ + ½ ∆ER, given by Brønsted, Dimroth, Marcus, Bell-Evans-

Polanyi (also known as the Bema Hapothle relationship).[34] This finding also resembles that 

found for the Diels-Alder reactions involving bowl-shaped PAHs[7] and related planar and 

branched hydrocarbons,[35] therefore indicating reactivity likeness of these species.  

 

Table 1. Computed energies (in kcal/mol, BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level) 

for the Diels-Alder cycloaddition reactions between maleic anhydride and planar PAHs 1-10. 

Compound Pathway 
ΔERC

[a] ΔE‡ [b] ΔER
[c] 

ΔΔETS
‡ (endo-

exo)[d] 

ΔΔER(endo-exo)[e] 

1 endo -7.6 32.6 13.1 0.7 0.3 

 exo -8.5 32.7 12.7   

2 endo -9.8 33.8 13.3 0.3 0.4 

 exo -8.7 32.4 12.9   

3 endo -11.3 20.1 -11.1 -0.1 0.9 

 exo -9.5 18.4 -12.0   

4 endo -11.0 23.7 -4.3 -0.3 0.9 

 exo -9.2 22.2 -5.2   

5 endo -12.3 14.4 -22.3 -0.2 1.1 

 exo -10.5 12.8 -23.4   

6 endo -11.7 18.4 -15.0 -0.1 1.0 
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 exo -8.7 15.5 -16.0   

7 endo -12.9 12.4 -26.5 -0.4 1.1 

 exo -11.1 11.0 -27.6   

8 endo -12.2 15.2 -21.0 -0.2 1.1 

 exo -10.2 13.4 -22.1   

9 endo -12.9 12.2 -27.0 -0.8 1.1 

 exo -10.6 10.8 -28.1   

10 endo -12.5 13.7 -24.0 -0.3 1.1 

 exo -8.4 9.8 -25.1   

[a] Reactant complex (RC) energy: ∆ERC = ERC – E(PAH) – E(maleic anhydride). [b] Activation energy: 

ΔE‡ = E(TS) – E(RC). [c] Reaction energy: ∆ER = E(cycloadduct) – E(PAH) – E(maleic anhydride). [d] 

ΔE‡ = E(TS) – E(RC). [d] Δ∆ETS
 ‡(endo-exo) = EE(TS-endo) – EE(TS-exo). [e] ∆∆ER = ∆ER(endo) – 

∆ER(exo). 

 

Figure 2. Plot of the reaction energies (ΔER) vs energy barriers (ΔE‡) for the Diels-Alder 

cycloaddition reactions between maleic anhydride and the planar PAHs 1-10. Energy values 

(kcal/mol) were computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level. 

The reduction in the energy barrier and the increase in the exothermicity of the reaction 

with the increase of the size of the PAHs can be qualitatively rationalized from Clar’s -sextet 

theory.[36] Scheme 2 depicts the Clar structure for the planar PAHs 1-10. As can be seen, for the 
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series A, the number of -sextets remains constant while the number of total six-membered rings 

increase by three from one member to the next member of the series. This implies a loss of 

aromaticity in all rings with increasing size and, particularly, in those located in the bay region 

for the larger PAHs. Consequently, the Diels-Alder cycloaddition reaction between maleic 

anhydride and PAHs is favored for the heavier PAH in series A. The trend followed by series B 

is the same but now all members have three -sextets with the exception of phenanthrene (2). 

This is in line with the fact that when comparing two analogous members of the series (for 

instance, 3 and 4), the member of series A (two -sextets) has a lower barrier and higher 

exothermicity than their counterpart in series B (three -sextets). The only exception corresponds 

to compounds 1 and 2 that both have two -sextets in the bay region, indicating that these rings 

have large aromaticity. Indeed, for these two systems, the barrier is the highest and the reaction is 

endothermic. 

 

Scheme 2. The Clar structures for the planar PAHs 1-10.  
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A remarkable difference is found in the reactivity of planar PAHs with respect to 

buckybowls. Whereas in the latter compounds both the activation barriers and reaction energies 

decrease linearly when the size of the system increases,[7] the change in both energies in planar 

PAHs follows an exponential decay converging toward a final value which appears to be reached 

after ca. 48-52 carbon atoms (i.e. ca. 18-20 six-membered rings, exo-approach, Figure 3; for the 

similar endo-approach plots, see Figure S2 in the Supporting Information). This asymptotic 

behavior allows us to predict a limit for the Diels-Alder reaction involving the bay region of 

graphene of ΔE‡ ≈ 7-11 kcal/mol ΔER ≈ –30 kcal/mol.[37]  

 

Figure 3. Plot of the activation barriers (a) and reaction energies (b) vs the total number of 

carbon atoms of the planar PAHs 1-10 (exo-approach). Energy values were computed at the 

BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP level. 

The Activation Strain Model (ASM) of reactivity was applied next to gain a deeper, 

quantitative understanding of the physical factors behind the above discussed Diels-Alder 

reactivity trend involving planar PAHs. To this end, we have selected for our analyses only the 

exo-pathway because this approach (i) is thermodynamically favored and there is no clear kinetic 

preference for the endo-approach (see Table 1), (ii) the reactivity trend (i.e. enhanced Diels-

Alder reactivity with the increasing size of the PAH) is exactly the same for both approaches, and 

(iii) the exo-pathway is experimentally followed to grow planar PAHs towards graphene 

derivatives (or towards nanotubes from bowl-shaped PAHs) by means of Diels-Alder 
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reactions.[13] The computed activation strain diagrams (ASD) from the initial stages of the 

processes to the corresponding TSs for all systems are given in the Supporting Information 

(Figure S3). Figure 4 shows only two representative cases for each series of PAHs, namely 1 and 

7 for series A (Figure 4a) and 2 and 8 for series B (Figure 4b). As readily seen in Figure 4 (and 

Figure S3), all systems exhibit quite similar ASD. Thus, in all cases the interaction energy 

between the deformed reactants, measured by ∆Eint, becomes slightly destabilizing at the early 

stages of the processes and inverts at a certain point along the reaction coordinate, after which 

this term becomes more and more stabilizing as one approaches the corresponding TS. This 

behavior resembles that found not only for the Diels-Alder reactions involving closely related 

bowl-shaped PAHs,[7] but also in different pericyclic reactions such as [3+2]-cycloadditions,[38a] 

double-group transfer reactions,[38b-d] Alder-ene reactions[38e] or ene-ene-yne cyclizations,[38f] 

therefore suggesting that the behavior of the ∆Eint term along the reaction coordinate is general in 

pericyclic reactions.[38g] Despite that, the stabilization provided by the interaction term cannot 

compensate the strong destabilizing effect of the deformation energy required to adopt the TS 

geometry (∆Estrain). Therefore, the dominant factor controlling the barrier height of these [4+2]-

cycloaddition reactions is mainly the energy required to deform the reactants from their initial 

equilibrium geometries to the geometries they adopt in the corresponding TSs. 

 

Figure 4. Activation-strain diagrams of the [4+2]-cycloaddition reaction between maleic 

anhydride (exo-approach) and 1 (Figure 4a, solid lines), 7 (Figure 4a, dotted lines), 2 (Figure 4b, 

solid lines) and 8 (Figure 4b, dotted lines) along the reaction coordinate projected onto the 
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forming C···C bond distance. All data have been computed at the BP86-D3/def2-TZVPP//RI-

BP86-D3/def2-SVP level. 

Significant differences can be observed when comparing the ASD of the smallest PAHs 1 

and 2 with those of their heavier counterparts 7 and 8, respectively. As clearly seen in Figures 

4a,b, the strain energy is not the factor responsible for the much lower activation barrier 

computed for the larger systems. Indeed, the ∆Estrain term is even less destabilizing for biphenyl 

or phenanthrene practically along the entire reaction coordinate. For instance, at the same C···C 

forming distance of 2.3 Å, a value of ∆Estrain = 7.7 kcal/mol was computed for the phenanthrene 

system whereas a much higher value of ∆Estrain = 15.2 kcal/mol was computed for the reaction 

involving compound dibenzoovalene 8 (Figure 4b). Interestingly, the less aromatic the 6-MRs in 

the bay region of the system, the more localized the double bonds and the larger the strain 

(compare strain of 1 and 7 or 2 and 8). At variance, the interaction energy, ∆Eint, between the 

deformed reactants is much stronger for the larger PAHs along the entire reaction coordinate. For 

instance, at the same C···C forming distance of 2.3 Å, a value of ∆Eint = –0.3 kcal/mol was 

computed for the reaction involving phenanthrene whereas a much lower (i.e. more stabilizing) 

value of ∆Eint = –14.3 kcal/mol was computed for the analogous process involving 8 (Figure 4b). 

Therefore, it can be concluded that the origin of the much lower activation barriers computed for 

the larger planar PAHs compared to their lighter congeners is found exclusively in the much 

stronger interaction energy between the deformed reactants along the entire reaction coordinate, 

which can compensate the higher deformation energy required to adopt the corresponding TS 

structures.  

 

The Energy Decomposition Analysis (EDA) method was used next to further decompose 

the crucial ∆Eint term into different energy contributions. Figure 5 shows the EDA data for 1 vs 7 

(Figure 5a) and for 2 vs 8 (Figure 5b) along the corresponding reaction coordinate again from the 

beginning of the process up to the respective TS geometries. In all cases, it becomes clear that 

despite the size of system, the ∆Edisp term remains practically constant and rather similar during 
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the entire transformation and therefore is not decisive in making ∆Eint stronger for the larger 

PAHs. Similarly, the Pauli repulsion term, ∆EPauli, is also quite similar or even slightly less 

destabilizing for the smaller PAHs therefore indicating that the repulsion between closed-shells is 

not responsible for the computed difference in the interaction energy between the deformed 

reactants either. At variance, the orbital attractions measured by ∆Eorb as well as the electrostatic 

interactions, ∆Velstat (although in a lesser extent), are clearly stronger (i.e. more stabilizing) in 

compounds 7 and 8 than in the smaller systems biphenyl and phenanthrene, respectively. For 

instance, at the same C···C forming distance of 2.3 Å, the computed ∆Velstat = –37.1 kcal/mol and 

∆Eorb = –31.8 kcal/mol values for the reaction involving phenanthrene are comparatively lower 

(i.e. weaker) than the respective values computed for dibenzoovalene 8 (∆Velstat = –42.4 kcal/mol 

and ∆Eorb = –50.3 kcal/mol). Therefore, it can be concluded that the stronger interaction between 

the deformed reactants along the entire reaction coordinate, which is responsible for the higher 

reactivity of large planar PAHs, derives mainly from the contributions of orbital and electrostatic 

(although in a lesser extent) attractions between the reactants, which become more and more 

stabilizing when the size of the PAH increases. Of course, the increase in both contributions 

follows a similar asymptotic behavior as the reaction barriers (see above). For instance, the 

change in the orbital term, ∆∆Eorb, is much higher when going from phenanthrene 1 to 

benzobisanthene 6 (∆∆Eorb = 10.4 kcal/mol, at the same C···C distance of 2.3 Å) than when 

comparing the reactions involving 6 and 10 (∆∆Eorb = 2.9 kcal/mol). 
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Figure 5. Decomposition of the interaction energy for the [4+2]-cycloaddition reactions between 

maleic anhydride (exo-approach) and 1 (Figure 4a, solid lines), 7 (Figure 4a, dotted lines), 2 

(Figure 4b, solid lines) and 8 (Figure 4b, dotted lines) along the reaction coordinate projected 

onto the forming C···C bond distance. All data have been computed at the ZORA-BP86-

D3/TZ2P//RI-BP86-D3/def2-SVP level. Energies in kcal/mol and bond distances in Å. 

 

The origins of the stronger orbital interactions in compounds 7 and 8 (compared to 1 and 2, 

respectively) can be found by using the NOCV (Natural Orbital for Chemical Valence) 

method[39] in combination with the EDA. Thus, the EDA-NOCV approach,[40] which provides 

pairwise energy contributions for each pair of interacting orbitals to the total bond energy, 

indicates that two main molecular orbital interactions dominate the total orbital interactions in 

these processes, namely the π(PAH)π*(maleic anhydride) and the reverse π(maleic 

anhydride)π*(PAH) interactions (see Figure 6). As expected for a normal electronic demand 

Diels-Alder process the π(PAH)π*(maleic anhydride) interaction is clearly higher than the 

reverse interaction (i.e. E(1) > E(2)). Interestingly, both orbital interactions are clearly 

stronger in compound 8 than in 2 (see Figure 6 for the interactions occurring at the same C···C 

distance of 2.3 Å). Therefore, it can be concluded that the stronger orbital interactions in the 

heavier PAHs derive mainly from stronger π(PAH)π*(maleic anhydride) interactions and, in a 

much lesser extent, from stronger reverse π(maleic anhydride)π*(PAH) interactions as well.  
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Figure 6. Plot of the deformation densities ∆ of the pairwise orbital interactions between maleic 

anhydride and phenanthrene (a) and dibenzoovalene (b) and associated stabilization energies ∆E 

in kcal/mol. The color code of the charge flow is red  blue. 

 

As commented in the introduction section, the energetic cost associated with 

simultaneously disrupting the local aromaticity of two benzene rings during the Diels-Alder 

reaction to the bay regions mainly dominates the energy barrier of the process. It was suggested 

that this cost is directly related to the difference in the aromatic stabilization energies (∆ASE) 

between the initial reactant and the corresponding cycloadduct.[13] For this reason, we finally 

were curious to assess the relationship between the change in aromaticity and the computed 

activation barriers. To this end, the ASE values of both the initial reactants and the corresponding 

cycloadducts were quantitatively computed by applying the so-called “isomerization method” 

(ISE) developed by Schleyer and Pühlhofer.[41] This approach is based on the differences 

between the total energies computed for only two species, namely a methyl derivative of the 

aromatic system and its nonaromatic exocyclic methylene isomer (Scheme 2).  
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Scheme 2. Compounds used to quantify the Aromatic Stabilization Energies by means of the 

isomerization method. 

 

Table 12. Computed energies (in kcal/mol, BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP 

level) for the Diels-Alder cycloaddition reactions between maleic anhydride and planar PAHs 

belonging to series B. 

Compound ISE(reactant)[a] ISE(cycloadduct)[b] ΔISE[c] 

2 70.3 6.0 64.3 

4 58.1 11.5 46.6 

6 52.0 12.4 39.6 

8 49.4 12.4 37.1 

10 48.7 13.2 35.5 

[a] ISE(reactant) = E(iso) – E(Me). [b] ISE(cycloadduct) = E(cycloadduct-iso) – E(cycloadduct-

Me). [c] ∆ISE = ISE(reactant) – ISE(cycloadduct) 
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From the data in Table 2, it is confirmed that the six-membered rings in the bay region of 

the reactants of series B exhibit a clear aromatic character (ISE ranging from 24 to 35 kcal/mol 

per benzenoid ring) whereas much lower ISE values (ca. 6-7 kcal/mol per benzenoid ring) were 

computed for the corresponding nonaromatic cycloadducts. As expected from Clar’s -sextet 

theory, the strength of aromaticity decreases with the size of the PAH for both series of 

compounds. For instance, whereas a value of ISE = 70.3 kcal/mol (i.e. ca. 35 kcal/mol per 

benzenoid ring) was computed for the phenanthrene derivative (a similar value of 33.2 kcal/mol 

was computed for benzene by Schleyer and Pühlhofer),[41] the aromaticity strength of compounds 

8 or 10 are comparatively lower (ISE ca. 25 kcal/mol). A similar trend is observed when 

considering the change in aromaticity measured by the ∆ISE values (see Table 2). Therefore, 

these data qualitatively support the suggestion that the variation of the aromaticity is related to 

the barrier heights of the considered Diels-Alder cycloadditions. Moreover, linear relationships 

were found when plotting both parameters (∆E‡ vs ISE and ∆ISE, Figure 7) which confirms that 

the variation of the aromaticity strengths during the reaction can directly correlated with the 

corresponding reaction barriers. 
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Figure 7. Plot energy barriers (ΔE‡, exo-approach) versus the aromaticity stabilization energy of 

reactants (ISE, black squares) and the change in the aromaticity strength (∆ISE, red circles) for 

the Diels-Alder cycloaddition reactions between maleic anhydride and the planar PAHs 2-10. 

Energy values (kcal/mol) were computed at the BP86-D3/def2-TZVPP//RI-BP86-D3/def2-SVP 

level. 

Conclusions 

 From the computational study reported herein, the following conclusions can be drawn: 

(i) starting from biphenyl or phenanthrene, the energy barrier of the Diels-Alder reaction of 

maleic anhydride to the bay region of planar PAHs steadily decreases when the size of the PAH 

is increased; in addition, the process becomes more and more exothermic. (ii) At variance with 

buckybowls where the barrier heights of related Diels-Alder reactions decreases linearly with the 

size of the system, the change in either the activation barriers or the reaction energies in planar 

PAH follows an exponential behavior reaching its maximum around 18-20 benzenoid rings in the 

structure. This asymptotic behavior allows us to extrapolate the values for a similar process 

involving the bay region of graphene: ΔE‡ ≈ 7-11 kcal/mol and ΔER ≈ –30 kcal/mol. (iii) 

Although the energy required to deform the reactants from their equilibrium geometries to the 

geometry they adopt in the corresponding TSs controls the barrier heights of the processes, the 

stronger interaction energy between the deformed reactants along the entire reaction coordinate 

in larger PAHs is the major factor responsible for the observed Diels-Alder reactivity trend. (iv) 

This is the result of higher orbital and electrostatic (although in a lesser extent) interactions 

between the deformed reactants. (v) The stronger orbital interactions are mainly the result of 

much higher π(PAH)π*(maleic anhydride) interaction in the heavier planar PAHs. (vi) Finally, 

it is quantitatively confirmed by means of the isomerization method that the variation of the 

aromaticity strengths during the reaction can be directly correlated with the corresponding 

reaction barriers. 
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Larger system, better reactivity. The Diels-Alder reactivity of maleic anhydride to the bay 

regions of planar polycyclic aromatic hydrocarbons increases with the size of the system. The 

origins of this reactivity trend are analyzed in detail through density functional calculations.  

 

 

 


