Statistics of microstructure patchiness in a stratified lake
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[1] Statistics of microstructure patches in a sheared, strongly stratified metalimnion of Lake Banyoles (Catalonia, Spain), which occupied ∼40% of the total lake depth of 12 m, are analyzed. Light winds (<3 m s−1) dominated the periods of observation in late June and early July of 2009. The patch sizes hp and the corresponding patch Thorpe scales LTp were identified using profiling measurements of temperature microstructure and small-scale shear. The distribution of hp was found to be lognormal with mean and median values of 0.69 m and 0.50 m respectively. The distribution of LTp within the patches was also fitted to a lognormal model and the mean and median values found to be close to 0.1 m. The probability distribution of the ratio LTp/hp was approximated by the Weibull probability model with a shape parameter cω ∼ 2, and also by beta probability distribution. For hp > 0.25 m, the ratio LTp/hp depends on the patch Richardson and mixing Reynolds numbers following the parameterization of Lozovatsky and Fernando (2002). Analysis of the dynamics of mixing reveals that averaged vertical diffusivities ranged between ∼1 × 10−4 m² s−1 and ∼5 × 10−3 m² s−1, depending on the phase of the internal waves. Episodic wind gusts (wind speed above 6 m s−1) transfer ∼1.6% of the wind energy to the metalimnion and ∼0.7% to the hypolimnion, generating large microstructure patches with hp of several meters.


1. Introduction

[2] Studies of meso and small-scale dynamics in enclosed aquatic basins have shown that wind generates mixing in the surface layer [Wüest et al., 2000] and energizes basin-scale surface and internal seiches [Imberger, 1998] that can be traced in lakes for hours and even days after the wind ceases [Münich et al., 1992; Roget et al., 1997; Wang et al., 2000]. However, small and medium lakes are exposed to low winds most of the time [Kocsis et al., 1998; Wüest et al., 2000; Gale et al., 2006] so, although studies of mixing under a low wind regime are rare they are very important for lakes. Recently, the importance of ocean dynamics under low winds has also been stated [Hood et al., 2010]. Wind gusts can generate intense but short-lived turbulence in inner stratified layers [Lozovatsky et al., 2005], which influences various physical and biochemical processes occurring in lakes [Ledwell and Bratkovich, 1995; Wüest et al., 2000; Evans et al., 2008].

[3] Turbulent events in the thermocline are mostly triggered by shear instabilities [Smyth et al., 2001; Staquet and Bouruet-Aubertot, 2001] and internal wave breaking [Bryson and Ragozkin, 1960; Nishri et al., 2000; Etemad-Shahidi and Imberger, 2006]. Turbulence produced by shear instability in stratified layers is usually intermittent and often not very energetic [Imberger and Patterson, 1990; Gibson, 1991b]. In layers close to the lake floor, turbulence is mainly maintained by bottom friction [D’Asaro and Daiwiri, 1997] although other processes, such as convective instability [Moun et al., 2004; Lorke et al., 2005; Sanchez and Roget, 2007] or critical wave reflection [Slinn and Riley, 1996; McPhee-Shaw and Kunze, 2002; Paig et al., 2004], can also be important sources of turbulence.

[4] Turbulence not only enhances the transfer of energy, heat, mass, nutrients, suspended particles, oxygen, etc., but also influences other ecosystem processes such as the encounter rate of small-sized predators and their prey [Rothschild and Osborn, 1988; Delaney, 2003; Rhodes and Reynolds, 2007], ingestion rates [Mielbert et al., 1994; Shimeta et al., 1995; Saiz et al., 2003], particle aggregation and disaggregation [Machtyre et al., 1995; O’Brien et al., 2004; Jago et al., 2006], small-scale patchiness of nutrients [Brandl et al., 1993; Seuront et al., 2001; Schernsweiki et al., 2005], and growth of species [Sullivan and Swift, 2003; Peters et al., 2006].

[5] To better understand and model the flux paths of physical and biochemical parameters occurring in natural aquatic systems, it is important to know about turbulent scales and intermittency or patchiness characteristics [Lewis et al., 1984; Peters and Marrasé, 2000; Smaoui et al., 2007]. Patches can be characterized by the patch size, hp, and the Thorpe LTp scales [Thorpe, 1977] inside the patches.
The Thorpe scale is assumed to specify the characteristic size of turbulent overturns and can be used as a characteristic turbulent scale to estimate diapycnal diffusivities [Ferron et al., 1998; Stansfield et al., 2001; Lee et al., 2009].

The ratio $L_T/h_p$, which we also call the normalized patch Thorpe scale, has been examined in a series of laboratory experiments [Jorissen et al., 1986; De Silva and Fernando, 1992], using numerical simulations [De Silva et al., 1996; Smyth and Moum, 2000] and based on field measurements [Lozovatsky and Erofeev, 1993; Moum, 1996; Pozdynin, 2002]. Smyth et al. [2001] showed that the value of $L_T/h_p$ can indicate the age of turbulence in a patch. The general tendency of $L_T/h_p$ to decrease with time has been reported, suggesting that the turbulence is younger when $L_T/h_p$ is larger. Parameterization of $L_T/h_p$ in terms of external (ambient stratification) and internal (diffusivity) parameters [Lozovatsky and Fernando, 2002] is helpful for understanding the state of turbulence zones. Approximately constant $L_T/h_p$ close to 0.3 may indicate young or quasi-stationary turbulence, but this ratio is substantially lower for decaying or fossil [Gibson, 1980] turbulence. Estimations of photosynthetic rates require parameterization of the vertical movement of phytoplankton, which is based on turbulent scales and vertical diffusivities [Lande and Lewis, 1989; Yamazaki and Kamykowski, 1991]. Vertical transport of nutrients [MacIntyre and Jellison, 2001; Lagadeuc, 2005] depends on the state of turbulence and the encounter rates between prey and predator in plankton [Davis et al., 1991; Kiorboe, 1997].

The majority of studies of turbulent scales and patchiness in deep oceans [Gregg, 1980; Gibson et al., 1993; Lee et al., 2009] and in shallow seas and lakes [Baines, 2001; Saggio and Imberger, 2001; Wiest and Lorke, 2003] have employed an equal-distance segmentation of the water column, but some authors [Lozovatsky et al., 1993; Peters et al., 1995; Piera et al., 2002] have focused on turbulence in well-defined, bounded turbulent regions (patches).

In this paper, we analyze microstructure patches in the metalimnion (main thermocline) of Lake Banyoles and estimate effective turbulent diffusivity and associated buoyancy flux caused by intermittent mixing events. The study is based on 373 temperature and small-scale shear profiles obtained from the lake during four days of a field campaign in late June–early July of 2009. The wind speed $U_{10}$ was for the most part less than 3 m s$^{-1}$ with a few short-term wind gusts when $U_{10} > 6$ m s$^{-1}$. The paper is organized as follows. In Section 2, Background and Observations, we describe the background hydrodynamics of Lake Banyoles, the observational site in the lake, and the microstructure measurements carried out using a free-falling microstructure profiler. The methodology used in the data processing, patch identification, and computation of turbulent scales are given in Section 3, Data Processing. Characteristics of stratification and microstructure are discussed in Section 4, Results. This section focuses mainly on the main thermocline of the lake. We examine the statistics of the patch sizes, Thorpe scales, and the ratio $L_T/h_p$ within the patches, and lognormal, Weibull, and beta probability models are used to describe the distribution of $h_p$, $L_T$, and the normalized patch Thorpe scale, $L_T/h_p$. The dependence of $L_T/h_p$ on the patch Richardson number $R_p$, and the patch mixing Reynolds number $R_{mp}$ [Lozovatsky and Fernando, 2002] is scrutinized. Next, the vertical diffusivities across the main thermocline and effective buoyancy flux are calculated and the effect of the phase of internal seiches on turbulence generation is analyzed. Final comments are given in Section 5.

2. Background and Observations

2.1. Background Hydrography of the Lake

Lake Banyoles (Figure 1) is a multibasin water body in Catalonia, Spain, (42° 7′ N, 2° 45′ E) with a specific hydrodynamic regime [Casamitjana and Roget, 1993; Casamitjana et al., 2006]. The surface of the lake is 172 m above sea level, it covers 1.12 km$^2$ and the maximum depth is 45 m. In late spring and at the beginning of summer, weakly stratified surface (epilimnion) and bottom (hypolimnion) boundary layers are separated by a wide thermocline (metalimnion), which occupies about one third of the mean depth of the entire lake in the summertime [Roget et al., 1997].

From April to October, mild winds with mean speeds below 2 m s$^{-1}$ are frequently observed over the Lake Banyoles area due to a sea breeze regime (the Mediterranean coast is about 30 km to the southeast). As a response to the breeze forcing, a quasi-stationary internal wavefield is
established in the thermocline with wave amplitudes of about one meter or even higher [Roget et al., 1993]. Internal waves influence vertical mixing and play an important role in transferring energy to the hypolimnion [Imberger, 1994], thereby influencing the transport of biological and chemical patterns (plankton, suspended sediments and nutrients among others), which are sensitive to small scale patchiness [Garcia-Gil et al., 1988].

[11] Internal seiches in lakes are often dominated by high vertical modes [Perez-Losada et al., 2003]. This is the case with Lake Banyoles, where a dominant second vertical first horizontal mode is easily excited [Roget et al., 1997]. The modeling results correlate well with historical data collected in Lake Banyoles, which are applied to the field data and discussed in Section 4.

2.2. Measurements and Instrumentation

[12] The measurements were conducted during four days in June–July 2009 (see Table 1) at a gently sloping site in the western part of the northern lobe of the lake (the C-IV basin in Figure 1). The test site (~12 m depth) was exposed to a southeasterly breeze with a fetch of ~2 km. The lake is surrounded by hills on all sides except the southeast, where a plain extends toward the Mediterranean Sea. The wind was measured at a meteorological station (Davis Vantage Pro 6150C) located 1 km to the southeast of the test site (Figure 1). The wind speed and wind direction were averaged over 30-min periods. The atmospheric forcing over the lake during the period of the observations was dominated by northwesterly and southeasterly winds up to ~3 m s\(^{-1}\). Irregular wind gusts (with \(U_{10}\) up to 6–15 m s\(^{-1}\)) originated episodically over the lake due to uneven heating of the lake surface and surrounding mountains, lasting only a few minutes. The wind stress, \(\tau_{10}\), was calculated using the bulk formulas for light winds [Wu, 1994] and 30-min averaged wind speed (\(U_{10}\)). Under light winds (<1 m s\(^{-1}\)), \(\tau_{10}\) was less than \(10^{-3}\) N m\(^{-2}\) increasing by an order of magnitude when the wind rose to about 3 m s\(^{-1}\).

[13] The profiling measurements in the lake started every day as soon as the breeze reached the test site (usually about 2 P.M.). We used the Sea and Sun Microstructure Turbulence system (MSS) [Prandke and Stips, 1998] at a sinking speed 0.85 m s\(^{-1}\). The profiler was equipped with microstructure temperature and shear sensors. It had a fast thermistor (FP07) with a sensitivity of 0.001°C and a time response of 7 ms, leading to a vertical resolution of 0.6 cm. The resolution of the small-scale airfoil shear probe was 2 cm [Prandke et al., 2000]. The profiler also carried a standard conductivity, temperature, and depth (CTD) package (a thermistor with a sensitivity of 0.001°C and a time response of 160 ms, a conductivity cell with a sensitivity of 0.001 mS m\(^{-1}\)) and a pressure gauge with a sensitivity of 100 Pa and a time response of 30 ms). Vertical resolution of the CTD profiles was ~14 cm after data processing (see Section 3.1).

[14] The individual casts were launched from the lake surface to the very bottom of the lake approximately every two minutes for ~2 h. Basic information about the measurements is given in Table 1. The total number of profiles is 373. Standard conditioning of the measurements followed Roget et al. [2006]. Reliable data were obtained from 2 m below the lake surface down to about 0.5 m from the bottom.

### Table 1. Characteristics of the Field Campaign, Wind Speed \(U_{10}\), Wind Stress \(\tau_{10}\), and Microstructure Patches

<table>
<thead>
<tr>
<th>Session</th>
<th>Duration (h)</th>
<th>Number of Profiles</th>
<th>(&lt;U_{10}&gt;) (m s(^{-1}))</th>
<th>(\text{rms}(U_{10})) (m s(^{-1}))</th>
<th>(U_{\text{max}}) (m s(^{-1}))</th>
<th>(\tau_{10} \times 10^{-3}) (N m(^{-2}))</th>
<th>Patches Detected</th>
<th>Patches Accepted</th>
<th>Patches With (k_p &gt; 25) cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 Jun 2009</td>
<td>1.71</td>
<td>81</td>
<td>0.77</td>
<td>0.42</td>
<td>4.03</td>
<td>0.94</td>
<td>659</td>
<td>373</td>
<td>196</td>
</tr>
<tr>
<td>25 Jun 2009</td>
<td>2.07</td>
<td>102</td>
<td>3.20</td>
<td>3.20</td>
<td>13.90</td>
<td>12.53</td>
<td>1005</td>
<td>448</td>
<td>326</td>
</tr>
<tr>
<td>27 Jun 2009</td>
<td>1.72</td>
<td>98</td>
<td>&lt;0.50</td>
<td>no data</td>
<td>1.30</td>
<td>&lt; 0.37</td>
<td>774</td>
<td>450</td>
<td>323</td>
</tr>
<tr>
<td>1 Jul 2009</td>
<td>1.80</td>
<td>92</td>
<td>0.60</td>
<td>2.20</td>
<td>4.47</td>
<td>0.54</td>
<td>880</td>
<td>512</td>
<td>283</td>
</tr>
</tbody>
</table>

3. Data Processing

3.1. CTD Data

[15] An exponential recursive filter [Middleton and Foster, 1980; Fozdar et al., 1985; Lueck and Picklo, 1990] was applied to the conductivity signal to minimize spikes in salinity and density profiles caused by different time responses of the temperature and conductivity sensors. Potential density was calculated based on the UNESCO routines [Chen-Tung and Millero, 1986]. The equation of state for fresh water [Fofonoff and Millard, 1983; Chen-Tung and Millero, 1986] was used, taking into account the concentration of suspended solids [Sanchez and Roget, 2007].

[16] Since vertical resolution of the CTD profiles was 14 cm at best, we averaged temperature (\(T\)) and potential density (\(\rho_p\)) to acquire a standard vertical resolution \(\Delta z = 0.2\) m with which to analyze background stratification. The buoyancy frequency \(N^2 = \frac{g \Delta \rho}{\rho \Delta z}\), where \(g\) is gravity, was calculated using sorted density profiles \(\rho_p\) [Thorpe, 1977].

3.2. Microstructure Data

3.2.1. Patch Identification and Calculation of the Thorpe Scale

[17] The identification of microstructure patches was based on individual Thorpe displacement profiles \(d_T(z)\), which are the vertical distances that fluid particles need to be moved to obtain a stable monotonous density profile, assuming that density inversions are caused by vertical mixing. The Thorpe scale, \(L_T\) [Thorpe, 1977], is defined as the root mean square of Thorpe displacements inside a turbulent region (patch) or at a fixed segment

\[
L_T = \langle (d_T(z))^2 \rangle^{\frac{1}{2}},
\]

where angular brackets denote ensemble averaging. The Thorpe scales must be calculated based on high-resolution density measurements. Since density in fresh water is almost completely determined by temperature, temperature profiles are commonly used to compute \(L_T\) in lakes [Thorpe, 1977; Lorke and Wiist, 2002; Roget et al., 2006]. To avoid false displacements resulting from noise, temperature profiles were first averaged over \(\Delta = 0.8\) cm. This averaging also
eliminated scales that could not be resolved due to the time response of the temperature sensor. The microstructure patches were then identified automatically as segments with nonzero $d_T(z)$, providing that the distance between them was larger than 6 cm. This criterion was based on our preliminary visual inspection of numerous pairs of small-scale shear $u'(z)$ and $d_T(z)$ profiles. If the distances between consecutive $d_T(z)$ segments were less than 6 cm, these segments were combined into one patch. The algorithm, however, considers not only the nominal accuracy of the sensors but also takes into account the actual noise level of the signal [Thorpe, 1977]. We implemented a statistical run-length test, the so-called Galbraith Kelley (GK) test [Galbraith and Kelley, 1996] to differentiate turbulent patches and noise segments. A ‘run’ was defined as the number of points ($n$) with consecutive positive values of $d_T(z)$ in the patch. If patches are generated by uncorrelated random series of displacements, the probability of observing $n$ positive and negative values must be the same. Hence, the probability density function (pdf) of the run length of a random variable $n$ is [Larsen and Marx, 1986]

$$P(n) = 2^{-n}. \quad (2)$$

The pdf of $d_T$ would be expected to follow equation (2), if noise were a source of inversions in temperature profiles. The GK test identifies a minimal acceptable run length as the point where the experimental pdf of the run lengths intersects the pdf of the noise (equation (2)). Following Galbraith and Kelley [1996], we added the root mean square of the run lengths of series $r$ to equation (2) in order to accept a patch. For an uncorrelated random series, $r = 2.45$ [Timmermans et al., 2003].

[18] To specify a safety margin, Johnson and Garrett [2004] considered a scaled amplitude $Q$ of the noise

$$Q = \frac{\delta T}{(d_T/dz)h_p}, \quad (3)$$

where $h_p$ is the patch height, $\delta T$ the resolution of the temperature sensor and $d_T/dz$ the background temperature gradient computed using the reordered temperature profile. Taking density profiles with added random and uncorrelated noise, Johnson and Garrett [2004] plotted $r$ for $d_T(z)$ as a function of $Q$ and $n$ (hereafter referred as JG plots). Once the $Q$ and $n$ parameters of a set of experimental data are found, the JG plots can be used to assess the noise threshold for the measured displacements.

[19] The non-dimensional parameter $Q$ was calculated and plotted as a function of $n$ (not shown here) and compared with the JG plots. The maximum $r$ appeared to be 1.2, which is the factor to be added to the cut-off value. The result of the run-length test is given in Figure 2, which shows $n = 5$ as an estimate of the cut-off run length. Thus, the $d_T(z)$ with $h_p < 5\Delta = 4$ cm segments were not accepted as microstructure patches.

[20] The resolution of the microstructure temperature sensor, $\delta T \sim 0.001^\circ C$, imposed an additional constraint on the smallest sizes of detectable patches based on the value of the Thorpe scale within the patch [Galbraith and Kelley, 1996]

$$L_{T_{\text{min}}} = 2\frac{g\alpha\delta T}{N^2}, \quad (4)$$

where $\alpha$ is the thermal expansion coefficient.

[21] For $N^2$ in the range $5 \times (10^{-3} - 10^{-5})$ s$^{-2}$, $L_{T_{\text{min}}}$ varies between $\sim 1$ and 7 cm. Combining the constraints imposed by vertical and temperature resolutions, we used an intermediate condition for patch detection [Lee et al., 2009]. As a result, no segments with $h_p > 4$ cm and $L_{T_{\text{min}}} < 4$ cm were considered as turbulent patches.

[22] Table 1 summarizes the results of the displacement analysis including the number of detected and accepted patches and the number of patches with $h_p > 25$ cm, which were used to estimate the mean kinetic energy dissipation rate from a small scale shear within the patch height.

### 3.2.2. Calculation of the Dissipation Rate and the Buoyancy Reynolds Number

[23] The turbulent kinetic energy (TKE) dissipation rate, $\varepsilon$, was estimated by fitting the empirical spectral densities of a small-scale shear signal to an analytical form of the transversal Panchev and Kesich [1969] shear spectrum [see Roget et al., 2006]. The dissipation in patches was identified well by the airfoil sensor [Wüst et al., 1996; Kocsis et al., 1999], ranging between $10^{-7}$ and $10^{-9}$ W kg$^{-1}$.

[24] We also calculated the patch buoyancy Reynolds number, $Re_b = \varepsilon/\nu N^2$, in order to evaluate turbulence activity in stratified layers. Gibson [1991a] argued that turbulence is active when $Re_b > 30$. Rohr et al. [1984] suggested critical $Re_b = 10 - 16$, which is in agreement with direct numerical simulations of homogeneous turbulence in stratified shear flows [Itsweire et al., 1993]. Analyzing data obtained in...
[26] We consider the epilimnion, or surface layer (SL), as the layer between the lake surface and the depth where $N^2$ sharply exceeds $10^{-3}$ s$^{-2}$. This layer was directly influenced by wind stress and heat fluxes. The depth of this layer varied between 2.5 and 4.5 m depending on the atmospheric forcing prior to and during the observational periods. Stratification in the SL increased ($N^2 > 10^{-4}$) during periods of low winds ($U_{10} < 0.5$ m s$^{-1}$ on June 27 and July 1). Sustained wind-induced turbulence in the SL is characterized by $\varepsilon > 10^{-8}$ W kg$^{-1}$.

[27] The metalimnion, or main thermocline (MT), starts immediately below the SL. It was strongly stratified (with a highest mean of $N^2 \sim 10^{-2}$ s$^{-2}$) and its thickness varied between 4 and 6 m in the depth range below the SL, with $z \sim 8.5$ m occupying ~35–55% of the water column. Turbulence was patchy (Figure 6), with several episodes of large overturns.

[28] Internal waves in the thermocline are easily recognizable in Figure 5a. The opposite direction of the vertical displacements of the upper and lower boundaries of the thermocline (Figure 5a, dashed lines) points to a dominant second mode of internal seiche. The expected horizontal displacements in each layer are shown in Figure 5 by white arrows. A two-dimensional three-layered hydrodynamic model [Münnich et al., 1992] was used to simulate the dynamics of internal seiches in the lake for stratification observed on July 1. It was found that the period of the second vertical first horizontal internal mode (V2H1) was

Figure 3. The contour plot of (a) temperature $T$ and (b) logarithm of squared buoyancy frequency $\log_{10} N^2$ for June 25 ($N$ is in s$^{-2}$).

Knight Inlet (Vancouver, Canada), Gargett et al. [1984] proposed a wide range of critical $Re_b$ of from 18 to 165. Crawford [1986] noted that the high critical values of $Re_b$ reported by Gargett et al. [1984] correspond to very active turbulent regions that are less influenced by regular internal waves but are associated with topographic lee waves accompanied by shear instabilities.

4. Results

4.1. Basic Characteristics of Stratification, Internal Seiches, and Turbulence

[25] The temperature, $T(z,t)$, and squared buoyancy frequency, $N^2(z,t)$, contour plots are shown in Figure 3 for the measurements taken under moderate winds (June 25), and in Figure 4 and Figure 5 under light winds (June 27 and July 1 respectively). The contour plots of the dissipation rate $\varepsilon(z,t)$ computed for segments of 0.5 m for the same period are presented in Figure 6, together with the locations of turbulent patches with $h_p > 25$ cm (see Table 1). It appears that the different patterns of the dissipation field generally correlate well with the locations and sizes of the microstructure patches. Based on the plots shown in Figures 3–6, three major layers of the water column were specified.

Figure 4. The contour plot of (a) temperature and (b) $\log_{10} N^2$ for June 27.
The contour plot of (a) temperature and (b) log10 N2 values are concentrated near s < 0.25 approximat-
ly 25% of the time and in about 55% of cases it was below 1. It is important to emphasize that the vertical shear associated with the oppositely directed internal-seiche induced currents can episodically create shear instability in the thermocline and hence generate smaller scale internal waves and turbulent patches.

[30] It should be noted that the MT periodically contained several sub-layers. For example, on June 27 when the wind speed was less than 0.5 m s−1 during the entire observational period, the MT (Δz = ∼2.5–8.5 m) contained three definitive sub-layers. A 1 m wide diurnal thermocline [Imberger, 1985] underlay the SL where N2 = (1 − 5) × 10−3 s−2. Below it, a less stratified inner layer (N2 < 10−3 s−2) was observed down to z ∼ 4.5 m. Several turbulent patches were detected in this layer; some of them with a high of ε ∼ 5 × 10−6 W kg−1. The most strongly stratified sub-layer (Δz = ∼4.5–8.5 m with N2 = 5 × 10−3 s−2) contained microstructure patches, which were generally small and weak. The same sub-layer structure in the MT was found on July 1 when the wind speed was also low (Figure 5b). The depths of the sub-layers varied over time due to the influence of internal waves. In contrast, on June 25, when higher winds preceded the microstructure measurements, the MT did not contain any sub-layers and the SL deepened to z ∼ 4.5 m.

[31] The hypolimnion, or bottom layer (BL), extended from the base of the MT (z ∼ 8.5 m) down to the bottom of the lake. The BL thickness was about 3 m with N2 varying from 10−5 to 10−3 s−2, and several episodes of relatively strong turbulent events with ε ≥ 5 × 10−6 W kg−1 were observed. The rest of the BL was filled with microstructure patches with a relatively low dissipation rate. A thin (~1 m wide) temporal weakly stratified (N2 < 5 × 10−5 s−2) sub-layer was located at z ∼ 10 m (Figures 3b and 4b). The dissipation rates at this level and shown in Figure 6 suggest that it is not a turbulent region. It is most probably associated with a slow moving intrusion from a remote region of the lake [Planella et al., 2009].

4.2. Wind Gusts and Turbulent Events

[32] Powerful wind gusts lasting several minutes episodically passed over the lake in the late afternoon. They generated highly energetic turbulent regions across almost the entire water column. We were lucky to measure a series of five consecutive casts that embraced one of these events (marked by an arrow in Figure 6a). Its evolution can be analyzed based on the Thorpe displacement δz(z) and small scale shear u′′v′(z) profiles, which are shown in Figure 9. The event was captured on June 25, when a maximum wind speed of 7.7 m s−1 was recorded during the sampling time of the meteorological data. The first cast in this series was taken at 19:00 and shows a weakly turbulent SL 4.5 m in depth. The corresponding Thorpe displacements depict a classic Z-shape segment [Gibson, 1987]. The averaged dissipation rate in the SL was relatively low, ε2D ∼ 2.8 × 10−8 W kg−1, and the corresponding buoyancy Reynolds number was ReB = ε/νN2 ∼ 900. No microstructure patches

Figure 5. The contour plot of (a) temperature and (b) log10 N2 for July 1. The opposite slopes of the upper and lower boundaries of the thermocline marked by dashed lines point to the dominant second mode of the internal seiche. The directions of flow in each layer are shown in Figure 5a by white arrows.

about 12 h, which is in agreement with the results obtained previously for similar atmospheric conditions and stratifi-
cation in the lake [Roget et al., 1997]. Field measurements on June 25 and 27 started two hours later than on July 1 and were therefore affected by a different phase shift in the V2H1 seiche mode, which follows from the time evolution of the isotherm depths shown in Figures 3 and 4.

[29] To obtain a clearer view of the vertical structure of the horizontal velocity in the MT, we calculated the normal modes for a characteristic N2(z) profile shown in Figure 7b using a discretized version of the Taylor–Goldstein equations (see Thorpe [2005] for details). The vertical profile of the horizontal velocity u of the dominant second vertical mode was used to estimate the shear V′(z) profile of the internal seiche and the corresponding ‘seiche Richardson number’, Rf = N2/V′2 (vertical step Δz = 0.5 m). Horizontal velocity and Richardson number are shown in Figures 7a and 7c, respectively. Low Ri values are concentrated near the upper and lower boundaries of the MT, where the internal–seiche shear is high (the critical value of Ri = 0.25 is marked in Figure 7 by a dashed line). Depending on the seiche phase and mode structure, turbulence in the thermocline can be generated by seiche-induced shear instabil-
ity [Münnich et al., 1992]. Calculation of Ri at 15 min time intervals during the entire period (12 h) of the seiche dominant V2H1 mode allowed simulation of the cumulative distribution function (CDF) of Ri in the thermocline, which is shown in Figure 8. The Richardson number was less than critical for shear-induced turbulence (Ri < 0.25) approximately 25% of the time and in about 55% of cases it was below 1.


were detected in the MT or BL during this cast. The thickness of the SL in the next profile (19:02 h) increased to $z = 5$ m and the averaged dissipation rate went up by about two orders of magnitude, $\bar{\varepsilon}_{SL} \approx 2.3 \times 10^{-6}$ W kg$^{-1}$ ($Re_b \approx 4800$). A big new turbulent patch emerged below $z = 6.15$ m, with $\bar{\varepsilon}_{BP} \approx 1.2 \times 10^{-6}$ W kg$^{-1}$ and $Re_b \approx 900$. The third profile in the series, taken at 19:03:30 h, shows that the thickness of the SL (4.7 m) and $\bar{\varepsilon}_{SL} \approx 2.2 \times 10^{-6}$ W kg$^{-1}$ was almost the same as during the second cast, but the amplitudes of Thorpe displacements and the dissipation within the big patch had slightly decreased ($\bar{\varepsilon}_{BP} \approx 7 \times 10^{-7}$ W kg$^{-1}$ and $Re_b \approx 450$). The following profile taken at 19:05:30 h demonstrates active turbulent mixing in the SL with a mean dissipation of $\bar{\varepsilon}_{SL} \approx 10^{-6}$ W kg$^{-1}$ ($Re_b \approx 1500$) and a depth increased to $\sim 5.5$ m due to the entrainment at the SL base. However, as the wind stress at the surface weakens, several microstructure patches still exist in the MT and BL, with $\bar{\varepsilon}_{BP} \approx 2 \times 10^{-7}$ W kg$^{-1}$ and $Re_b \approx 300$. One and a half minutes later, at

![Figure 6](image-url)  

**Figure 6.** Alignment of microstructure patches (vertical lines) in the background of log$_{10} \varepsilon$ for (top) June 25, (middle) June 27 and (bottom) July 1. The dissipation rate is in W kg$^{-1}$. The arrow in Figure 6 (top) points to the turbulent event induced by the wind gust.
19:07 h, the fifth cast in the series shows a similar microstructure profile in the SL and no patches in the MT or BL to what was observed in the first cast.

[33] We also analyzed the evolution of turbulence in the surface layer based on the \( \frac{L}{h_p} \) ratio, which is supposed to decrease with time as turbulence ceases in a patch [Smyth et al., 2001]. It was found that \( \frac{L}{h_p} \) decreased from \( \sim 0.2 \) to \( \sim 0.1 \) between 19:00 h and 19:02 h. During the next three and a half minutes, \( \frac{L}{h_p} \) decreased only slightly, remaining close to 0.1. The observed evolution of \( \frac{L}{h_p} \) is consistent with direct numerical simulations of a shear-driven overturn as it becomes turbulent [Smyth et al., 2001, Figure 4a].
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**Figure 7.** (a) The horizontal velocity profile of the second vertical mode of internal seiche \( u \) calculated for (b) a characteristic \( N^2 \) profile and (c) the resulting profile of \( \log_{10} Ri \).
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**Figure 8.** The cumulative distribution function (CDF) of the simulated seiche Richardson numbers \( Ri \) in the thermocline. The histogram of \( Ri \) is in the insertion.
To evaluate the impact of wind gusts on internal mixing, the wind energy flux at 10 m above the lake’s surface

\[ P_{10} = \rho_{\text{air}} C_{10} U_{10}^3 \]  

was calculated [Lombardo and Gregg, 1989], with the air density \( \rho_{\text{air}} \) and the drag coefficient \( C_{10} \) computed following Wu [1994]. For \( U_{10} = 7.7 \text{ m s}^{-1}, P_{10} = 0.44 \text{ W m}^{-2} \), equal to \( \sim 0.7\% \) of \( P_{10} \).

The integrated dissipation \( \tilde{\rho} \) in a specific layer of the water column (between \( z_1 \) and \( z_2 \)) can be evaluated [Wüest et al., 2000] as

\[ \tilde{\rho} = \int_{z_1}^{z_2} \rho_{\mu} \langle \varepsilon \rangle(z) \, dz, \]  

where \( \langle \varepsilon \rangle(z) \) is zero for non-turbulent segments and equal to the mean dissipation for each patch within the layer. Since wind gusts directly influenced the second, the third and the fourth profiles shown in Figure 9, we estimated \( \tilde{\rho} \) in the SL, MT and BT by averaging the dissipation rate measured between 19:02:00 h and 19:05:30 h. In the SL, \( \tilde{\rho}_{\text{SL}} = 7.1 \times 10^{-3} \text{ Wm}^{-2} \), which is about 1.6\% of \( P_{10} \). In the lake’s interior, \( \tilde{\rho}_{\mu} = 3.1 \times 10^{-3} \text{ Wm}^{-2} \), equal to \( \sim 0.7\% \) of \( P_{10} \).

Wüest et al. [2000] reported that in Lake Alpnach about 1.5\% of the wind energy dissipated in the surface layer and less than 0.7\% in the stratified interior of the lake. Much lower values of \( \tilde{\rho}_{\text{SL}} \) in lakes [Wüest and Lorke, 2003; Folkard et al., 2007] compared to the ocean, where Lozovatsky et al. [2005] found \( \tilde{\rho}_{\text{SL}}/P_{10} = 3 - 7\% \) for moderately high winds, are related to wind work lasting a short time during the passage of wind gusts. Transfer of potential energy from wind gusts to the SL and MT can increase the instabilities of the internal wavefield, and pressure fluctuations could also transport energy to the interior of the water.

Rare large turbulent events that are presumably related to wind gusts may represent individual samples from a different statistical population to the main population of regular sheared MT patches. These patches were identified as outliers of the box plot distribution of \( h_{\mu} \) (not shown here). It was found that the outliers were outside the 2nd and 98th percentile, i.e., \( h_{\mu} \in [0.10, 3.5] \) m, so we did not use these samples for further analysis. The statistical indepen-
dence of the remaining patches was analyzed for a complete set of the profiles as well as for three subsets containing every second, third, and forth profile. It appears that the complete data set (315 patches) can be considered as a series of statistically independent samples.

4.3. Microstructure Patches, Turbulent Scales, and Diffusivities in the Thermocline

The generation of turbulence in water’s interior and boundary layers is usually governed by different processes. In this section, we focus on the main thermocline (metalimnion) under low winds, and far from the boundaries where turbulence generated by an internal wavefield is usually patchy. The prevailing mechanisms in the SL and BL are wind and bottom stress respectively.

The average thickness of the MT during the campaign was in the range 4 to 6 m. Results of the statistical analysis are presented in the following sections.

4.3.1. Patch Size

The cumulative distribution function (CDF) of the sizes of the microstructure patches \( h_p \) detected in the MT is shown in Figure 10a. The total number of patches in the MT that met our selection criteria was 315. Large rare turbulent events detected in the MT, generated mostly by short, powerful wind gusts, were excluded (see Section 4.2).

Figure 10a shows that about 95% of the empirical cumulative distribution function \( F(h_p) \) can be approximated by lognormal distribution

\[
F(h_p) = \frac{1}{2} \text{erfc} \left[ \frac{\ln(h_p) - \mu}{\sigma \sqrt{2}} \right],
\]

where \( \text{erfc} \) is the complimentary error function [Crow and Shimizu, 1988] and the parameters of the fit \( \mu = \langle \ln(h_p) \rangle = -0.65 \pm 0.08 \) and \( \sigma = 0.75 \pm 0.05 \). The corresponding mean and median values are \( \langle h_p \rangle = 0.69 \text{ m}, \text{med}(h_p) = 0.50 \text{ m} \). The Kolmogorov-Smirnov test [Ayyub and McCuen, 1996] of the goodness of the fit suggests that (7) cannot be rejected as a probability model for the empirical CDF \( (p\text{-value} = 0.89; \text{K-S statistics are 0.032, which is less than the K-S critical value of 0.076 at the 95% confidence level}) \).

Lozovatsky and Fernando [2002] pointed out that the probability distributions of the sizes of turbulent regions as well as other properties of turbulence, such as turbulent scales and patch-averaged dissipation rates, are expected to be lognormal due to the similarity between the breakdown of turbulent eddies and the sizes of particles resulting from a series of successive statistically independent breakdowns, which is considered as asymptotically lognormal [Kolmogorov, 1941].

4.3.2. The Thorpe Scale \( L_{Tp} \) Within Patches

The probability distribution of the Thorpe scale \( F(L_T) \) has been analyzed in different aquatic environments mainly based on equal-distance segmentation of the Thorpe displacement profiles. Alford and Pinkel [2000] found that for \( L_T \geq 1.5 \text{ m} \) (CTD measurements in the thermocline of the Pacific Ocean) the tails of a lognormal distribution fit the
empirical data well. Stansfield et al. [2001] also reported
the lognormal model to be an appropriate fit for $F(L_T)$ in
the pycnocline of the Juan de Fuca Strait based on CTD
measurements. Kitade et al. [2003] and L. M. Huzey and T. M.
Powell (Tidal variation in turbulent eddy sizes in an estuary,
unpublished manuscript, 2005) showed histograms of $L_T$
that are clearly skewed to high values. The authors stated
that the distributions were definitely not normal, but no
formal approximation was suggested. All of these results
were obtained for $L_T$ larger than 0.4 m. It should be noted
that the Thorpe scale in all the publications referred to was
calculated at fixed, equally distant segments of the water
column. For such a type of $L_T$ data, Lorke and Wüest [2002]
found exponential rather than lognormal distribution to be
the best fit for $F(L_T)$. The measurements were taken in
Lakes Baikal (Russia), Neuchâtel (Switzerland), and Müggelsee
(Germany). The exponential model can be appropriate
for $F(L_T)$ when $L_T$ is calculated at the segments of
d$T_p(x)$ profiles with arbitrary (usually equal) length, where
the probability of zero $L_T$ is not zero. For microstructure
patches, however, the exponential model cannot be applied
because $F(L_T = 0)$ must be zero, since $L_T = 0$ contradicts
the definition of a patch.

[45] In this study, we calculated the Thorpe $L_Tp$ scales
inside the microstructure patches. The CDF of the Thorpe
scale for MT patches $F(L_Tp)$ shown in Figure 10b can be
fitted by lognormal distribution in the range 0.05 m < $L_Tp$ <
~0.4 m, which covers ~85% of the data. The parameters of
the distribution are $\mu = -2.46 \pm 0.05$ and $\sigma_{L_Tp} = 0.52 \pm 0.04$.
The mean value $\langle L_Tp \rangle = 0.10$ m and the median value
$med(L_Tp) = 0.08$ m. The K-S test for lognormal models,
however, is very close to its critical value at a level of 95%,
and the goodness of the fit for $L_Tp$ is lower than that for $h_p$.

4.3.3. The Normalized Patch Thorpe Scale $L_Tp/h_p$

[46] The CDF of the normalized patch Thorpe scale $L_Tp/h_p$
is plotted in Figure 10c for the patches detected in the MT.
Therefore, we explored several statistical models that may
be represented as the probability distribution of $L_Tp/h_p$. One
such model is the Weibull [1951] distribution, which was
suggested by Lozovatsky and Erofeev [1993] as a way of
approximating the CDFs of the fine structure inhomogene-
ities of $N^2$ on the assumption that stratification has the
highest probability of being destroyed by turbulence in
the layers of random thickness with the lowest $N^2$. Using
the analogy between breaking events and turbulent overturns
responsible for random generation of quasi-homogeneous
(mixed) fine structure layers and the generation of turbulent
patches, we can apply this approach to the distribution of
$L_Tp/h_p$.

[47] The Weibull distribution

$$F \left( \frac{L_Tp}{h_p} \right) = 1 - \exp \left[ - \left( \frac{L_Tp}{h_p} \right) \right] \quad 0 < \frac{L_Tp}{h_p} < \infty \quad (8)$$
is specified by the scale $\lambda_{w}$ and shape $c_{w}$ parameters,
which are related to the mean $\langle L_Tp/h_p \rangle$ and root mean square (rms)
$\sigma_{L_Tp/h_p}$ values of $L_Tp/h_p$ through the Gamma function $\Gamma(x) =
\int_0^\infty t^{x-1} e^{-t} dt$ as follows,

$$\langle L_Tp/h_p \rangle = \lambda_{w} \Gamma(\Phi), \quad \text{where} \quad \Phi = 1 + \frac{2}{c_{w}} \quad (9a)$$

and

$$\sigma_{L_Tp/h_p} = \lambda_{w} \Gamma(\Phi - 1) \Gamma(1/2) \quad (9b)$$

It should be noted that the Gamma function in equations (9a) and (9b) depends only on the shape parameter $c_{w}$.

[48] The Weibull model fits the empirical $F(L_Tp/h_p)$ well
in the range 0.07 < $L_Tp/h_p$ < 0.5, which covers ~95% of the
distribution, leaving out only 5% of the smallest $L_Tp/h_p$
(Figure 10c, solid line). The maximum likelihood estimates
of the scale and shape parameters with 95% confidence
intervals are $\lambda_{w} = 0.21 \pm 0.02$ and $c_{w} = 1.94 \pm 0.16$. It is
evident that Weibull distribution is a good estimator of the
normalized patch Thorpe scale in the metalimnion.

[50] The Weibull model has also been applied to the
distribution of the Thorpe scale in a weakly stratified surface
layer of the Boadella reservoir (Catalonia, Spain) during a
period of wind-induced turbulence [Roget et al., 2006].
Because the entire surface layer was turbulent during the
period of measurements, its depth could be considered as $h_p$
and it is therefore possible to compare the distributions of
$L_Tp/h_p$ in the Boadella reservoir and Lake Banyoles.
Although the scale parameters of the corresponding Weibull
approximations for Boadella and Banyoles are very differ-
ent, the shape parameters $c_{w}$ appear to be almost the same.
In Boadella, $c_{w} = 2.0$ with a 95% confidence interval
between 1.74 and 2.30; in Banyoles, $c_{w} = 1.94 \pm 0.16$. This
might be a coincidence, but it is also possible that the value
$c_{w} < 2$ of the shape parameter is related to the nature of
turbulence, which associated with shear instability in both
cases. When $L_T$ was analyzed in two double-diffusion
convective layers with constant but different thicknesses $h_p$
[Sanchez and Roget, 2007], it was found that the distribu-
tions of $L_Tp/h_p$ could be approximated with a 95% of con-
fidence by the Weibull model with $c_{w} = 4.2$ for the both
layers. This may indicate that the shape parameter of the
Weibull distribution of the normalized patch Thorpe scale
can characterize different mechanisms in the origin of the
microstructure.

[51] Since the patch Thorpe scale cannot exceed the size
of a patch (specifically for turbulent events related to indi-
vidual overturns) the probability distribution of $L_Tp/h_p$ has to
be defined on a finite domain $[a, b]$, where $a = 0$ and $b$ are
its lower and upper boundaries. One of the continuous
distributions that satisfies this condition is beta distribution
[Mood et al., 1974] (see review by Evans et al. [2000]) with
the probability distribution function (pdf)

$$pdf(x) = \frac{x^{m-1} (b - x)^{q-1}}{B(m,q)} , 0 < x < b, \quad (10)$$

where $m$ and $q$ are positive parameters of the beta function
$B(m, q) = \int_0^b t^{m-1} (1 - t)^{q-1} dt$.

[52] The beta distribution fit shown in Figure 10c coinci-
des with the Weibull CDF for the upper 95% of the entire
data set. Parameters of the model are $m = 2.56 \pm 0.47$ and
$q = 10.65 \pm 2.07 (b = 1)$, and the mean value $\langle L_Tp/h_p \rangle = 0.19$.

[53] The Weibull and beta approximations were tested
using Kolmogorov-Smirnov statistics with a 95% confi-
dence level. In the case of the Weibull distribution, the p-value, the K-S statistics and its critical value are 0.21, 0.060, and 0.076 respectively, while for the beta model they are 0.35, 0.052, and 0.076. In both cases, K-S statistics are less than the critical value, so neither distribution can be rejected as a probability model for the empirical CDF at the 95% confidence level. The p-value shows that the probability is higher for the beta model than for the Weibull distribution. If we run the test for the 80% confidence level then the Weibull model should be rejected, but not the beta one. It should be noted that the upper limit of the random variable for the beta model is 1, although max(L_{TP}/h_p) < 1.

### 4.3.4. Parameterization of the Normalized Thorpe Scale

The Thorpe scale, L_T, can serve as a good estimator of a characteristic turbulent scale that is used in semi-empirical closures of turbulent mixing in stratified flows. If L_T can be related to the patch size h_p, then the analysis of patch turbulence can be simplified by employing the algorithm of patch identification in a particular layer. It was shown in Section 4.2 that the ratio L_{TP}/h_p varied in the SL depending on the state of turbulence, which is related to the age of the patch [Smyth and Moum, 2000; Smyth et al., 2001]. The median value of L_{TP}/h_p in the MT of Lake Banyoles was 0.18, which is more than twice the median(L_{TP}/h_p) = 0.07 reported by Moum [1996] for large ocean patches detected in the upper part of the main thermocline. It seems the microstructure patches in the lake were mainly observed at an earlier stage of their evolution than was the case with the ocean patches. In general, the value of L_{TP}/h_p is determined by a number of external and internal parameters, which include time at the initial stages of L_{TP}/h_p evolution, but which could be governed by a balance between buoyancy and inertial forces, if turbulence in a patch is sustained by, let us say, ambient shear. For such environments, Lozovatsky and Fernando [2002] introduced a parameterization of L_{TP}/h_p, taking into account its dependence on the so-called patch Richardson number, R_{TP} = N^2 h_p^3/K_T^2, and the patch mixing Reynolds number, R_{mp} = K_T/\nu, where the buoyancy frequency of the background stratification is N^2, diffusivity is K_T, and molecular viscosity is \nu. For geophysical flows (specifically, the Black Sea coastal zone) it was found that

\[
\frac{L_{TP}}{h_p} = 1.5 x + 0.03; \quad x = \frac{(L_{TP}/h_p)^{\text{max}}}{(1 + R_{TP}/R_{TP})^{1/4}(1 + R_{mp}/R_{mp})},
\]

where x is the non-dimensional argument, (L_{TP}/h_p)^{\text{max}} is an asymptotic constant that was estimated to be equal to 0.3, and R_{TP} and R_{mp} are characteristic values of R_{TP} and R_{mp} equal to 60 and 150 respectively.

We tested equation (11) for MT turbulent patches in Lake Banyoles, considering only patches of h_p > 25 cm. The total number of these patches was 281. For about 90% of the patches, the buoyancy Reynolds number exceeded 30, signifying active turbulence. The bin-averaged values of L_{TP}/h_p are shown in Figure 11 and compared with equation (11) using (L_{TP}/h_p)^{\text{max}} = 0.45 rather than the original 0.3 of Lozovatsky and Fernando [2002]. Although the Banyoles samples sit slightly above the line specified by equation (11) for low values of the argument x, they are consistent with previous observations of patch turbulence in the ocean [Dillon, 1982; Gibson et al., 1993], and marine coastal waters [Lozovatsky and Fernando, 2002]. It should noted that the modified value of (L_{TP}/h_p)^{\text{max}} = 0.45 in equation (11) is close to (L_{TP}/h_p)^{\text{max}} = 1/\sqrt{3} = 0.57, which is the case for a single Z-shaped inviscid overturn without mixing [Gibson, 1987]. Smyth et al. [2001] also indicated that (L_{TP}/h_p)^{\text{max}} is close to 0.5 for a young overturn. Based on geometry, Gibson [1987] also proposed a slotted Z-model for an isolated turbulent mixing event where L_{TP}/h_p = 0.41, but De Silva and Fernando [1992] argued that this model is valid only for the initial stages of mixing. Their laboratory experiments with sustained grid turbulence showed that L_{TP}/h_p increases with time during the growing phase of a turbulent patch, which is consistent with the direct numerical simulations (DNS) of Smyth et al. [2001], but in this case (L_{TP}/h_p)^{\text{max}} tends to a constant value ~0.27. A similar result, (L_{TP}/h_p)^{\text{max}} ~ 0.29, was obtained by De Silva et al. [1996]
The histogram of the logarithm of turbulent diffusivities in microstructure patches for the entire data set of 281 patches.

when they were studying the cores of collapsed billows in a series of laboratory experiments. The asymptotic value of \( (L_{TP}/h_p)^{\text{max}} \) may depend slightly on the turbulence generation mechanism, but it is safe to suggest that it is confined to between 0.25 and 0.5. For our data, the best estimate of \( (L_{TP}/h_p)^{\text{max}} \) is 0.45. General dependence of the normalized Thorpe scale on the parameters of background stratification and patch turbulence, which is given by equation (11), agrees well with microstructure measurements in deep and coastal oceans and is now also supported by the data obtained in a small lake.

**4.3.5. Intermittent Mixing and Buoyancy Fluxes**

[56] Small-scale microstructure measurements make it possible to estimate the vertical diffusivities \( K_p = \gamma \varepsilon /N^2 \) [Osborn, 1980] in stratified lakes [Ravens et al., 2000; Etemad-Shahidi and Imberger, 2006; Roget et al., 2006], using the dissipation rate \( \varepsilon \) and the buoyancy frequency \( N \), which are calculated for individual patches (larger than 25 cm) rather than at equally segmented individual profiles [Lozovatsky and Fernando, 2002; Fer et al., 2004; Liu et al., 2009]. The mixing efficiency \( \gamma = 0.2 \) for active turbulence [Oakey, 1982], but in a wide range of \( Ri \) and \( Re \) it is a function of these governing parameters [e.g., Ivey et al., 2008].

[57] To characterize vertical mixing across the entire thermocline using \( K_p \), an appropriate averaging procedure needs to be utilized. We calculated the averaged diffusivity \( K_{MT} \) for every \( i \) profile taking into account that intermittent mixing episodes occupied only a specific fraction of the thickness of the MT. By averaging a large number of turbulent patches over a specified domain (the MT in our case) during relatively long-standing stable background conditions [Nash and Moun, 2002] a representative estimate of \( K_{MT} \) can be deduced. In our case a number of daily measured profiles were obtained under light breezy winds. Hence, the profile averaged diffusivity is calculated as follows:

\[
K_{MT} = \left( \sum_i h_j K_p^i + \left( \overline{T_{MT}} - \overline{T}_j \right) \times D_T \right) / \overline{T}_j, \tag{12}
\]

where the superscript \( i \) represents the number of the profile, \( \overline{T}_p^i \) is the fraction of the MT occupied by turbulent patches, \( \overline{T_{MT}} \) is the mean thickness of the MT, \( h_j \) and \( K_p^j \) are the thickness and diffusivity of the individual patch \( j \), and \( D_T = 1.4 \times 10^{-2} \text{ m}^2 \text{ s}^{-1} \) is the molecular diffusivity.

[58] Only patches with \( h_j > 25 \text{ cm} \) were used in line with the limitations of the \( \varepsilon \) calculation. It should be noted that large patches mostly contribute to the total mixing rate in pycnoclines [Gregg et al., 1986; Yamazaki and Lueck, 1987]. The total number of MT patches with \( h_p > 25 \text{ cm} \) was 281, which is \( \sim 90\% \) of the total number of detected patches.

[59] The state of turbulence in the patches was also evaluated using the buoyancy Reynolds number \( Re_b \). It was found that for 90\% of the patches \( Re_b > 30 \), which indicate active turbulence (see Section 3.2.2). The mean \( Re_b \) for all patches was 2400, and the median 645.

[60] By averaging \( K_{MT} \) over the chosen number of profiles \( i = 2, 3, \ldots 281 \), a characteristic \( K_{MT} \) can be obtained for a specific time period. It is important to note that \( K_{MT} \) represents the mean vertical diffusivity across the MT only for relatively stable background conditions (light afternoon winds) observed in mid-summer during the period of field measurements. The histogram of the distribution of \( \log_{10}(K_p) \) for all turbulent patches is shown in Figure 12. The diffusivities ranged between \( 7.6 \times 10^{-7} \) and \( 1.4 \times 10^{-2} \text{ m}^2 \text{ s}^{-1} \) with a median value of \( 1.29 \times 10^{-4} \text{ m}^2 \text{ s}^{-1} \). The distribution is slightly skewed toward high values, with the skewness \( S \) equalling \( -0.20 \). For approximately symmetric distributions (where the skewness is between \(-0.5 \) and \( 0.5 \)) [Bulmer, 1979]) the mean value of \( K_p \) can be estimated as the geometric mean \( K_p \) [Borrradaile, 2003]. We calculated this value using the bootstrap method [Efron and Tibshirani, 1993]. The bootstrap samples used for the averaging were ten times the actual number of samples. The campaign averaged \( K_p = 1.03 \times 10^{-4} \text{ m}^2 \text{ s}^{-1} \) with 95\% bootstrapped confidence limits of \( 8.50 \times 10^{-5} \) to \( 2 \times 10^{-4} \text{ m}^2 \text{ s}^{-1} \).

[61] The estimate of effective mean diffusivity in the thermocline \( K_{MT} \) computed using equation (12) for the entire period of observations \( i = 281 \) profiles) was \( K_{MT} = 7.03 \times 10^{-5} \text{ m}^2 \text{ s}^{-1} \), which corresponds well to the averaged vertical diffusivities in stratified interiors of lakes and oceans [Ledwell and Watson, 1991; Alford and Pinkel, 2000; Sharples et al., 2001; Etemad-Shahidi and Imberger, 2006]. Values ranging between \( 10^{-5} \) to \( 10^{-4} \text{ m}^2 \text{ s}^{-1} \) were reported by Roget et al. [2006] for measurements on a shallow stratified shelf. The estimate of \( K_{MT} \) obtained, however, may be subject to relatively high variability considering the rather short period of our observations and temporal variations in the internal seiche characteristics in the lake.

[62] In order to characterize vertical transport across the MT we first computed the buoyancy flux for each detected patch as \( \Delta \overline{b} = K_p \overline{N}^2 \) and then averaged it over the entire data set in the same way as was done for \( K_p \) (equation (12)) to provide the buoyancy flux for non-turbulent segments.
The histogram of the logarithm of turbulent diffusivities in microstructure patches for July 1 (gray bars) and June 25 (open bars).

\[ J_{\text{out}} = D_T N_{\text{sp}} \]

The probability distribution of \( \log \left( J_{\text{out}}(h_p) \right) \) can be considered approximately normal, with the skewness \( S \) equaling \(-0.38\). The geometrically averaged \( J_{\text{out}} \) was \((2.29 \pm 0.46) \times 10^{-7}\) W kg\(^{-1}\). The effective mean buoyancy flux \( J_{\text{MT}} \) across the main thermocline computed similarly to \( K_{\text{MT}} \) (equation (12)) and when averaged for the entire period of observations (\( i = 281 \)) was found to be \(1.90 \times 10^{-7}\) W kg\(^{-1}\).

We analyzed the role of internal seiches as the major source of vertical mixing in the thermocline, comparing the distributions of \( K_p \) for June 25 and July 1, when the measurement site was affected by internal seiches in different phases (see Section 4.1). The histograms of two distributions of \( \log_{10}(K_p) \) are shown in Figure 13. It should be noted that for July 1 the histogram is relatively symmetric, but not for June 25. About 60% of the data show \( \log_{10}(K_p) < -4 \), despite of several large diffusivity values in the record. The number of turbulent patches detected on June 25 (55) was significantly less than on July 1 (87). Temporal variations in the thermocline displacement were small (only of a few centimeters) on June 25, but on July 1 they were large (maximum values of about \( \sim 0.5\) m), as can be seen in Figures 3 and 5. Note that large temporal variations in the vertical displacements correspond to a seiche phase with small vertical displacements and, as such, high horizontal velocities and maximum vertical shear. The seiche dynamics were similar on June 27. The mean patch diffusivities for June 25 and July 1 were estimated as \((4.58 \pm 1.71) \times 10^{-5}\) and \((3.65 \pm 0.80) \times 10^{-4}\) m\(^2\) s\(^{-1}\) respectively, with the diffusivities differing by an order of magnitude depending on the phase of the internal seiche. The values obtained on June 25 are close to those reported by Etemad-Shahidi and Imberger [2006] in Lake Biwa and Lake Kinneret.

The mean diffusivities for June 25 and July 1 were computed using only turbulent fractions, which on July 1 occupied about 19% of the MT compared to 10% on June 25.

5. Summary

Microstructure patchiness in stable stratified layers was studied using multiple profiling measurements in Lake Banyoles (Catalonia, Spain) under weak and moderate winds. The probability distributions of patch sizes \( h_p \) and turbulent scales (the patch Thorpe \( L_{Tp} \) scale and the normalized patch Thorpe \( L_{Tp}/h_p \) scale) were analyzed. Microstructure patches were detected across the entire water column but we focused our analysis on the main thermocline in the interior of the lake.

Free-falling profiler measurements and a comprehensive algorithm of the data processing allowed us to identify small turbulent patches, calculate the patch Thorpe scales and analyze the corresponding probability distributions of \( h_p \), \( L_{Tp} \), and the normalized patch Thorpe scale \( L_{Tp}/h_p \). It should be noted that the lack of small patches in the CTD-based data [e.g., Peters et al., 1995; Stansfield et al., 2001; Lee et al., 2009] negatively influences basic patch statistics and their probability distribution.

Table 2 summarizes parameters of the probability distributions of \( h_p \), \( L_{Tp} \), and \( L_{Tp}/h_p \) separately for the entire set of patches (very small patches of \( L_{Tp} < 4\) cm were not considered due to noise restrictions) and for patches of \( h_p > 25\) cm, which were used for the calculation of \( c \).

The goodness of the fits and the appropriate range of the corresponding variables for the proposed CDFs are shown in Table 2. For the entire data set, the empirical CDF of patch sizes can be well fitted by a lognormal model deviating from lognormality by only CDF(\( h_p < 0.03\) and CDF(\( h_p > 0.97\). When small patches (\( h_p < 25\) cm) are not included in the analysis of the CDF, the lower tail starts to deviate from the lognormal distribution at a much higher CDF(\( h_p ) \approx 0.15\) (see Table 2). The lack of vertical resolution, which prevents identification of small patches, may explain sharp cuts in the tails of the lognormal model reported by several authors [Lozovatsky et al., 1993; Stansfield et al., 2001].

A sharp cut in the lower tail of the \( L_{Tp} \) distribution is also observed for 15% of our data, which could be a result of the constraints of the patch identification method (\( L_{Tp} > 4\) cm). When only patches with \( h_p > 25\) cm were analyzed, the range of validity for the lognormal fit to the empirical CDF(\( L_{Tp} \)) extended from an initial 15% to 8%. Insufficient resolution of profiling measurements may explain sharp tails at small scales of \( L_T \) probability plots [Alford and Pinkel, 2000; Stansfield et al., 2001] and the difficulties with fitting data to lognormal distribution reported by Kitade et al. [2003] and L. M. Huzzey and T. M.
was small, suggesting that those patches were probably less than 10 cm. The range of validity (m) can be parameterized by equation (11). The Richardson number decreases with patch size (m).

Patches with size of the oceanic patches ranged between 3 and 15 m, sometimes reaching several hundred meters. The short period of observation may, however, have affected the robustness of the estimates of averaged diffusivities and buoyancy fluxes obtained across the thermocline.

Table 2. Statistical Parameters of Lognormal Distributions of \( h_p \) and \( L_T/h_p \) and the Weibull and Beta Distributions of \( L_T/h_p \) in Patches From the Main Thermocline

<table>
<thead>
<tr>
<th>Parameters CDF</th>
<th>Lognormal Distribution</th>
<th>K-S Goodness-of-Fit Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu ) \begin{tabular}{c} ( \sigma ) \end{tabular} \begin{tabular}{c} med(( h_p )) \begin{tabular}{c} (m) \end{tabular} \end{tabular} \begin{tabular}{c} ( \langle h_p \rangle ) \begin{tabular}{c} (m) \end{tabular} \end{tabular}</td>
<td>\begin{tabular}{c} p-Value \end{tabular}</td>
</tr>
<tr>
<td>Entire data set ( (L_T/h_p &gt; 4 \text{ cm}) )</td>
<td>-0.65 \begin{tabular}{c} 0.75 \end{tabular} 0.50 0.69</td>
<td>0.89</td>
</tr>
<tr>
<td>Patches with ( h_p &gt; 25 \text{ cm} )</td>
<td>-0.42 \begin{tabular}{c} 0.60 \end{tabular} 0.62 0.78</td>
<td>0.19</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters CDF</th>
<th>Lognormal Distribution</th>
<th>K-S Goodness-of-Fit Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu ) \begin{tabular}{c} ( \sigma ) \end{tabular} \begin{tabular}{c} med(( L_T/h_p )) \begin{tabular}{c} (m) \end{tabular} \end{tabular} \begin{tabular}{c} ( &lt; L_T/h_p ) \begin{tabular}{c} (m) \end{tabular} \end{tabular}</td>
<td>\begin{tabular}{c} p-Value \end{tabular}</td>
</tr>
<tr>
<td>Entire data set ( (L_T/h_p &gt; 4 \text{ cm}) )</td>
<td>-2.46 \begin{tabular}{c} 0.52 \end{tabular} 0.08 0.10</td>
<td>0.053</td>
</tr>
<tr>
<td>Patches with ( h_p &gt; 25 \text{ cm} )</td>
<td>-2.39 \begin{tabular}{c} 0.51 \end{tabular} 0.09 0.11</td>
<td>0.51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters CDF</th>
<th>\begin{tabular}{c} Weibull Distribution \end{tabular}</th>
<th>K-S Goodness-of-Fit Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \lambda_w ) \begin{tabular}{c} ( \epsilon_w ) \end{tabular}</td>
<td>\begin{tabular}{c} p-Value \end{tabular}</td>
</tr>
<tr>
<td>Entire data set ( (L_T/h_p &gt; 4 \text{ cm}) )</td>
<td>0.21</td>
<td>1.94</td>
</tr>
<tr>
<td>Patches with ( h_p &gt; 25 \text{ cm} )</td>
<td>0.19</td>
<td>1.99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters CDF</th>
<th>\begin{tabular}{c} Beta Distribution \end{tabular}</th>
<th>K-S Goodness-of-Fit Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>\begin{tabular}{c} ( m ) \end{tabular} \begin{tabular}{c} ( q ) \end{tabular} \begin{tabular}{c} ( b ) \end{tabular}</td>
<td>\begin{tabular}{c} p-Value \end{tabular}</td>
</tr>
<tr>
<td>Entire data set ( (L_T/h_p &gt; 4 \text{ cm}) )</td>
<td>2.56 \begin{tabular}{c} 10.65 \end{tabular} 1</td>
<td>0.35</td>
</tr>
<tr>
<td>Patches with ( h_p &gt; 25 \text{ cm} )</td>
<td>2.80 \begin{tabular}{c} 13.81 \end{tabular} 1</td>
<td>0.38</td>
</tr>
</tbody>
</table>

\( ^{a} \)K-S statistics value is compared to the critical value of the test.

Powell (Tidal variation in turbulent eddy sizes in an estuary, unpublished manuscript, 2005). It is worth noting, however, that small patches do not substantially modify the parameters of \( L_T/h_p \) distribution, because large eddies dominate the Thorpe scale values [Stansfield et al., 2001; Lorke and Wüest, 2002].

[71] It has been suggested [Lozovatsky and Fernando, 2002] that the ratio \( L_T/h_p \) depends on the patch Richardson number \( R_{ip} = N^2 h_p^2/K_p^2 \) and the patch mixing Reynolds number \( R_{mp} = K_p/v \) and can be parameterized by equation (11). The patch Richardson number reflects the balance between buoyancy and small scale shear inside patches. This shear is an integral of the dissipation spectrum between the lowest wave number proportional to \( 2\pi/h_p \) and the highest possible wave number specified by the shear signal. The diffusivity \( K_p \) is a measure of this shear and the powers of \( N, K_p \) and \( h_p \) follow the requirement to make the combination non-dimensional. The ratio \( L_T/h_p \) decreases with \( R_{ip} \), because the patch Richardson number is an analog of the inverse Ozmidov scale \( L_{N}^{-1} \sim (N/V)^{1/2} \).

[72] The empirical CDF of \( L_T/h_p \) is well approximated by Weibull and beta distributions in a range covering about 95% of the data. The median value of \( L_T/h_p \) (0.17) appears to be about two times larger than that reported by Moum [1996] for a series of ocean patches detected in the main pycnocline of the North Atlantic \( [\text{med}(L_T/h_p) = 0.07] \). The size of the oceanic patches ranged between 3 and 15 m, while the lake patches were much smaller (the largest being \( h_p < 4 \text{ m} \)). The background stratification in the ocean (a characteristic \( N \sim 0.005 \text{ s}^{-1} \)) was much weaker than in the lake. Ocean patches selected for the analysis were large and not very energetic (with \( \epsilon \) less than \( 10^{-5} \text{ W} \text{ kg}^{-1} \) in more than 50% of cases). Therefore, the median of the ratio of \( L_T/h_p \) was small, suggesting that those patches were probably observed at a later stage of their evolution compared to the patches in the lake.

[73] Different phases of the oscillation cycle of internal seiches in the lake affected the vertical shear in the thermocline and, as the result, the generation of turbulent patches. The temporal variability of vertical mixing was analyzed based on the averaged vertical diffusivities estimated from the microstructure patches. When large vertical displacements of the isotherms (i.e., maximum vertical shear) were observed (July 1) the averaged diffusivity was higher than in the phase of very low internal seiche amplitude (June 25). The short period of observation may, however, have affected the robustness of the estimates of averaged diffusivities and buoyancy fluxes obtained across the thermocline.

[74] Episodic wind gusts lasting a few minutes with \( U_{10} \) exceeding 6 m s\(^{-1}\) transferred ~1.6% of the wind energy to the surface mixed layer and ~0.7% to the stratified water interior, generating large (with \( h_p \) sometimes reaching several meters) but rare microstructure patches in the hypolimnion. It is likely that sharp wind gusting generates strong horizontal fluctuations of pressure that induce short-lived strong horizontal and vertical shear instabilities that stir and mix the water interior.

[75] These large but rare turbulent events (we observed only ten of them) belong to a different statistical population from regular MT patches. Large and regular patches are supposed to be governed by different statistical regularities and correspond to different probability distribution functions. Having a long series of wind induced large patches would make it possible to obtain valuable statistical characteristics of these rare events by analyzing their CDF and comparing it with the extreme value distribution model. Special long-term field measurements are needed to shed light on this problem.
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