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Abstract

We introduce a simple and general scheme to derive from wavefuntion analysis the most

appropriate atomic/fragment electron configurations in a molecular system, from which oxi-

dation states can be inferred. The method can be applied for any level of theory for which the

first-order density matrix is available and unlike others it is not restricted to transition metal

complexes. The method relies on the so-called spin-resolved effective atomic orbitals which

for the present purpose is extended here to deal with molecular fragments/ligands. We describe

in detail the most important points of the new scheme, in particular the hierarchical fragment

approach devised for practical applications. A number of transition metal complexes with dif-

ferent formal oxidation states and spin states, and a set of organic and inorganic compounds are

provided as illustrative examples of the new scheme. Challenging systems such as transition

state structures are also tackled on equal footing.

∗To whom correspondence should be addressed
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1 Introduction

The concept of formal oxidation state is widespread in transition metal chemistry and in the study

of redox and catalytic reactions. The reactivity, spin-state, spectroscopic and geometrical features

of transition metal (TM) complexes are often rationalized on the basis of the oxidation state of the

metal center. In coordination chemistry the so-called oxidation number is defined as the charge

left on the central atom after removing all ligands along with the electron pairs they share with

it. In general, oxidation states (OS) are obtained by assigning integer number of electrons to

the atoms/ligands according to some rules. However, in complicated bonding situations involving

non-innocent ligands or in intermediates or transition states of reactions the formal OS assignments

may be rather ambiguous. Doubtless there is need for computational approaches to deal with such

difficult cases.

OS are intrinsically related to electronic distribution but the atomic charge after the formal

electron counting is only imaginary. Electronic populations do change with oxidation/reduction of

the metal center but they are only a pointer of the OS.1,2 Even spin populations need a previous

knowledge of the electronic structure (spin state),3 and are futile for pure singlet states, for which

the spin density vanishes.

Empirical methods such as the Bond Valence sum model4 can provide estimates of the oxida-

tion states of TM complexes from the molecular geometry. On the other hand, there have been

several attempts to derive OS from first principles. Sit et al.5 used projection techniques to ob-

tain d-orbital populations of the central metal atom in TM complexes. Knizia applied the same

approach using a different set of reference’s d-orbitals.6 Unfortunately the method is limited to

TM complexes and can not deal with metal-metal bonds. Thom et al.3 applied population analysis

over localized orbitals to assign individual electrons to atoms according to a threshold. Sit et al.7

introduced another interesting approach for plane-wave calculations in which the position of the

centers of gravity of maximally-localized Wannier functions were used to assign the electrons to

the closest center.

In this work we wish to take a somewhat different approach to the problem by focusing on the
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most appropriate definition of the effective electronic configuration of the atoms/fragments within

a molecular system. For this purpose one needs, first of all, to rely on some sort of natural-type

atomic orbitals and their occupancies. There are a number of approaches in the literature that

provide natural-type atomic orbitals.6,8–19 For the present purpose, one of the necessary features

is that the natural-type atomic orbitals must exhibit (in terms of occupation numbers) a clear-cut

separation between the occupied and virtual atomic orbitals. For instance, Cioslowski’s atomic

orbitals14 in molecules (AOIM), which exhibit a number of interesting properties, would not be

adequate for the present purpose. The method should be applicable on equal footing for any level

of theory. Some approaches that focus on the concept of minimal atomic basis6,16–18 are essentially

applicable for mean-field theories. Also, it should not depend upon the nature of the underlying

basis set, that is, be applicable when core potentials are used or the molecular orbitals are expanded

over plane waves.20,21 Finally, definitions of functional groups/molecular fragments should be

possible within the formalism.

In our opinion, the most appropriate tool for the present purpose are the the so-called effective

atomic orbitals8,12,13,15,22 (henceforth eff-AO-s). In this approach the net atomic population is

expressed in terms of an orthonormal set of hybrids and their occupation numbers. The shape and

occupation number of the hybrids faithfully reproduce the core and valence shells of the atoms;

those with occupation numbers close to 2 are associated to core orbitals or lone pairs, whereas those

with smaller but significant occupation are identified with the atomic orbitals directly involved in

the bonds. The remaining eff-AO-s are marginally occupied and have no chemical significance.

For most atoms the number of hybrids with significant occupation number always coincide with

the classical minimal basis set, except for those that exhibit hypervalent character.13

In this work we will show how formal oxidation states can be easily derived in a general

manner from the proper analysis of the occupation numbers of the eff-AO-s of individual atoms

or molecular fragments. In the next section we will briefly review the formalism of the eff-AO-s.

Then we will describe a hierarchical fragment approach devised for practical applications of the

scheme, as well as several illustrating examples.
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2 Spin-resolved effective atomic orbitals

Let us consider a spin-unrestricted single-determinant wave function built from nσ singly occupied

molecular orbitals (MO-s), {ϕσ
i (~r)}i=1,nσ

, where σ = α ,β . For each atom A of the molecule one

can define the intra-atomic part or every MO as

ϕ
A,σ
i (~r)≡ ϕ

σ
i (~r)wA(~r), (1)

where wA(~r) is a non-negative weight function satisfying the requirement ∑A wA(~r) = 1, which

defines the fuzzy domain of atom A in the molecule. For each spin case one can build a nσ × nσ

overlap matrix of the "intraatomic" MOs, QA,σ , with elements

QA,σ
i j =

∫
ϕ

A,σ
i
∗
(~r)ϕA,σ

j (~r)d~r. (2)

The hermitian matrix QA,σ is diagonalized by the unitary matrix UA,σ

UA,σ †QA,σ UA,σ = diag{λ A,σ
i }. (3)

The normalized spin-resolved eff-AO-s for atom A are obtained as a linear combination of the

intraatomic part of the MOs as

χ
A,σ
i (~r) =

1√
λ

A,σ
i

nσ

∑
µ

UA,σ
µi ϕ

A,σ
µ (~r) i = 1,nA

σ , (4)

where nA
σ is the number of non-zero eigenvalues λ

A,σ
i . The latter are the corresponding occupation

numbers of the spin-resolved eff-AO-s,23 with 0 < λ
A,σ
i ≤ 1.

We have just described how the eff-AO-s are obtained in the framework of 3D-space analy-

sis, rendered by the atomic weight functions.15 A remarkable feature of the eff-AO-s is that they

can be derived for essentially any atom in molecule definition. Indeed, they were originally de-

rived for Mulliken-type approaches,12 and later reformulated for the Quantum Theory of Atoms in
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Molecules (QTAIM)13,22 3D-space partitioning. The chemical picture emerging from the eff-AO-s

is virtually independent of the underlying atomic definition used. The shape of the highly occupied

hybrids do not change significantly, and only the occupation numbers exhibit some differences. For

instance, in Mulliken-type Hilbert-space analysis the occupation numbers λ
A,σ
i are not strictly re-

stricted to the 0≤ λ
A,σ
i ≤ 1 range so that 3D-space analysis appears to be more appropriate from a

conceptual perspective. For non-overlapping atomic domains such as in QTAIM, the eff-AO-s have

special properties, e.g. the eff-AO-s on different atoms form a (numerical) atomic basin-centered

orthogonal basis set and the occupation numbers do add up to the total number of electrons in the

system.22 These last two properties are also fulfilled by the Löwdin-type Hilbert-space eff-AO-s,

introduced in this work and described in the Appendix.

Another relevant aspect is that the eff-AO-s can be easily obtained for any level of theory,

provided a first-order density matrix is available (in the case of Kohn-Sham DFT the latter is

approximated by the usual HF-like expression).15 As noted by Mayer,13 the eff-AO-s of a given

atom A can also be obtained from the diagonalization of the matrix PSA, where P is the LCAO

density matrix and SA is the intra-atomic overlap matrix in the actual (AO or MO) basis. This

permits the straightforward generalization to correlated wave functions, from which the P matrix

is usually available. Moreover, since they can be derived from the intra-atomic part of the density

but in the MO basis, they can also be obtained even in the absence of an underlying atom-centered

basis set, i.e., for a plane wave calculation.21

3 Effective Oxidation States analysis

The fundamental part of the present approach is how to use the information provided by the eff-

AO-s and their occupation numbers in order to derive the most appropriate electron configuration

of the atoms/fragments within the molecule. The easiest avenue would be simply to round up

the occupation numbers of the eff-AO-s to the nearest integer. Such a naïve approach has several

drawbacks that makes it inapplicable. First of all, by doing the rounding process for all centers
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one may end up with a different number electrons than were originally in the molecule (typically

less because the sum of the net populations is smaller than the number of electrons). Secondly,

the values of the occupation numbers may differ from one atomic definition to another, leading to

an undesired strong dependence upon the particular atomic definition used in the eff-AO construc-

tion. And last but not least, the effective electron configuration of a given atom within a molecule

necessarily affects that of the remaining atoms, as the (integer) electrons need to be redistributed.

Thus, it appears more appropriate to distribute the electrons among the atoms by comparing the

occupations of the eff-AO-s on different atoms, rather than independently rounding them. More-

over, in order to conserve the number of alpha and beta electrons in the process one should obtain

the eff-AO-s associated to the alpha and beta intra-atomic density separately. The proposed strat-

egy is (i) to collect the alpha eff-AO-s that are significantly populated for all centers, (ii) to sort

them according to decreasing occupation number, and (iii) to assign integer alpha electrons to

the eff-AO-s of the centers with higher occupation number, until the number of alpha electrons is

reached. Then, proceed analogously for the beta electrons. By this procedure an effective elec-

tronic configuration is obtained for each atom. The effective oxidation state (EOS) of each atom

is simply given by the difference between its atomic number and the number of alpha and beta

electrons that have been assigned to it. Note that the EOS of a given atom does not only depend

upon the population of its eff-AO-s but also on that of the remaining atoms, and of course on the

total number of alpha and beta electrons of the molecule. This scheme can be applied to basis sets

including effective core potentials. Simply, the electrons described by the atomic core potential are

assigned to the given atom, and then removed from the number of alpha and beta electrons that are

distributed in steps (i)-(iii).

In addition, the occupation numbers of the frontier eff-AO-s, namely the last occupied, λ σ
LO,

and the first unoccupied, λ σ
FU , eff-AO-s can be used to indicate how close the formal picture given

by the EOS is to the actual electronic distribution of the system. Ideally, these occupations should

be close to 1 and 0, respectively, but such values are only expected for non-interacting atoms. In

practice the atoms share the electrons and this is clearly reflected in the relative occupation numbers
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of their eff-AO-s. Since the EOS are determined by integer electrons, we assume that when λ σ
LO and

λ σ
FU differ by more than half electron (i.e., a full electron rounding up the difference in occupation

number) the assignation of EOS is considered as indisputable. Thus, from the occupation numbers

of the frontier eff-AO-s one can derive a simple global index to quantify how reliable the formal

picture of the oxidation states is. For each spin case one can compute the following quantity

Rσ (%) = 100 min(1,max(0,λ σ
LO−λ

σ
FU +1/2)), (5)

and then R = min(Rα ,Rβ ), that is the overall R index is the minimum value obtained for either the

alpha or beta electrons. The larger the R value the closer the overall assignation of the EOS is to

the actual electronic structure of the system. Note that R can take values formally from 0 to 100%,

where values below 50% indicate that the assignation of the electrons has not followed an aufbau

principle according to the occupation numbers of the eff-AO-s. The latter can be used to answer

the question how do the system conforms with a given set of oxidation states, rather than which are

the most appropriate formal oxidation states for the system.

In some occasions it may occur that the frontier eff-AO-s are degenerated due to symmetry,

which in principle would yield a R value of 50%, the worst case scenario. In that case, however,

one may choose to assign half-electron to each of the two centers involved, so that both degen-

erated eff-AO-s are considered as occupied. Note that for spin-restricted wave functions this is

essentially equivalent to assigning the alpha electron to one center and the beta electron to the

other (e.g. for symmetric bis radical ligand metal complexes, see below). For mixed-valence com-

plexes in general, such as in the [Cu3S2]2− core,24 one can either assign non-integer electrons to

the center with (near) degenerate eff-AO-s or follow steps (i)-(iii), thus selecting one of the possi-

ble alternatives with integer oxidation states. The second option is probably more appropriate for

electron delocalized systems.25 Nevertheless, for these particular cases the designation of EOS is

somewhat ambiguous.
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4 Hierarchical fragment/ligand approach

Practical applications of the method may involve reaction intermediates or transition state (TS)

structures of complexes exhibiting bulky and/or non-innocent ligands. When the number of atoms

of the system is large, accidental pseudo degeneracies of the occupation numbers of the eff-AO-

s are likely to occur, which difficult the assignation of EOS. Also, in most cases one is merely

interested in the oxidation state of the TM atoms and the formal charge of the ligands, and not

necessarily that of all atoms forming them. In particular, when the latter include hydrocarbyl

groups or units exhibiting extremely apolar bonds, the mere concept of formal charges is doubtful

(and establishes the limit of applicability of the present approach, as shown in the last section).

A slightly more involved but more efficient strategy is a hierarchical approach, by which molec-

ular fragments are defined before the eff-AO analysis in a first iteration. That is, instead of eff-AO-s

we obtain effective fragment orbitals by using in eqn. 1 fragment weight functions of the form

wK(~r) = ∑
i∈K

wi(~r), (6)

where the sum runs for all atoms of molecular fragment K. In TM complexes the fragments are

typically identified with the metal atom, the ligands and the molecular species that may be present,

such as reactants or explicit solvent molecules, if any. Then, the steps (i)-(iii) described above lead

to the proper distribution of the electrons of the system among the different fragments. In a second

iteration, if necessary, the EOS of the individual atoms (or subfragments such as functional groups)

forming a fragment can be derived by computing their eff-AO-s and by distributing only the alpha

and beta electrons that were assigned to the fragment in the first iteration, following again steps

(i)-(iii).

One can anticipate that when the identification of the fragments is disputable (e.g., presence of

stretched bonds or atomic clusters) different EOS might be obtained for different fragment defini-

tions. In this case, the values of the R index can be very useful to establish the most appropriate

chemical picture emerging from the analysis.
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5 Computational details

The wave function and electron densities of all systems have been computed at the UB3LYP/6-

31G* level of theory (unless otherwise stated) using Gaussian03 package.26 The spin-resolved

effective atomic orbitals (eff-AO-s) and effective oxidation states (EOS) have been obtained with

APOST-3D program,27 using a 70× 434 atomic grid for the numerical integration. The topological

fuzzy Voronoi cells (TFVC) atomic definition28 was used throughout with a threshold on the eff-

AO occupations of 0.01 (i.e., eff-AO-s with occupation numbers below the threshold were ignored),

unless otherwise stated.

6 Illustrative examples

We have considered a number of examples to show the usefulness of the present approach. First of

all, we have carried out a systematic study of a series of octahedral TM complexes with different

ligands and a well-established metal’s oxidation state. The same set was used by Thom et al..

for the calibration of their Localized Orbital Bond Analysis scheme.3 The results are gathered on

Table 1.

Table 1: R(%) index values for a set of 32 octahedral complexes. HS and LS stand for high-spin
and low-spin, respectively. Roman superindices indicate the formal oxidation state of the TM
atom.

metal/ligands Cl− H2O H2O CN− CO
(HS) (HS) (LS) (LS) (LS)

VII 100 100 - 99 100
MnII 100 100 100 97 100
MnIII 87 100 100 95 93
FeII 100 100 100 99 97
FeIII 100 100 100 85 91
NiII 100 - 100 98 100
ZnII 100 - 100 99 100

The computed EOS for the central metal atom are in agreement with the chemically expected

values in all cases, with high values of the R index. The analysis also yielded EOS of (H(+))2O(2−),
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C(2+)N(3−) and C(2+)O(2−) for the H2O, CN− and CO ligands, respectively, again conforming

with chemical expectations. In 21 out of 32 cases the EOS assignation can be considered as

unquestionable (R=100%). The worst case is given by the low-spin Fe(CN)3−
6 complex, still with

a pretty high R value of 85%. Let us analyze in more detail the eff-AO analysis for this species

and the EOS assignation process. In Table 2 we collect the occupation number and types of all

eff-AO-s for both the alpha and beta parts. All six CN− ligands are symmetry equivalent, hence

the type and occupation number of the eff-AO-s are given for one representative C and N atom.

The orbital type is determined by inspection of the eff-AO-s obtained for each atom.

Table 2: Full eff-AO analysis for the Fe(CN)3−
6 complex. The frontier eff-AO-s for each spin case

are marked in bold (last occupied) and bold itallic (first unoccupied). Unoccupied eff-AO-s in
itallics.

eff-AO λ α eff-AO λ α eff-AO λ β eff-AO λ β

type type type type
Fe C Fe C

1s 1.000 1s 0.996 1s 1.000 1s 0.996
2s 1.000 2s 0.694 2s 1.000 2s 0.708
2p 1.000 2p 0.235 2p 1.000 2p 0.246
2p 1.000 2p 0.232 2p 1.000 2p 0.239
2p 1.000 2p 0.153 2p 1.000 2p 0.153
3s 0.991 – 0.014 3s 0.990 – 0.015
3p 0.983 – 0.013 3p 0.982
3p 0.983 3p 0.982
3p 0.982 3p 0.982
3d 0.876 N 3d 0.827 N
3d 0.848 1s 1.000 3d 0.827 1s 1.000
3d 0.848 2s 0.997 3d 0.305 2s 0.997
3d 0.344 2p 0.728 3d 0.263 2p 0.729
3d 0.314 2p 0.703 3d 0.099 2p 0.702
4s 0.103 2p 0.701 4s 0.049 2p 0.665
– 0.050 – 0.020 – 0.048 – 0.021
– 0.050 – 0.048
– 0.049 – 0.032

The EOS for this system are obtained as follows. There are 54 alpha electrons that need to

be distributed among the set of alpha eff-AO-s. After sorting the alpha eff-AO-s by decreasing

occupation number, 12 alpha electrons are assigned to the Fe atom, 5 to each of the six N atoms
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(30) and 2 to each of the C atoms (12). The last occupied overall alpha eff-AO belongs to either

one of the six C atoms with, λ α
LO=0.694. The first unoccupied alpha eff-AO is a d-type orbital of

the Fe atom, with λ α
FU =0.344. The corresponding value of the Rα index is 85%. For the beta part

there are 53 electrons. An analogous procedure assigns 11 electrons to the Fe atom, 5 to each of

the six N atoms (30) and 2 to each of the six C atoms (12). The last occupied overall beta eff-AO-s

belongs now to a N atom, with λ
β

LO=0.665, whereas the first unoccupied is again a d-type orbital

on Fe atom with λ
β

FU =0.305. The Rβ (%) index amounts 86% so the overall R value for the EOS

analysis is 85%. Finally, considering only the occupied eff-AO-s, the electron configuration of the

central Fe atom is [Ar]3d54s0, which corresponds to a (low-spin) FeIII oxidation state for the Fe

atom, as expected. For the N and C atoms the effective electronic configurations are 1s22s22p6

and 1s22s22p0, respectively, which correspond to formal N(3−) and C(2+), and an overall CN(−).

As mentioned above, the eff-AO analysis relies on a definition of atom in the molecule. In

order to check how dependent are the EOS on the particular atom in molecule definition we have

performed a systematic analysis for the ten octahedral iron complexes of Table 1 using different

atomic definitions, namely Hilbert-space Mulliken’s8,12,29 and Löwdin’s (see Appendix), Bader’s

QTAIM,13,22,30 and several fuzzy atom schemes such as Hirshfeld,31 Hirshfeld-Iterative32 and the

simplest Becke atoms.33 The results are gathered on Tables S1-S10 of the supporting information.

The EOS obtained are independent of the particular atomic definition in all cases but for FeCN−3
6

using Becke atoms, where the alpha population of a d-type orbital of Fe atom competes with that

of the 2p-type hybrid on all N atoms. As a result, the R index for a FeIII oxidation state is slightly

below 50% for the alpha part. On the other hand, the R values do differ significantly from one atom

in molecule definition to another. Best performing approaches (in terms of higher R(%) values)

are QTAIM, TFVC and Hirshfeld-Iterative. It is worth to remark that for the simplest Becke atoms

the relative size of each pair of bonded atoms is given by a fixed set of atomic radii. As the same

atoms are treated on equal footing in different chemical environments the partial ionic character

of the bonds is not well captured by the Becke approach.15 This problem is solved in the TFVC

approach (and in QTAIM) as the relative atomic size is established by the position of the extrema
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of the density (usually a minimum) between the two atoms. Similar argument can be put forward

for the classical Hirshfeld approach; the iterative version gives the necessary flexibility to describe

larger partial ionic character of the atoms. Mulliken-type results are comparable to Hirshfeld, but

they are not recommended for EOS assignation, as the occupation numbers of the spin-resolved

eff-AO-s are not strictly restricted to the [0,1] range. Moreover, it is well know that Mulliken-type

approaches suffer from basis set dependencies. For this analysis we have used a medium-sized

basis set (6-31G*) with marked atomic character. Experience indicates that, contrary to the 3D-

space approaches, the Mulliken-type results can not be extrapolated to a larger basis such as the

cc-pVTZ one. A much better alternative would be the Löwdin-type approach, which is expected to

temper the basis set effects and were the occupation numbers do conform to the [0,1] range. We can

conclude that for EOS analysis atomic definitions that better take into account bond polarization

are the most appropriate ones. Because of its simplicity we recommend the use of the TVFC

scheme.

On the other hand, the hierarchical fragment approach is illustrated by a number of isolated

hexacoordinated [Fe(Pytacn)] complexes that are involved in C-H catalytic hydroxylation cycles,

where the presence of FeV species has been postulated.34 The tetradentate ligand Pytacn stands

for 1-(2-pyridylmethyl)-4,7-dimethyl-1,4,7-triazacyclononane. The remaining two coordination

positions are occupied by oxygen-containing ligands such as aquo, hydroxo or oxo, formally con-

sidered as H2O(0), OH(1−) and O(2−) species. The structures of the five [Fe(Pytacn)] active species

are depicted in Figure S1 of the Supporting Information. All structures were fully optimized at the

UB3LYP/SDD+6-311G(d,p) level of theory.35 The complexes studied and the results of the EOS

analysis are listed on Tables 3 and 4.
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Table 3: Partial charge (q) and spin populations (ρs) using TFVC on the Fe atoms for the
[Fe(Pytacn)] complexes. a spin-restricted calculation

Complex q q ρs ρs
ideal ideal

[Fe(Pytacn)(H2O)2]2+ 1.28 +2 -a -a

[Fe(Pytacn)(H2O)(OH)]1+ 1.24 +2 -a -a

[Fe(Pytacn)(OH)2]1+ 1.68 +3 4.10 5
[Fe(Pytacn)(OH)2]2+ 1.51 +4 1.88 2
[Fe(Pytacn)O(H2O)]2+ 1.45 +4 1.30 2
[Fe(Pytacn)O(OH)]1+ 1.52 +4 3.14 4
[Fe(Pytacn)O(OH)]2+ 1.50 +5 2.10 3

Neither the charges (q) nor the spin densities (ρs) on the Fe atom can be safely used to the

recognize the OS of the metal. It is particularly noticeable the small differences in the partial

charge of the Fe atom among all species. Whereas formally the Fe atom is found in oxidation

states from (II) to (V), the partial charges obtained are in the narrow range of (+1.24 – +1.68).

Moreover, the partial charge for the formally Fe(III) species [Fe(Pytacn)(OH)2]1+ is even larger

(+1.68) than any of those found for the formally Fe(IV) and Fe(V) species. Conversely, the EOS

analysis using the hierarchical fragment approach yields in all cases the chemically expected OS

for the central Fe atom, as well as for the individual ligands, i.e., Pytacn(0), aquo(0), hydroxo(1−)

and oxo(2−), independent of the spin state and even for the spin-restricted calculations.

Table 4: Lowest occupied and highest unoccupied populations and R(%) index for a number of
[Fe(Pytacn)] complexes

Oxidation States λ α
LO/λ α

HU λ
β

LO /λ β

HU R(%)
FeII bis aquo 0.80 / 0.15 – 100
FeII aquo, hydroxo 0.81 / 0.16 – 100
FeIII bis hydroxo 0.86 / 0.12 0.78 / 0.24 100
FeIV bis hydroxo 0.59 / 0.44 0.71 / 0.33 65
FeIV oxo, aquo 0.67 / 0.37 0.53 / 0.38 65
FeIV oxo, hydroxo 0.56 / 0.52 0.61 / 0.32 54
FeV oxo, hydroxo 0.55 / 0.50 0.46 / 0.46 50

The R values decrease as the OS of the metal increases, indicating that the formal picture of
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the high-valent species is farther from the actual electron distribution than for the low-valent ones.

This is actually expected because the "charges" associated to the OS are only ideal, and the higher

the oxidation state the more the actual atomic populations deviate from the formal ones.

It is worth to analyze in deeper detail the high-valent high-spin [Fe(Pytacn)O(OH)]2+ species.

The EOS analysis yields a high-valent FeV species but the R indices for the alpha (Rα=55%) and

beta (Rβ =50%) contributions are rather low, indicating a significant Fe(IV)–oxyl character. This is

given by the beta electron distribution, as the pseudo-degenerate frontier eff-AO-s with λ β = 0.46

belong to the valence shell of the oxo group and a d-type hybrid on the Fe atom. Nevertheless,

we find remarkable that the EOS analysis still recognizes the high-valent high-spin d3 iron species

with strong FeV character, taking into account the values of the charge and spin densities of the

metal atom and ligands obtained at this level of theory.

Fe(V)                  O2- 

Figure 1: Ideal atomic orbital occupations for a high-spin FeV=O(2−) electron distribution

Indeed, in the ideal high-spin FeV=O(2−) picture (see Figure 1), the spin density on the Fe
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atom should be close 3 and that of the oxo moiety close to zero, as anticipated for a closed-shell

oxo species. For this complex and at this level of theory, the spin density on the Fe atom amounts

only 2.10, whereas a significant value of 0.85 is found on the oxo moiety. Thus, the assignation

of oxidation states based on the analysis of the spin density would probably point towards an

iron(IV)-oxyl picture for this system. The advantage of the EOS analysis introduced here is that

the atomic/fragment populations and spin densities are essentially analyzed in terms of individual

effective orbital contributions. To illustrate this point, in Table 5 we gather the occupations of

the five d-type eff-AO-s obtained for the central Fe atom. The alpha and beta eff-AO-s have been

matched by visual inspection. The EOS analysis indicated that only the first three alpha d-type

eff-AO-s are considered occupied.

Table 5: d-type eff-AO occupations of the Fe atom in the [Fe(Pytacn)O(OH)]2+ species. Occupied
eff-AO-s in boldface type.

σ λ σ

α 0.934 0.932 0.930 0.495 0.451
β 0.163 0.393 0.462 0.322 0.349

α−β 0.771 0.539 0.468 0.173 0.102

The difference in the occupation numbers between these alpha and beta eff-AO-s amounts to

2.05, very close to the overall spin density on the Fe atom (the numbers slightly differ because

we consider only a subset of eff-AO-s and also the occupation numbers are net populations) . So,

in average, there are two more alpha electrons on the Fe atom, but it can be readily seen that

most of this spin population originates from the different alpha and beta occupation of three d-type

eff-AO-s, thus conforming with the ideal chemical picture of Figure 1.

Transition state structures are arguably the most challenging systems, as the conventional rules

for formal electron counting are rather ambiguous. We further illustrate the new approach with the

TS structure depicted in Fig. 2. It corresponds to the H-abstraction step of the catalytic hydroxyla-

tion of cyclohexane with the [Fe(Pytacn)] complex, described at the UB3LYP/SDD+6-311G(d,p)

level of theory. As described in detail by Prat et al.,35 in this step a cyclohexane molecule interacts
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with the oxo group of the high-valent active species [FeV(Pytacn)O(OH)]2+ (last structure on Ta-

ble 4), and a H is transferred to the catalyst. In gas phase, upon the formation of the OH bond, the

reaction proceeds directly towards the formation of cyclohexanol and the [FeIII(Pytacn)(OH)]2+

species.

Figure 2: Transition state for the H-abstraction step of the catalytic hydroxylation of cyclohexane
with [Fe(Pytacn)] catalyst (global charge +2, 〈Ŝ2〉 = 3.80).

For the EOS analysis of the TS structure different fragment definitions can be used. The H

moeity is not yet fully transferred to the oxo group, so besides Fe and Pytacn one can consider

either two OH ligands and a cyclohexyl moiety (option A) or a cyclohexane fragment and the

catalyst formally in [Fe(Pytacn)O(OH)] form (option B). Furthermore, one could also consider

the latter as cyclohexyl and an independent H center, thus defining six fragments. The results of

the EOS analysis for the three alternatives are gathered in Table 6. The fragment analysis clearly

identifies in both cases the Ptacyn and one hydroxyl group as spectator ligands. Moreover, a Fe(IV)

species, that lies between the oxidation states of reactants and products, is also obtained in all cases

as could be foreseen. In fact, one could also consider merely two fragments, namely the Fe and the
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remaining centers. The EOS analysis again yields the metal with a formal oxidation state of +4.

Fe(V)=O     +     H-R Fe(IV)-O     +   H-R              (A)

Fe(V)=O     +     H-R Fe(IV)-O-H   +   R                (B)

Fe(V)=O     +     H-R Fe(IV)=O   +   H+   +   R       (C)

Figure 3: Arrow-pushing diagrams leading to bond patterns and EOS for options A, B and C (see
text).

The differences between fragment definitions lie in the EOS of the fragments/atoms directly

involved in the bond breaking/formation, which gives different pictures of the reactive process, as

illustrated in Figure 3. The R values (and even both Rα and Rβ in borderline situations) can help

to pick one or another fragmentation pattern, but one should typically expect rather low R values

for these ambiguous cases. Clearly, other analysis tools more focused on chemical bonding like

bond order analysis are better designed to decide whether a bond should be considered broken or

not. Once this has been established, the EOS method provides the most appropriate formal picture

derived from the actual electronic distribution, which has a special chemical significance in the

case of transition metals.

For this example, when the H still considered part of a cyclohexane fragment (option A), the

EOS analysis points to a Fe(IV)–oxyl picture, which is also partially present in the reactant species

discussed above. The EOS analysis describes the iron-oxo moiety activation with the oxyl forma-

tion, which is clearly associated with the observed iron-oxo bond elongation (1.706 Å vs 1.628 Å

in the TS structure and the [FeV(Pytacn)O(OH)]2+ reactant, respectively). The Rβ value is how-

ever the lowest one. For the fragment definition C the analysis points towards the presence of an

oxo species and an independent proton transferring from a neutral cyclohexyl moiety. The corre-

sponding unusual arrow-pushing picture in Figure 3C indicates that, formally, iron would gather

an e- from the H–C bond. However, both Rα and Rβ values for option C are small, likely ruling

out the presence of a formal oxo group in the TS structure. On the other hand, option B yields

the larger values for the R indices. Accordingly, the TS structure is probably best characterized by

the picture shown in Figure 3B, where the proton has already been transferred to the oxo group,
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forming a hydroxyl, and again a neutral-radical cyclohexyl.

Table 6: EOS and Rσ values for different fragment definitions for the TS structure of Fig. 2.

Fragments A EOS Fragments B EOS Fragments C EOS
Fe +4 Fe +4 Fe +4

Pytacn 0 Pytacn 0 Pytacn 0
OH -1 OH -1 OH -1
O -1 OH -1 O -2

C6H12 0 C6H11 0 C6H11 0
H +1

Rα=71%, Rβ =59% Rα=62%, Rβ =75% Rα=62%, Rβ =61%

Finally, it is worth to stress that the EOS analysis can be equally applied formally to any

chemical species. In order to search for the limit of applicability of the present approach we have

computed the EOS for a set of organic and inorganic molecules. The results are collected on Table

S11 of the supporting information. All species have been fully optimized at the B3LYP/cc-pVTZ

level of theory. The eff-AO-s have been obtained at the same level of theory using the TFVC

atomic definition.

For the first set of compounds the R values are very high. In all oxygen-containing species

we obtain formal O(2−) for the oxygen atom. In the set of second and third-row hydrides, the OS

of the hydrogen atom may be either (1+) or (1-), depending on the nature (and electronegativity)

of the heteroatom. The R values are again very high except for H2S (R=55%), were the S atom

is in fact predicted to be formally closer to S(2+). The H-S bonds are highly apolar therefore the

formal view of separated charges is quite far from the actual electronic structure of the species.

In fact, for such a small system already the simplest population analysis determines the outcome

of the EOS calculation. We have found that partial charges on S are predicted either positive

(QTAIM, TFVC, Löwdin) or negative (Hirshfeld, Hirshfeld-Iterative, Becke, Mulliken), and for

partial charges below +0.10 the formal oxidation state predicted for S is (2-).

As could be anticipated, the worst scenario for the method are species exhibiting highly apo-

lar bonds such as C-H and C-C ones. The R values for the set of hydrocarbons are around 50%

(and even below) basically because the population of the 1s-type eff-AO on H atoms is compara-
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ble to that of the carbon’s valence hybrids. There is no clear cut distinction between proton and

hydride assignation. These compounds, and very apolar ones indicate the limit of applicability of

the method. Nevertheless, for hydrocarbons and such highly apolar compounds the formal OS are

doubtful and have probably little relevance in most chemical applications. Of course, the hierarchi-

cal approach discussed above can still be invoked. For instance, methyl groups or (CH)n moieties

in general may be chosen if necessary as fragments, so that the apolar C-H bonds are not formally

broken in the EOS analysis.

7 Conclusions

In summary, we have introduced a simple and general method to compute oxidation states from

electronic structure calculations. The analysis produces atom/fragment electronic configurations

and a global index (R) that quantifies how close the overall OS assignation is to the actual electronic

structure of the molecule. The method can be applied in equal footing for any system, level of

theory and even in the absence of atom-centered basis sets. A hierarchical scheme in which the

system is first partitioned into fragments appears more appropriate for practical applications of

complex systems. In general, low R values are expected for challenging cases such as transition

states structures or highly apolar systems. For the former, when different fragment definitions may

be applied, the R values, combined with other bond analysis tools, can still be used to determine the

most suitable fragmentation pattern in order to extract a formal picture from the actual electronic

distribution.
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8 Appendices

AI. Effective atomic orbitals for Löwdin population analysis

In the framework of Hilbert-space analysis, the effective atomic orbitals (hybrids)8 for a given

center or fragment A can be obtained by diagonalization of the PASA matrix,36 where PA and SA

are the mA×mA intraatomic blocks of AO matrices P and S. In the Löwdin orthogonalized basis,

the elements of the P matrix are expressed as

PL
µν = [S1/2 PS1/2]µν . (7)

Since the Löwdin basis is orthogonal, the eff-AO-s associated to a given center A are simply ob-

tained by solving the mA×mA eigenvalue equation

PL,AcL,A
i = λ

L,A
i cL,A

i , (8)

where PL,A refers again to the intraatomic block of the P matrix in the Löwdin basis.

One obtains up to mA eigenvalues λ
L,A
i , the non-zero ones correspond to the occupation num-

bers of the eff-AO-s. Since there is no "net" population in the Löwin basis, the occupation numbers

of the eff-AO-s of a given atom add up to its Löwdin population, similarly to real-space analysis

with disjoint atomic domains (e.g., QTAIM). Moreover, it can be seen that unlike the Mulliken-

type approach, the occupation numbers of the spin-resolved eff-AO-s are in range 0 ≤ λ
L,A
i ≤ 1.

Unfortunately, the eff-AO-s of a given atom are no longer expressed in terms of the original AO’s

centered on it, but formally expanded over the whole AO basis set.

Finally, it is worth to recall that conventional Löwdin analysis is not rotationally invariant,

unless the AO basis uses pure spherical harmonics or the AOs of each center are orthogonalized

before the transformation.37,38
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