HTML AESTRACT * LINKEES

THE JOURNAL OF CHEMICAL PHYSICSL122 034103 (2009

Microscopic and macroscopic polarization within a combined quantum
mechanics and molecular mechanics model

L. Jensen®
Theoretical Chemistry, Materials Science Centre, Rijksuniversiteit Groningen, Nijenborgh 4,
9747 AG Groningen, The Netherlands

Marcel Swart
Theoretical Chemistry, Vrije Universiteit Amsterdam, De Boelelaan 1083, 1081 HV Amsterdam,
The Netherlands

Piet Th. van Duijnen
Theoretical chemistry, Materials Science Centre, Rijksuniversiteit Groningen, Nijenborgh 4,
9747 AG Groningen, The Netherlands

(Received 29 July 2004; accepted 20 October 2004; published online 28 Decembgr 2004

A polarizable quantum mechanics and molecular mechanics model has been extended to account for
the difference between the macroscopic electric field and the actual electric field felt by the solute
molecule. This enables the calculation of effective microscopic properties which can be related to
macroscopic susceptibilities directly comparable with experimental results. By seperating the
discrete local field into two distinct contribution we define two different microscopic properties, the
so-called solute and effective properties. The solute properties account for the pure solvent effects,
i.e., effects even when the macroscopic electric field is zero, and the effective properties account for
both the pure solvent effects and the effect from the induced dipoles in the solvent due to the
macroscopic electric field. We present results for the linear and nonlinear polarizabilities of water
and acetonitrile both in the gas phase and in the liquid phase. For all the properties we find that the
pure solvent effect increases the properties whereas the induced electric field decreases the
properties. Furthermore, we present results for the refractive index, third-harmonic generation
(THG), and electric field induced second-harmonic generafleRISH) for liquid water and
acetonitrile. We find in general good agreement between the calculated and experimental results for
the refractive index and the THG susceptibility. For the EFISH susceptibility, however, the
difference between experiment and theory is larger since the orientational effect arising from the
static electric field is not accurately described. 2005 American Institute of Physics.
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I. INTRODUCTION molecular mechanicé€QM/MM) models?®~3° The QM/MM
model has recently been extended to study molecular re-
The use of quantum chemical methbesables accurate sponse properties in solution within TD-DRE¥;20:22-24An
calculations of molecular response properties such as thgxample of such a QM/MM method is the discrete solvent
electronic excitations and frequency-dependehtpe)  reaction field (DRF) model which we have recently
polarizabilities” A method which has attracted considerable geyeloped®~2° The model combines TD-DFTQM) de-
intere;t, especially in recerét_)?/ears, is 'Fime-dependent.de.nsiycription of the solute molecule with a classi¢MM) de-
functional theory(TD-DFT).”™" The main reason for this i gcrintion of the discrete solvent molecules. The latter are

that TD-DFT provides a level of accuracy which in most o h esented using distributed atomic charges and polarizabil-
cases is sufficient at a lower computational requirement thaﬂies

other methods. The use of TD-DFT for calculating molecular An important feature of the model is the inclusion of
response properties in the gas p_hase has been shovv_n to_ Slarizabilities in the MM part which allows for the solvent
accurate for small and medium size molecules, especially i olecules to be polarized by the solute and by interactions

Onelzsfscgenctengrie\;eIol?fiigggsg ?S%Eﬁi calculate with other solvent molecules. Van Duijnest al>® applied
y PP basically the same polarizable QM/MM formalism, imple-

properties  of molecules in solution has - also beenmented in a conventional wave function package, to calcu-
presented®~2” Among the methods for treating solvent ef- package,

fect on molecules are the combined quantum mechanical arlate the statlc(hypebpolarlza2|lllty of acetone n ten different
solvent. Also Kongstecket al** stressed the importance of
inclusion of polarizabilities in the calculations of response
aauthor to whom correspondence should be addressed; Present addre}?ﬁoperties Another important feature of the model is the in-
Department of Chemistry, Northwestern University, 2145 Sheridan Road, . ) . . . .
clusion of a short range damping of the interactions. This has

Evanston, lllinois 60208-3113. : ’ - ' ’
Electronic mail: |.jensen@chem.northwestern.edu been included in two ways. The first is the use of the modi-
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fied dipole interaction model of Thdle which avoids ceptibility. The subscript$,J,K,L, ... denotes space-fixed
the“polarization catastrophe” by introducing smeared out di-axes and the Einstein summation convention is used for re-
poles which mimic the overlapping of the charge distribu-peated subscripts. If we consider the macroscopic field to be
tions at short distances. The second way is that at short dis superposition of a static and an optical component,
tances between the QM and the MM part the QM/MM
interactions are damped to account for the short range repul-  FJ° () =Fg3% Fgycod wt), 3]
sion in an approximate way. This is done by replacing the
point charge by a Gaussian charge distribution with a unit
width and point dipoles smeared out in a similar 7?|(t)=7??+7?f"cos(wt)+7?,2‘” cog2wt)
manner8:1943

In this work we will extend the QM/MM formalism to +P3 cod3wt)++-. 3)
also include the so-called local field factors, i.e., the differ-
ence between the macroscopic electric field and the actudihe Fourier amplitudes of the polarization are then given in
electric field felt by the solute. This will enable the calcula- terms of the frequency-dependent susceptibiliti€s &s
tion of effective microscopic properties which can be related 0, (1) ' mac
to the macroscopic susceptibilities. The macroscopic suscepi = Sug 0P 1 T X13'(— 0s;0)F 75
tibilities can then be compared directly with experimental
results. There exist in the literature some other approaches to
calcu_late effec_tive p[operties apd relate thgse to the macro- XFMCEMC 4K (= wg;0,,0p,0c)
scopic propertie&®*4~>which differ from this work in the ar b
way the solvent was represented. First we will describe the Xx3) (—wg;wa,wp, ) FMCFMC EMAC 4.
theoretical framework and then we will present numerical at Thm e
results for liquid water and liquid acetonitrile. These liquids 4
are chosen since there exist several theoretical and expe
mental studies of the microscopic and macroscopic prope
ties.

he macroscopic polarization can be expressé#i®as

+K(_ws;wa:wb)XI(fl)((_ws;waywb)

Where the output frequency is given as the sum of input
[f'requencies ws=2,0w,. The numerical coefficientsK
(—ws;wy,...) arise from the Fourier expansion of the elec-
tric field and polarization and ensures that all susceptibilities
Il. THEORY of the same order have the same static limit. A tabulation of
The basic concept of nonlinear optics is the expansion ojhe coefficients can be founq n Ref. 54 and 55. The
requency-dependent susceptibilities can then be found from

the total macroscopic polarization in a material in powers OE 2 by diff - hich ai he i ibil
the macroscopic electric field where the expansion coeffi: 9. (4) by differentiation which gives the linear susceptibil-

cients define the macroscopioonlineaj susceptibilities. ity
Similarly, the total microscopic polarizatiqdipole moment gps
is expanded in terms of the total microscopic electric field W — () o )= '

. . . . . . Xis'( g, 0g) mac
with expansion coefficients defining the microscoionlin- IF w3
ealn polarizabilities. However, in the literature several differ-
ent conventions exist for describing nonlinear opticalthe second-order nonlinear susceptibility
properties! which differ in the numerical coefficients used.

Therefore, in order to compare values obtained in differen{Jk(— @s; ®a, @p)

conventions it is important to correct for the differences in
the numerical factors used. This has been clarified by Wil-
letts et al®! but remains a problem, because often it is not
stated explicitly which convention is used. In this work we
will use a perturbation series expansion for the macroscopignd the third-order nonlinear susceptibility
polarization, which is often used for experimental properties,

and a Taylor series expansion for the microscopic polarizaxffh(—ws;wa,wb ,@¢)
tion, which frequently is used for theoretical properties.

: ©)

Fmac=Q

PP

mac mac
IF D IF T

, (6)

Fmac=Q

:K_l(_ws;waywb)

PP

mac mac mac
(9Fwa'\]07|:wb'Ko7FwC’L

A. The macroscopic polarization =K N —ws;0,,0,,0.)

Emac=Q

The macroscopic polarization of a material in the pres-
ence of a macroscopic electric fieh"*¢ is expressed as a (7)

power series in the field strength°as® -
Each of the frequency-dependent susceptibilities corresponds

Pi(t) =P+ x{PFT0) + xAF T2 O FRAq) to different physical processés® e.g., y((— w;w) gov-
. . (2) _ .
(3) Ema ma ma erns the refractive indexy'?(—2w;w,w) the second-
Xk P OFTOF )+ @ harmonic generatioSHG), x®(—3w;w,w,») the third
whereP? is the permanent polarizatiog(*) the linear opti- harmonic generatiodTHG), and, (- w;w,w,— ) the
cal susceptibility, y® the second-order nonlinear optical degenerate four-wave mixingDFWN) or the intensity-
susceptibility, andy(® the third-order nonlinear optical sus- dependence of the refractive index.
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B. The microscopic polarization which depends on the local configuratiQnof the molecules

Similarly the microscopic polarizatiofdipole moment insi_de the cgvity. Since we are not aIIowing the macro;copic
can be expanded in terms oscillating at different frequenciegeglon to adjust to the presence of the cavity the polarization

ad451 remains homogeneod$This approach neglects that a static
electric field tends to orient molecules with a permanent
wo(t)=u’+ u® cog wt) + u2 cog 2wt) dipole’”*°and therefore a correction due to Onsage of-

ten used for a static electric fields. Lorentz shoWehat for
a cubic arrangement of identical particles the discrete field
The microscopic dipole moment is then usually given by awas zero. This is also true on average for a completely ran-

+,u,z“’ cog3wt)+---. 8

Taylor expansion 4§°! dom distribution where there is no correlation between the
induced dipoles and the position of the molecifeSor a
Ys=§ Ot 5(—ws wg) F© . . e ; .
Mo wg0Mha™ Fap s1@Ws/T g, spherical cavity the macroscopic field is simply given in
. terms of the macroscopic polarizati8ri’ and the total elec-
+ 3K(—ws;0a,0p) Bap)(— ws;0a,wp) tric field can be written as

XFtOt FIOt + lK _ : , , At .
bt SK(Z 0500 05,00 FI = FI%,+ 2 POt FIS (0)+FEMQ), (11
where we have split the discrete electric fi€ldfC into two
(9)  different contributionsF™™® and FP*™ The first term arises
where 40 is the permanent electric dipole moment from the interactions of the macroscopic electric field with
a : . o .
op(— ws;0g) is the polarizabillity, B, s,(— ws; wa,wp) IS the other mplegules in the cavity, ie, accounts for the in-
the first hyperpolarizability, andy (—wg 0y, 0p,0p) iS duced polarization of the surrounding molecules due to the
the second hyperpolariza'bility aﬂy{; numerical cosfficient<lectric field. The second term accounts for the interactions
K(— g ) are thesame as for the macroscopic polar- between the molecules when there is no electric field present,
S g, ; - R
ization and again this ensures that @ypeppolarizabilities - ?'SGS fr(l)m tre permanent ghargedQ|str|but|r:)n ?]f the s_ur]
of the same order have the same static limit. The subscript@unding molecules. However, depending on the theoretica
a,B,7,... denote molecule-fixed axes and again the Einsteir'0de! used for describing the microscopic region, this split-
summation convention is used for repeated subscripts. THEG Of the discrete electric field is not always possible nor

microscopic polarization is expanded in terms of the actuaggﬁ:;?;}[’i'olh; It?;t ::’]VOOIJSLEZ ?ne?ﬁgdc ;&:&nggdogréhﬁrﬁial
. . tot -
total electric fleIdeb’Y felt by the molecule. In the con-

L .ently microscopic in nature and it is therefore better to treat
densed phase the actual electric field felt by the molecule % ese fields explicitly within the microscopic model used.

different from the macroscopic electric field. Therefore, in
order to express the macroscopic properties in terms of the ) .

microscopic properties we need to relate the actual electriP- The effective molecular properties

field at a molecule to the macroscopic electric field. Instead of expanding the induced dipole moment in
terms of the total field, Eq9), we expand it in terms of an
effective macroscopic electric field

. tot tot tot
X Yaﬁyﬁ(_ Wg, Wq,Wh !wc)Fwa,Bwa,ych,ﬁ—’_. T

C. The local electric field

The concept of relating the actual electric field, often Fiz’azFQ:‘faﬂL 4?777?‘;’5. (12
called the internal or local field, to the macroscopic field
dates back to the work of Lorent2® Lorentz® derived a  This expansion in terms of the effective field defines the
simple relation between the internal electric field, the macso-called effective properti&sas
roscopic electric field, and the macroscopic polarization of ,_ Oeff, eff, . off
the system, and due to its simplicity Lorentz local field “a = Owgota T @ap(—@siws)F, g
theory is still used?**>"*®The central idea is that only close ) _ o _
to the molecule we need to consider explicitly the field from + 2 K(— 05 04, 0p) Bapy(— 05 0a, wp)
nearby molecules, so the total system is separated into a
macroscopic region far from the molecule and a microscopic
region close to the molecule. The molecules in the macro- eff . eff eff e
scopic region can then be described by the average macro- X Vapyol ~ 05102, 00,0 u, 5P 50
scopic properties. Therefore, inside a macroscopically small, (13
but microscopically large, virtual cavity we subtract the
contribution from the macroscopic electric field and replac
it by the correct discrete local field,

ff ff 1 .
XFZa,BFZb,7+ sK(—wg;0,5,0p,0,)

ff
4+
c9

These effective properties give an induced dipole moment
ue to the effective macroscopic electric field which is iden-
. tical to the induced dipole moment in E(Q) and are the
Flot —pmac _pgpol 4 pdisc (), (10)  properties which we will relate to the experimental suscepti-
s’ s’ s’ s’ peet . . . . .
pol _ - bilities. This means that the microscopic contributions to the
whereF,," , is the macroscopic electric field in the caily  total field are incorporated into the effective properties.
and Fﬂ:fa(ﬂ) is the discrete electric field in the cavity  These effective properties could be compared with experi-
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mental results corrected for differences between the totdive macroscopic part and a microscopic part which was in-
field and the macroscopic electric field by the Lorentz/corporated into théhypeppolarizabilities in Eq(13) by ex-
Onsager local field methd. panding the dipole moment in terms of the effective field.
Since the effective field is macroscopic we can take it outside
the averaging and express the macroscopic polarization in
Since we have separated the discrete field into the tweerms of orientational averages of the effectitigpenpolar-
contributions mentioned above we can also choose to expangabilities as
the induced dipole moment in terms of the field arising di-

E. The solute molecular properties

g __ 0,e eff , . eff
rectly from the macroscopic electric field, P *=Ngdu_of Ko 1+ Ng( @& ws;0s))13F o
FSO| :Fmac +4_7T7)w5+Find (Q) (14) + %K(—ws;wa,wb)Nd<,82fLy(—ws;wa,wb)>|JK
g, g, 3 a Wg, 1

: - : : xFem FeM  + 1K(— ws;
where the field arising from the interactions between the 0g 3wy i GK(— 05100, 0p,00)

molecules when there is no macroscopic field is incorporated

XN (—w TWa, W, W
into the properties. This gives an expansion which defines o Yapyo ~ 0si@a, @b @c) skt

the so-called solute propertfésas XFo JFo KFor L+ (19
0,sol | . |
MZS: 5wS,OIu‘aYSO+ az%( — Wg, ws) FZOS B

G. Local field factors

+ 3K(— w5 0,,0p) B, — 05 05, @p) Comparing Eq(18) with Eq. (4) we see that we have to
consider derivatives of the effective electric field with re-
spect to the macroscopic electric field. This is usually done
by introducing the so-called local field factors which relate

X FZZ:'BFZT'V_’— iK(— wg;0,,0p,0)

sol . sol sol sol
><yaﬁy(s(—ws,wa,wb,wC)Fwa"gF chﬁ+..._

@y Y the macroscopic field to the effective field.
. . . Feff _ @aJ % Emac =7 mac 19
These solute properties relate to the macroscopic properties Fo,,3= SEMac_ wa d T w0y 3 (19
corrected for the field from the dipoles of all other molecules ©ard | pmac_g

induced by the macroscopic field in addition to the Lorentzygjng the definition of the effective electric field, E.2),
local field. This corresponds to a thought experiment whergye optain a local field factor

the macroscopic field is allowed to propagate inside the cav-

ity without being modified by interactions with the mol- r :1+4_7TX(1)(_w “w.)
(O 3 ar~ra

ecules.

i eDw) =1 eD(wy)+2 -
F. Relating the macroscopic and the microscopic - 3 B 3 ' 20
polarization

whereeM(w,) is the optical dielectric constant at frequency
The macroscopic polarization is related to the average,, . This is the Lorentz form of the local field factors. How-
microscopic dipole moment per molecule®by’ ever, as mentioned above this does not account for the fact
NI (16) that for a static macroscopic field the molecules tend to ori-
: A /1 ent. Onsagéf analyzed this problem and suggested the fol-
whereNy is the number density and the brackejs,denote  lowing form for the local field factor,
orientational averaging, and relate the molecule-fixed axes to NW(0)2(eD(0)=1)  D(0)(2+nM(0)?)

the space-fixed axe€&%° Inserting the expansion of the di- Lo=1 . Tt = ——7 —
pole moment in terms of the effective macroscopic field, Eq. 2eM(0)+n™(0) 22(0)+n(0) 21
(13), we can express the macroscopic polarization in terms of (22)
the effective(hypeppolarizabilities as, to be used for static electric fields, whes®)(0) is the di-

electric constant and*)(0) is the refractive index at zero
frequency. We see that the Onsager field factor reduces to the

. off Lorentz factor for optical fields by using the relation
+ 3K(—0s;04,0p)Ng(Bop ( — @5 @4, wp) nW(w,)2=eW(w,).

Ps= Nd5ws,o<#2’eﬁ>| + Ng( a‘Zf,E( — wg; W) FZZ B

ff ff .
X F?oa,BFZb,y>l+ %K(_vawavwb -wg)

XN (Yo — 0s; 0a,0h, @) H. Orientational averaging
ff peff eff i .
xFel Rl Rl it (17) In order to relate the molecule-fixed axes to the space

fixed axes we need also to consider molecular rotations
We see that the averaging is done on the product of therientation$. The orientational averaging and thermal aver-
(hypenpolarizabilities and the effective fields. This is exactly aging of the dipole moment will be done using classical
the reason why the total electric field was split into an effectheory and is given By
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SIS pE® o+ aSLF D @ g5+ Jexp(— AE/k,T)sin dg d b

7%y = . , 22
(boh= JZ7 [ Texp(— AE/k,T)singdo de (22
|
where®,, is the cosine of the angle between the moleculan ), )= \/eD(w,)
axis a and the laboratory axis The angular dependent part
of the energy in the presence of the electric field is given by = \/1+4’7T)((le)(_ wg; )
8w
__/J’alq) Sflf+ (23) 1+?Ndaeﬂ(_ws;ws)
= yp= : (27)
We note that it is only the solute properties which are respon- 1— —Nga®(— o wg)

sible for the change in the energy due to the electric field. If 3

V‘l’(e expand the egponentlal and only terms of the orde{ynicy is the familiar Lorentz-Lorenz or Clausius-Mossotti
(kT)~* are retained we get equatior®>"61again with the effective polarizability instead

of the gas phase polarizability.
exp(—AE/KyT) =1+ u30® , F&i/kp T+ (24)

By combining the definitions of the susceptibilities in Egs.
(5), (6), and (7) with the expression for the macroscopic

J. Dielectric constant

polarization in terms of the effectivéhypeppolarizabilities In & dielectric constant measurement the polarization due
we can obtain a link between the macroscopic and the mito a static electric field is measured and the corresponding
croscopic properties. susceptibility is given by
PO
1 . Z
X53(—0;0)= SEmac
I. Refractive index 0Z Ipmac=q
e
The macroscopic quantity determining the refractive in- _ </’La Bl Abba NN (aB(0:0)) 558 28)
dex is the linear optical polarization due to an optical electric aFmaC 2770

field. By inserting the definition of the effective field, Eq.
(12), into Eq. 18 and using the definition of the linear sus-
ceptibilitiy, Eqg. (5), we obtain

The first term is the rotational contribution arising from the
permanent dipole moment and is given by

a</"“ae“>|
IPY —gmac =Nalo J f [Meﬁq)azﬂﬂ D pz/kyT]
W~ w)= —2 Foy
Xzz\ — 0, HEmac
®,Z | pmac— g Mefstol
xsin0d0d¢=Nd£0W. (29
b

41
=Nd<a§%<—w;w)>zz(1+ S XH(—wiw)|.
The second term is the isotropic orientation average of the
(25) polarizability, often referred to as the mean polarizability,
given by
It is noted that there is no contribution from the rotation of
the dipole moment since the optical field is considered to be <a >ZZ
oscillating faster than the permanent dipole moments can bgnd denotedr. By combining these two terms the equation
oriented. The linear SUSCEptibi"ty can then be written infor the linear Susceptibi”ty can be rewritten as
terms of the mean effective polarizability by rewriting Eq.

=1 (a9ﬁ+ aeﬁ-i- aEﬁ) (30

eff sol

(25 as W(-0;0)=Ng| = 17| £, (31)
3k, T
Ny ﬁ( Ws; Ws) The dielectric constant is then related to the linear suscepti-
_ pti
Xzz( Wg; Wg) = 4 ' (26) bility through the usual equation
1—?Nd?ﬁ(—ws;ws) Y

eN(0)=1+4mx)(0;0). (32)

which is the standard expression for the susceptibility cordt should be noted that the susceptibility in E§1) depends
rected for the Lorentz local fieftf;®* although using the ef- on the dielectric constant through the Onsager local field
fective rather than the gas phase polarizability. The suscegactor, £y, and is therefore not a defining equation. However,
tibility is related to the refractive index or the optical this will allow us to make an estimate of the dielectric
dielectric constant of the system as constant.
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K. Third-harmonics generation XA —20;0,0,0)

The first nonlinear susceptibility we will consider is the ppu
thirq-order npnlinear susceptibil?ty which arises from three :Nd<aif/f;(—2w;2w))zz ?X(zgz)zz(—Zw;w,w,O)
optical electric fields corresponding to the THG experiments.

The THG susceptibility is then obtained by inserting E®) 1
into Eq. (18) and using the definition of the susceptibilitiy, + EK(—Zw;w.w)K_l(—Zw:w,w,O)
Eq. (7). This gives the susceptibility as
o Bt —2w,w,w
Ny (Bepy ))zz2

L 2
P @

X522 —30i0,0,0)

4 1
=Nd<a§fg(—3w;3w)>zz ?X(ze’z)zz(—?)w;w,w,w) +6Nd<7’if;y6(_20);0),60,0)>ZZZZ£5,£0- (37)

1 We see that the EFISH susceptibility consists of three terms
+ SNa(Vayo —30i0,0,0))2222L, (33 and compared with the THG expression there is a term de-
pending on the effective first hyperpolarizability. The second

_ term is a rotational contribution analogous with the dielectric
where we see that we have a contribution both from the 9

: S . . constant and is
linear susceptibility and from the third-order nonlinear sus-

ceptibility. The isotropic orientation average of the second  3(g5f, (—2w;0,0))777 BE(—2w;w,0) us”
hyperpolarizability, often referred to as the mean or parallel HEMac =Lo 3k.T '
second hyperpolarizability, is given &y 02 b (39
o e 1 of o o where the mean hyperpolarizabilﬁﬁ in the direction of the
(Yapys)zzzz= V) :1—5% (Yaapp™ Yappa™ Yapap)- dipole moment, here the axis, is introduced
(34) .1
=2 2 (Biat Bla Bar)- (39
We can then rewrite the THG susceptibility as “
This allows us to rewrite the EFISH susceptibility as
B (—3.4:
Xz2z4 —3w;w,0,0) X(Zgz)zz(—Zw;w,w,O)
1 _
= =N(=30;0,0,0) 1 B(—20;0,0) 3"
6 I - —eff, . I z
6Nd Y (—2w;0,0,0)+ 3K,T
am ff s
X 1—?Nd? (—3w;3w) ﬁw, (35) 2 1 off 2
xEZwEwLongdFH (—20;0,0,0)L,,L% Lo,
where we have used the relation between the linear suscep- (40)

tibility and the dielectric constant in E€R7). Using Eq.(26)

we can express the term with the effective polarizability in
terms of the dielectric constant at3This allows us to ex-
press the third-order nonlinear susceptibility as

where it has been used tha(—2w;w,0)=3 and

K_l(—Zw;w,w,0)= %

(), A~ 3w;0,0,0)= %Ndﬁﬁ(_;;w;w,w,w)ﬁsluﬁi, M. The discrete solvent reaction field model

Xzzz
(36) In the QM/MM method the solvent moleculésIM) are

o ) o treated with a classical force field and the interactions be-
which is the form for the nonlinear susceptibility well known tween the solute and solvent are described with an effective

from standard Lorentz local field theory witht+ 1 local field operator. In the QM/MM method the tot@ffective Hamil-
corrections, whera is the number of applied fields. tonian for the system is written 53

|:|:F|QM+HQM/MM+F|MM! (41)

L. Electric field induced second-harmonic generation whereH gy is the quantum mechanical Hamiltonian for the

The second nonlinear susceptibility we will consider issolute,Hqwmv describes the interactions between solute and
the third-order nonlinear susceptibility arising from two op- solvent, andH,,, describes the solvent-solvent interactions.
tical and one static electric field and corresponds to the eledAe have recently developed such a method for studying sol-
tric field induced second-harmonic generati®@rISH) ex-  vent effect on molecular properties which we denoted the
periments. The EFISH susceptibility is then obtained byDRF (Refs. 18—2Dwhere the QM part is treated using DFT.
inserting Eq(12) into Eq.(18) and using the definition of the Within the discrete solvent reaction field model the QM/MM
susceptibilitiy, Eq.(7). This gives the susceptibility as operator at a point; is given by
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. microscopic induced field in the solvent due to the macro-
HQM/MMZE PR @) scopic electric field. Finally, by combining the effective
' properties with the macroscopic local field factérsrentz/
Osager we can obtain the macroscopic susceptibilities.

=Z vel(ri)-i—z Up°|(ri,w)
' ' Ill. COMPUTATION DETAILS

=> $+2 w(w) RS;“, (42) The DRF model has been implemented into a local ver-
is Ry 1577 Rsi sion of the Amsterdam density function@ADF) program
where the first term?' is the electrostatic operator and de- packag€’*®as an extensm_rgsto the TD.'DFT part in the RE-
scribes the Coulombic interaction between the QM systen‘?P.ONSE modu!e of '.A‘Dﬁé? The details c.)f t.he |mplemen—
and the permanent charge distribution of the solvent mol{ation are degcrlbed in Refs. 18-20 gnd IS m.thls.' Wor_k only
ecules. The second terpA?, is the polarization operator and extended to include the macroscopic electric field in Eq.

describes the many-body polarization of the solvent mol-(44)' . L

ecules, i.e., the change in the charge distribution of the sol- In the calculations water and acetonitrile were treated as
vent molecules due to interaction with the QM part and Otherr;]g_ld_mFgIecu_Ieosgass;szugmg;he gaf fgji%ftru?;re' For water
solvent molecules. The charge distribution of the solvent idh!s 1S Ro_y=0. andz yow= : and for aceto-

represented by atomic point charges and the many-body p&jtgle Rciclzoé'gs A, Rey=1112A, Rey=1.157 A,
larization term is represented by induced atomic dipoles a®" £ o= 108.8°. .
The basis set used for water consists of a large even-

the solvent molecules. d basi £ gl bitals with orbital
For a collection of atomic polarizabilities in an electric tempere ia_S'S set of Slater-type orbitals with orbital expo-
ent/=ap', i=1,...n (details given in Ref. 19 For aceto-

field, assuming linear response, the induced atomic dipole 3t iie th dard TZP basi d with fi
site s is given by nitrile the standar asis set was augmented with first-

order and second-order field induced polarization functions
ind, . init @) ind taken from Ref. 69. All the calculations were done using the
Ms,o( @)= s ap FS,B(“’)+§S Tttty @) |, 43 Bp-GRAC (gradient-regulated asymptotic connection)BP
potentials®>* The BP-GRAC potential sets the highest or-
wherea, ,z is @ component of the atomic polarizability ten- dered molecular orbitf HOMO) level at the first ionization
sor at sites, which for an isotropic atom givesy g4 potential(IP) and therefore requires the IP as input. For wa-
= 8,505, and TS o is the screened dipole interaction ter IP=0.45a.u. and for acetonitrile #0.46143 a.u. was
tensor?®218Here we neglect the frequency dependence ofised. The values for IP were obtained from calculations us-
the classical part, i.e., the atomic polarizability is frequencying the SAOP potential for which it has been shown that the
independent, but the model can easily be extended to includdOMO level corresponds well with the experimental tP.
also this effect®®3 The molecular dynamic$MD) simulations were per-
F';E(w) is the initial electric field at sits and is in this  formed with the discrete reaction field polarizable force
work extended to also include the macroscopic electric fieldfield®®2"1~"*using the DRF90 prograrft. For both water
The initial field then consist of four terms and acetonitrile a MD-simulation of 50 ps with a timestep of
i, 1 fs was performed at 298K, using a Nose-Hoover
Fip(w) =FZ5(0) + 80, F L5 ™ G0, F g thermosta® (with =1 ps) to keep the temperature constant
+ F{“ﬁa‘(w), (44) and a soft wall force potentidlito keep the particles inside
’ the simulation box. After every 0.5 ps, the configuration of
where Fsg"’e'(w) is the field arising from the frequency- solvent molecules was kept and the QM/MM calculations
dependent electronic charge distribution of the QM partwere performed. In the simulation of water, 256 molecules
FO§" the field from the QM nucleiF "y the field from  were placed in a spherical box of 23.12 bohrs; for acetoni-
the point charges at the solvent molecules, Eﬁ’g"(w) the trile, 128 molecules were placed in a spherical box of 26.15
macroscopic electric field. The inclusion of the macroscopidohrs. The sizes of the simulation boxes were chosen so that
electric field in Eq.(44) describes the induced dipole mo- the simulated macroscopic densities correspond to the ex-
ments in the solvent due to macroscopic electric field. Thigperimental values of 0.998 and 0.786 kg/l, respectively. In
was the reason for splitting the discrete electric field in Eqthe simulations, the molecules were treated as rigid bodies
(11) into a part induced by the macroscopic electric field andusing quaternion& Standard atomic polarizabiliti&sfor all
a part existing even without a macroscopic field. Thereforeatoms were used in the simulations. For acetonitrile MDC-d
if the macroscopic electric field is included in E@4) we  charges were uséithat were obtained from DFT calcula-
will be calculating the effective properties and if it is ex- tions in a TZ2P basis set with the ADF program, while for
cluded we calculate the solute properties. water charges were fitted to reproduce the experimental di-
We can now calculate and distinguish between differenpole moment. For the van der Waals interaction a 6-12
effects in going from microscopic properties to macroscopid_ennard-Jones potential were used for water and the standard
properties. Since the permanent discrete electric field in EQDRF90 potential for acetonitrile. For water the Lennard-
(1) is always present we will associate this with a pureJones parameters were taken from Ref. 78 and adjusted to
solvent effect, i.e., the solute properties include this solvenimatch the point charges and atomic polarizabilities used in
effect. The effective properties then includes the effects of @his work. The new parameters obtained &e 1.7385 A
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TABLE I. A comparison of the molecular properties of water and acetonitrile in the gas phase. All results
presented are in atomic unit§,(—2w;»,,0) in 1¢ a.u.

M a(—w;) E”(—Zw;w,w) Yi(—20;0,0,0) Fu(—Zw;w,w,O)

Water w=0.0428
ccsr 0.73 9.52 —19.26 1942 —-30.2
DFT 0.71 9.97 —20.42 2021.3 —-31.0
Expt.b 0.73 9.83 —19.2t5% 180G+ 8% —-31.5
Acetonitrile  ©=0.0885
CCSI¥ 1.525 30.23 32.54 5855 233.8
DFT 1.59 31.94 23.99 7317.97 207.9
Expt.d 1.542 30.43 26.3 4619 189.4

dResults are taken from) Ref. 90,«) Ref. 91,5) Ref. 92, andy) Ref. 93.

bResults are taken from) Ref. 94,a) Ref. 95,8) Ref. 96, andy) Ref. 96.

‘Results are taken from Ref. 46. In the caseuahe CCSIT) results are reported.
YResults are taken from Ref. 82.from Ref. 97.

and e=0.2900 kcal/mol located on the oxygen atom. By in- properties. In the case of acetonitrile we see thatdpthe

specting radial distribution functions, it was checked that theDFT is in better agreement with the experiment whereas for
solvent shells around the central molecule were correctlyy it is the CCSD results. However, as mentioned in the
represented. theory section the measured quantity in the EFISH experi-

The atomic parameters, i.e., point charges and atomigent iSFH:MZEH/gka +7%,. Therefore, this value is also
polarizabilities, needed for the solvent molecules in thereported for the different methods in Table I. Again, we see
QM/MM calculations are: For water the point charges arethat there is good agreement between theory and experiment
qn=0.3295 andgo=—0.6590 a.u. and the atomic polariz- for water. For acetonitrile the DFT and CCSD results are

abilities area;=0.0690 andao=9.3005 a.u. For acetoni- within 10% and 20%, respectively, of the experimental re-
trile the point charges areqc;=0.288340 a.u, gce  sults.

=—0.009643 a.u, g4=0.017028 andqy=—0.329781,
where C2 is the carbon atom attached to the nitrogen. Thg Microscopic response properties

atomic polarizabilities arexc=8.6959, ay=2.8382, and
an=3.5042 a.u. In Table Il we present the dipole moment of acetonitrile

and water in the gas phase and in the liquid phase. For both
water and acetonitrile we see that there is a large enhance-
ment of the dipole moment in going from the gas phase to
In the following we will present microscopic and mac- the liquid phase. The enhancement for water-i40% and
roscopic properties for the two liquids water and acetonitrile for acetonitrile~25%. From Table Il we see that the dipole
The solute and the effective properties will be presented agoment is completely determined by thecomponent both
averaged over the 101 different solvent configurations. Thén the gas phase and in the liquid phase. Since the liquid
standard deviation will also be displayed to indicate the avphase dipole moment is obtained from an averaging over 101
erage fluctuation in the properties due to the different solvengonfigurations the fact that the other component of the dipole
configuration. All microscopic properties will be given in moment in the liquid phase is zero indicates that the averag-
atomic units(a.u) whereas the macroscopic susceptibilitiesing is close to isotropic. The standard deviations of the di-
will be presented in cgs unit@sy. pole moment is also presented in Table Il and amounts to
~5% for both water and acetonitrile. In Fig. 1 we display
the dipole moment of the individual configurations for water.
In Table | we present DFT results fqi, a(—w;w), As can be seen from the figure there is strong dependence on
E(—Zw;w,w), andy,(— 2w;w,,0) for water and acetoni- the configurations and the dipole moment oscillate between
trile in the gas phase. The results have been calculated at 2.2 and 2.8 debye. In this work there is no difference be-
=0.0428 a.u. X=1064 nm) for water andv=0.0885 { tween the solute and the effective dipole moment because the
=514.5 nm) for acetronitrile and are Compared both WIthMD simulations are done without the static electric field
experimental andab initio coupled cluster single doubles
(CCSD results. In general we find good agreement betweeq‘ABLE Il. The dipole moments of water and acetonitrile in gas and liquid
the DFT results and the CCSD resullts for all properties. Thepase in atomic units.
largest difference of-25% between the calculated values is

IV. RESULTS

A. Gas phase results

in %, and 3 for acetonitrile. The DFT results fg8, is lower Water Acetonitrile

than the CCSD results whereas fgrthe opposite is found. Gas Liquid Gas Liquid
If we compare with results obtamgd from EFISH experi- 071 L.0%5% 159 199 2%
ments we see that for water there is an excellent agreemeﬁf 0.71 1.0t 5% 1.59 1.99- 5%

between the calculated and the experimental results for a#
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FIG. 1. The dipole moment of water in Debye. Top line is the averaged (@)

results and the bottom line is the gas phase value. 108 : . . . : . . . i :

present. Therefore, the orientational effect due to the electric_ 106 r .

field is not accounted for in the MD simulations. In classical %
MD simulations the orientational effects on the dielectric 3 '**
constant can be obtained from the fluctuation in the dipoleg
moments of the moleculé€ However, this approach will not =
work in the present QM/MM simulations since there is only
one space-fixed molecule in the QM part.

The frequency-dependent polarizability components,
mean value and anisotropy of water and acetonitrile both in
the gas and liquid phase are presented in Table Ill. For the
liquid phase we present both the solute and the effective
properties. We also present both the average of the anisol
ropy (Aa) and the anisotropy of the average polarizability ®)
A{a). First we note that the solvent effects are not very large
both for water and acetonitrile. In both cases the solute propriG. 2. The mean first polarizabilityg( — w;w), at w=0.0428 a.u. for
erties are larger than the gas phase values. The mean valuevgfer.(a) Solute,(b) effective.
the effective properties are very close to the gas phase val-
ues. However, for water the components of the polarizability
tensor is different for the effective and the gas phase proper-
ties. The fact that the effective mean polarizability is close togas phase value. We also note that the fluctuations are
the gas phase values shows that the discrete electric field slightly larger for the effective properties than for the solute
Eq. (11) is, to first order, close to zero. If we compdtea) properties. In the Figs.(d) and Zb) we display, respectively,
with A{a) we see that for water they are very different. Thethe solute and effective mean polarizability of water for the
reason for this is that for water the anistropy is very smallindividual configurations. The solute polarizability oscillates
and therefore the off-diagonal tensor components becomdsetween 10 and 10.6 a.u. whereas the effective polarizability
important. The off-diagonal elements are on average equal toscillations between 9.6 and 10.4 a.u. In the case of the sol-
zero due to the isotropic sampling and, therefore, the anisotite polarizability all results are larger than the gas phase
ropy of the averaged polarizability is small and close to thevalue whereas for the effective polarizability some of the

102

10

9.8

9.6

Time

TABLE Ill. The frequency-dependent polarizability of water and acetonitrile in the gas and liquid phase in
atomic units. For water the frequencyds=0.0428 and for acetonitrile=0.0885 a.u.

Water Acetonitrile
Vacuum Solute Effective Vacuum Solute Effective
[ 10.17 10.2G¢1% 9.9 4% 25.91 27.522% 26.73-5%
ayy 9.77 10.41*3% 9.72:5% 25.91 27.522% 26.85-5%
@y 9.98 10.35-2% 10.18-4% 44.00 47.84 2% 42.90-4%
a 9.97 10.321% 9.95-1% 31.94 34.3& 1% 32.16-2%
(Aa) 0.34 0.83-31% 1.78-34% 18.09 20.46 4% 17.25-14%
Aay 0.34 0.21 0.40 18.09 20.32 16.11
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TABLE IV. The first hyperpolarizability3(—2w; ww) for water and acetonitrile in the gas and liquid phase.
For water the frequency i®=0.0428 and for acetonitrile =0.0885 a.u. All results are in atomic units.

Water Acetonitrile
Vacuum Solute Effective Vacuum Solute Effective
Baxx —11.169 —2.25+85% —6.12-73% 0.42 32.1332% 33.75-56%
,BZyy —6.49 4.92+80% 7.3193% 0.42 34.49 34% 38.48-69%
B2z —16.38 8.7%56% 10.86-63% 41.20 183.2322% 118.93-35%
B —20.63 6.82-77% 7.20-69% 23.99 146.82 21% 111.8@-25%

configurations give a polarizability smaller than in the gasmolecules produces an enhancement of the electric field. The
phase. fact that the first hyperpolarizability is nearly unaffected by

In Table IV we present the frequency-depend@tG)  the induced electric field is likely to arise from the sensitivity
first hyperpolarizability at the frequenay,=0.0428 a.u., for to the short range screenify.
water and acetonitrile in the gas and liquid phase. For the
liquid phase we present both the solute and the effective. Macroscopic response properties
properties. First we note that for the first hyperpolarizability
the solvent effects are very large. For water this leads to
change in sign for the mean first hyperpolarizability. For ac- We have calculated the refractive index of liquid water
etonitrile the solute and effective mean hyperpolarizabilityand acetonitrile using Eq27) and the effective polarizabil-
are, respectively, a factor of 5 and 6 larger than the gas phadey presented above. For water we used a number density of
value. In both cases we see that the fluctuations due to tHég=0.3338x10°* cm ! and Ny4=0.1153x 10°7* cm™ ! was
different solvent configurations are very large. The first hy-
perpolarizability is therefore extremely sensitive to the local
structure of the solvent. In Figs(&@ and 3b) we display, 25 b
respectively, the solute and effective mean first hyperpolar-g
izability of water for the individual configurations. For both 2
the solute and the effective mean first hyperpolarizability the
fluctuations are large: they oscillates betweeh and 23 a.u.
again illustrating the strong sensitivity to the solvent con-
figurations.

In Table V we present the frequency-depend&iISH)
second hyperpolarizability for water and acetonitrile in the
gas and liquid phase. For the liquid phase we present botl
the solute and the effective properties. For water we see tha

&' Refractive index

bil

First hyperpo!

the solute second hyperpolarizability is slightly larger than Y — . - . - - . : : =
the vacuum results, whereas the effective second hyperpolai 0 10 20 30 40 50 6 70 8 9% 100
izability is smaller. For acetonitrile both the solute and the Time

effective second hyperpolarizability is larger than the ()
vacuum results. For both water and acetonitrile the effective
second hyperpolarizability is smaller than the solute in
agreement with the trend found for the linear polarizability.
In Figs. 4a) and 4b) we display, respectively, the solute and
effective mean second hyperpolarizability of water for the £
individual configurations. The solute mean second hyperpo-g
larizability oscillates between 1800 and 2600 a.u. WhereaSE
the effective mean second hyperpolarizability oscillates be-2
tween 1300 and 1900 a.u. The solute properties are in genﬁg-
eral above the gas phase value whereas the effective secor
hyperpolarizability is always lower than the gas phase value.

ility (av)

For all the properties we find that the pure solvent effect, A5
i.e., the difference between the gas phase and the solut 20k
properties, increases the properties. On the other hand th 0 10 2 30 40 5 6 70 8 9 100

induced electric field, i.e., the difference between the solute
and effective properties, decreases the properties. Therefon(b)
the electric field induced in the solvent due to the macro-

scopic electric field produces a screening of the electric fielgig, 3. The mean first hyperpolarizability3(—2w;w,0), at
whereas the field from the charge distribution of the solvent=0.0428 a.u. for watea) Solute,(b) effective.

Time
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TABLE V. The second hyperpolarizabilityy(—2w; ww,0), for water and acetonitrile in the gas and liquid
phase. For water the frequencyais= 0.0428 and for acetonitrile =0.0885 a.u. All results are in atomic units.

Water Acetonitrile

Vacuum Solute Effective Vacuum Solute Effective
Yok 944.55 934.0+ 6% 668.8514%  4654.49  6850.3613%  6322.24 25%
Vxxyy 753.5 799.54 9% 516.45-17% 1557.40 2315.2211% 2047.0% 26%
Vyxzz 518.41 495.726% 391.0%17% 2598.30 3792.9814% 2717.58 27%
Yyyyy 3170.5 3642.8311% 2401.39% 15% 4652.90 6881.7715% 6297.62- 25%
Vyyzz 872.7 955.979% 668.42-21% 2598.30 3951.2616% 3174.2331%
V2222 1702 1813.228% 1294.7% 14% 13521.00 18933.3812% 12544.76 20%
E7 2021.3 2180.52 7% 1503.44 7% 7317.97 10662.999% 8136.71+12%

used for acetonitrile. The results for the refractive index ofabilities of 31.02, 32.16 and 36.4 a.u., respectively. The ex-
water are n(w)=1.334 and n(2w)=1.342, where w
=0.0428 a.u., obtained from an effective polarizability of n(w)=1.347 anch(2w)=1.38482 Again, the calculated re-
9.95 and 10.17 a.u., respectively. The results are in goodults are in agreement with the experiments although in this
agreement with the experimentally determined refractive incase the calculated results are somewhat larger than the ex-
dex atw=0.0428 ofn=1.326(Ref. 80 and atw=0.077 of

n=1.333%

perimental results for the refractive index at=0.0856 is

perimental results.
It is well known that the Lorentz-Lorenz equation often

For acetonitrile the calculated refractive indices are (but not alway$gives a good relation between the gas phase
=1.362, 1.377, and 1.434 at a frequency ®f 0.000,
0.0885, and 0.1770 a.u., calculated from effective polariztheory section it is not the gas phase polarizability but rather

polarizability and the refractive index. As described in the

the effective polarizabilities that should be used in the
Lorentz-Lorenz equations. We have shown that by including

2600 . both the solvent effects and the effect of the local field in-
Z duced in the solvent due to the electric field in the calculation
%’ 2400 of the liquid phase polarizability we obtain a value of the
E 200 effective polarizability close to the gas phase value. It is
& therefore not surprising that the refractive index are in agree-
_;&l 2000 ment with the experimental results.
§ 1800
“ 2. Local field factors
1600 E
In order to calculate the nonlinear susceptibilities we
1400 1 need to consider the local field factors described in the
theory section. From the refractive index calculated above
1200 . L L L L L L . . . ) .
10 20 30 40 5 60 70 8 90 100 we can obtain the optical local field factors given by Eg.
Time (20). For water atw=0.0428 we obtain a local field factors
@) of £,=1.26 and(,,=1.27. For acetonitrile the local field
factor atw=0.000 a.u. isC,=1.28, and atw=0.0856 the
2600 ' ' ' ' ' ' ' ] local field factors areC,,=1.30 and(,,=1.35.
o Furthermore, to calculate the EFISH susceptibility in Eq.
g» 2400 - (40) we also need to consider the static local field factor
E given in Eq.(21). The static local field factor depends on the
2200 ] dielectric constant of the liquid. However, since we have not
E 2000 . included the orientation effect due to the static electric field
= in the calculation it is not likely that we can calculate this
jg quantity correctly. In fact the calculation of the dielectric
constant, in particular for water is a highly complicated
problem®” Although the Onsager local field factor is intro-
duced to account for some of the orientational effect it is not
included in a consistent manner.

(b)

FIG. 4. The mean second hyperpolarizability{ —2w;w,®,0), at w
=0.0428 a.u. for wateKa) Solute,(b) effective.

We can, however, calculate the Onsager local field fac-
tors from the experimental data. For water using the experi-
mental dielectric constant of*(0)=78 and the refractive
indexn=1.326 for water we obtain a static local field factor
of £,=1.86. We can use this local field factor to estimate the
dielectric constant using the susceptibility obtained from Eq.
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(31). This give a dielectric constant @)(0)~43. This is 4. EFISH susceptibility
significantly lower than the experimental value. For acetoni-
trile the experimental dielectric constant is 37.5 and the re
fractive index is 1.339. Using this we obtain a local field
factor of £,=1.85. Again using this local field factor we |u. of (3= 4.1x 10 14 esu atw=0.0428 a.u. For liquid
estimate the dielectric constant of acetonitrile tods€(0) water there has been one EFISH experiment aat

~57. For acetonitrile the estimate is significantly larger than_ 0.0428 a.f® In that work a value of y®¥=17.6

the experimental value. Since the r_efrgctive index_ is Pré3 10714 esu was reported. The measurement was done in the
dicted cor_rectly and the_ largest contrlb_ut_lon to th? d|elgctr|cx conventiort} i.e., no numerical factors in the expansion of
constant Is .from the dl_pole moment it is the onentatlonalthe polarization, and relative to a quartz crystal reference
term which is not described accurately. where a value ofd;;=0.8x10 ° esu=0.335 pm/V was

adopted. However, the currently accepted value for quartz is
3. THG susceptibility d;;=0.30 pm/V&" 8 Correcting for the difference in the ref-

- , _ 14

Since we calculate the effective second hyperpolarizabil€rénce value and conventions g_wg@— 10.5<10" *esu
ity by finite differentiations of the frequency-dependent po-(17-6<2/3x0.3/0.335), i.e., significantly larger than the cal-
larizability we cannot obtain the THG second hyperpolariz-CUIated value_. Since the _Iarger contribution comes from the
ability directly. The THG second hyperpolarizability can M depending on the dipole moment and first hyperpolar-

however be obtained by calculating the EFISH second hylzability it is likely that the—not well described—

perpolarizability at different frequency and then use disper_orientational contribution is responsible for the difference.

sion formula to estimate the THG second hyperpolarizabil- 1 € agreement between theory and experiment for the THG

ity. Here we will estimate the THG susceptibility directly SUSCeptibility also support this conclusion. o
from the EFISH second hyperpolarizability as For acetonitrile we calculate the EFISH susceptibility at

) . , ©=0.0885 a.u. to bey®=35.7x10"** esu. The experi-
Xz224 —30;0,0,0)~5Ngy(—20;0,0,0 L3,L,. mental resuf® at the same frequency isy®=13.6
(45 %10 esu(corrected with 2/3 to convert it to the conven-
The estimated THG susceptibility for water is thg#®)  tion used here The calculated value is much larger than the
=1.07x10 ** esu atw=0.0428 a.u. The experimental re- experimental results in agreement with the trend found for
sult for water relative to the reference value of fused silica ighe dielectric constant. There has recently been a study of
0.90x XSS%Z measured at the same frequefityn the origi-  both the microscopic and macroscopic properties of acetoni-

nal experimental wofl a reference value for fused silica of Ull€ Using ab initio method combined with an Onsager
(3) =3.11x10 “ esu (Ref. 83 was used, however, re- model for the solvation where in general a good agreement

Xsio, ™ .
was found between experiments and the calculated ré8ults.
cently a value of 1.48 10 % esu(Ref. 84 and 85has been P

measured and is believed to be more accurate. Adopting the
latter reference value the THG susceptibility for water isV. CONCLUSIONS

(3) = —14 i ihility i ) . .
X 1.29<10 esu. The estimated THG. suscept|b|l|'Fy IS We have in this work presented an extension of the
somewhat lower but in good agreement with the experlmenQM/MM formalism to include the so-called local field fac-
tal result. Part of the difference can be attributed to the Iowe[Ors ie., the difference between the macroscopic electric
dispersion arising from the EFISH second hyperpolarlzabn—ﬁeld and the actual electric field felt by the solute molecule.

::y compqre_d I'VIZItIh tr?e 'rr]HGﬁse(_:ond hypzrﬁolanza?n@y. This enables the calculation of effective microscopic proper-
owever, It is likely that the efiective second hyperpolaniz-yqq \\hich can be related to the macroscopic susceptibilities

ability is too small. The THG. suspeptlblllty Of. liquid water. directly comparable with experimental results. By separating
has also beep calculated using different pontmuum an)d d'sthe discrete local field into two distinct contribution we can
crete IocaI_I|4eId models gving results m_the rangé’ define two different microscopic properties, the so-called sol-
~1—_2>< 10"~ esu depend_mg on the local field model usedute and effective properties. In the solute properties the pure
and in good agreement with the results_ presented‘ﬁere. solvent effect, i.e., effects even when the macroscopic elec-
The expen_mental result fgr acetomt_nle measuredvat tric field is zero, are accounted for and in the effective both
=0.0239 a.u. isy®=2.54x10"* esu using the old refer- the : -
3 _ 14 83 pure solvent effect and the effect from the induced di
ence value ob(Si02—2.79>< 107" esu.™ The new reference poles in the solvent is accounted for. We have presented re-
value atw=0.0239 a.u. ig§4,=1.15< 10" esu®®Cor-  guits for linear and nonlinear polarizabilities of water and
recting for the differences between the two reference valueacetonitrile both in the gas phase and in the liquid phase. For
gives a THG susceptibilty of(®)=1.05x 10 ** esu. Since all the properties we see that the pure solvent effect, i.e., the
we have not calculated the effective second hyperpolarizabildifference between the gas phase and the solute properties,
ity for acetonitrile at this frequency we will use the static gives an increase in the properties. For the induced electric
result to estimate the THG susceptibility instead. The statidield, i.e., the difference between the solute and effective
effective second hyperpolarizability for acetonitrile 3%  properties, a decrease in the properties was found. Therefore,
=4891.1 a.u. Using this value the static THG susceptibilitythe electric field induced in the solvent due to the macro-
is x3=1.27x10"'* esu. The result is larger than but in scopic electric field produced a screening of the electric field
agreement with the experimental result. whereas the field from the charge distribution of the solvent

Finally, we will use the effective mean first and second
hyperpolarizability to calculate the EFISH susceptibility
given in Eq.(40). This gives for water an EFISH suscepti-
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