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ABSTRACT

The use of two-dimensional spectral analysis applied to terrain heights in order to determine characteristic
terrain spatial scales and its subsequent use for the objective definition of an adequate grid size required to
resolve terrain forcing are presented in this paper. In order to illustrate the influence of grid size, atmospheric
flow in a complex terrain area of the Spanish east coast is simulated by the Regional Atmospheric Modeling
System (RAMS) mesoscale numerical model using different horizontal grid resolutions. In this area, a grid size
of 2 kmisrequired to account for 95% of terrain variance. Comparison among results of the different simulations
shows that, although the main wind behavior does not change dramatically, some small-scale features appear
when using aresolution of 2 km or finer. Horizontal flow pattern differences are significant both in the nighttime,
when terrain forcing is more relevant, and in the daytime, when thermal forcing is dominant. Vertical structures
also are investigated, and results show that vertical advection is influenced highly by the horizontal grid size
during the daytime period. The turbulent kinetic energy and potential temperature vertical cross sections show
substantial differences in the structure of the planetary boundary layer for each model configuration.

1. Introduction

Episodes of increased surface ozone concentration in
violation of European Commission (EC) directive 92/
72/CEE continuously occur on the Spanish east coast
(Millan et a. 1997). Wind fields and turbulence patterns
simulated by mesoscale models could help in inter-
preting experimental data and describing the flow dy-
namics of the photochemical processesinvolved. Errors
in wind prediction by mesoscale models could lead to
large errors in pollutant dispersion patterns when these
models are coupled to photochemical models. Also, the
Valencia region on the Spanish east coast has been af-
fected recently by a significant increase in wildfires
(Millan et al. 1998). The ability to use mesoscale models
to predict accurate wind fields in a reasonable compu-
tational time would help in the management of such
critical situations as fires or air pollution episodes. The
rapid development of computational resources has made
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the use of complex models more feasible. However, con-
figuration of such models can be a difficult task and
should be done with care.

For those cases in which synoptic-scale forcing is
weak, as is the typical case for summertime in Spain,
topographical-scale forcing can have an important effect
on mesoscale atmospheric flow and therefore on the
dispersion and fate of air pollutants. There are other
surface features (land use type, soil textures, roughness,
soil moisture content, etc.) that play an important role
in mesometeorological processes. These surface char-
acteristics should be analyzed in detail. However, if sur-
face topography is a major driving force on the meso-
scal e atmospheric processes involved, then grid size and
the domain of nested grids should be influenced pri-
marily by local topography. Analysis of the terrain in-
homogeneities is a necessary (athough not sufficient)
step in the process of establishing the required hori-
zontal grid size for amesoscale model application (Piel-
ke 1984). The averaging volume defined by the model’s
horizontal grid spacing must be sufficiently small to
allow the mesoscale forcing and responses to be rep-
resented accurately. On the other hand, small-scale to-
pographical features captured by small grid spacing in
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the model can result in numerical instabilities that con-
taminate predictions. For all these reasons, and since
computational requirements increase markedly with the
inverse of the grid spacing (for a given domain), the
horizontal grid size becomes an important design de-
cision (Lyons et al. 1993). Surprisingly, however, the
grid very often is selected without considering any ac-
curate study of its optimum size.

Therefore, modelers frequently ask about the opti-
mum grid size to describe some observed atmospheric
phenomenon satisfactorily by means of a mesoscal e nu-
merical model. The representation of the topographical
surface in wavelength space can be used to determine
the spatial scales that are characteristic of a given ter-
rain. This process may be accomplished by a spectral
analysis of terrain heights, which can give the horizontal
grid resolution needed to resolve adequately the entire
range of terrain scales when a mesoscale model is going
to be used (Young and Pielke 1983). Obviously, the
analysis of terrain variance described here is most suit-
able for terrain-forced atmospheric phenomena. For de-
termining appropriate grid spacing for atmospheric phe-
nomena that are not intimately connected to the topo-
graphic scale, analysis of terrain variance is not appro-
priate.

Since the terrain is bidimensional, it would be pref-
erable to use a bidimensional Fourier transform. How-
ever, in the 1980s these routines were not readily avail-
able for handling such a large amount of data, and uni-
dimensional Fourier transforms were used instead. For
these cases, the spectrum of the topography was rep-
resented in wavelength space along some cross sections
where the greatest terrain gradient occurred. Steyn and
Ayotte (1985) pointed out, however, that the use of uni-
dimensional terrain spectra to indicate the required grid
size to be used with a numerical model can lead to
incorrect conclusions if there is a spatial directionality
in the topography structure. On the other hand, two-
dimensional spectral analysisis being used now in dif-
ferent studies where the horizontal spatia pattern is of
interest. For example, Rayner (1972) used a 2D Fourier
transform to analyze terrain morphology, as we do in
this paper; Ford (1976) applied thistechniqueto aforest
canopy and Garand (1988) did so for cloud pattern rec-
ognition. Porch (1982) studied autospectral analyses of
drainage wind fluctuations and suggested that a rela-
tionship may exist between prominent spectral peaks
and regular variations in complex terrain as represented
by a two-dimensional Fourier transform of the terrain
heights. Moreover, in the framework of linear wind flow
models, Troen and Petersen (1989) showed that the so-
lution for a neutrally stratified flow over topography can
be given by a series of Fourier—Bessel functions. Co-
efficients in this series can be found directly from a
series decomposition of the slope of topography in the
area of interest. Similar scale dependence of speedup
over shallow hillsis given by Wamsley et al. (1982) in
which the magnitude of mean flow speed over ahill is
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related to surface roughness and the half-length and
height of the hill.

In this paper, the application of two-dimensional spec-
tral analysis to terrain heights and its subsequent use
for the objective definition of agrid sizethat is adequate
to resolve terrain forcing are presented. An area of com-
plex terrain on the east coast of the Iberian Peninsula
is chosen on which to apply these analyses. Although
topography is not the only driving mechanism that con-
tributesto meteorological conditionsinthisarea, it plays
a major role and should be well resolved in modeling
exercises. In order toillustrate the influence of grid size,
several simulations with a mesoscale numerical model
are carried out using different grid resolutions. Hori-
zontal wind fields obtained by using these different res-
olutions are compared through the analysis of stream-
lines and wind patterns. The vertical structure of the
atmospheric flow also isinvestigated by comparing ver-
tical wind components, vertical distribution of turbulent
kinetic energy, and potential temperature vertical pat-
terns. Meteorological data required for simulations and
comparisons were taken from the historical dataset ob-
tained during the Mesometeorological Cycles of Air
Pollution in the Iberian Peninsula project (MECAPIP),
carried out from 1988 to 1991.

2. Data and methods
a. Topography data and site

For this study, the basic domain is an area of 150 km
X 150 km centered approximately in the city of Cas-
tellén, on the east coast of the Iberian Peninsula (Fig.
1). Since 1986, several EC-supported experimental cam-
paigns have been carried out in this area in the frame
of thefollowing projects: MECAPIP (Millan et al. 1992;
1996), Regiona Cycles of Air Pollution in the West-
Central Mediterranean Area (RECAPMA) (Millan et al.
1997), South European Cycles of Air Pollution (SE-
CAP), and the most recent Biogenic Emissions in the
Mediterranean Area (BEMA) (Seufert 1997). Other
works concerning air pollution also have focused on
this area (Martin et al. 1991; Salvador et a. 1994; Her-
nandez et al. 1995). The area is broadly considered to
be a representative experimental site of the Western
Mediterranean Basin for investigating photochemical
processes.

Two different topographical databases were used in
this study. The Spanish Geographical Service (SGS)
topographical database with 6x = 200 m of resolution
in the horizontal and 1 m in the vertical was used as
basic data for the spectral analysis. Therefore, the do-
main is described by an array of 750 X 750 values. For
model simulations, the United States Geographical Ser-
vice (USGS) database with 30" of resolution was used
with a domain of 180 km X 145 km in size; 30" of
|atitude correspond to 925 m and, at a latitude of 40°N,
30" of longitude is 710 m. This worldwide database was
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Fic. 1. (a) Map of the studied domain from the SGS, showing major topographic features and
position of ground-based monitoring stations (CS-SUR, CIR, BAR, and VNA; defined in section
3b). Contour lines are plotted every 250 m. (b) A more detailed topography zoom of the Bartolo
Mountain area. The monitoring station BAR is plotted as a star.
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used for modeling purposes because several sensitivity
studies of the interactions that occur local up to global
scales (not shown in this paper) are being carried out
using the nesting capabilities of the model (Millan et
al. 1999). Figure la represents the topographic map of
the domain at the best resolution available from the
graphics software package used, that is, only every fifth
point from the SGS 200-m resolution data is repre-
sented.

The main characteristics of the domain topography
are a flat strip along the coast delimited by a mountain
range oriented in the northeast—southwest direction.
This coastal mountain range is crossed by several val-
leys along which the sea breeze can penetrate inland,;
one of them is the narrow Mijares River Valley, where
monitoring stations were located and the modeling do-
main was centered. There are two major mountain
peaks, Pefiarroya (2024 m) and Javalambre (2020 m),
at the sides of thisvalley. A small section of thedomain,
centered on Bartolo Mountain, is shown in more detail
as a basis for further discussions (Fig. 1b). The coastal
mountain range orientation (SW-NE), together with arid
land cover, favors a rapid solar heating of slopes and
an early onset of the sea breeze, aided by the upsiope
winds. Because of the orientation of the mountain range,
the sea breezeisintensified by thermal effectsbut would
be suppressed by mechanical effects, except at some
valleys where the flow is channeled. The great influence
of topography on the evolution of the sea breeze has
been analyzed previously based on experimental data,
and the results of this analysis have been reported else-
where (Millan et al. 1996).

b. Spectral analysis

As previously stated, the Fourier transform has been
the main tool used to define the optimum grid size in
the present analysis. Before applying the Fast Fourier
Transform (FFT) routine, however, the digitized terrain
data underwent several modifications. First, SGSterrain
data were fitted to a linear function (i.e., a plane) and
this function was subtracted from all terrain heights.
With this step, the main tendency of the data, which
could have produced a very large amount of spectral
energy at wavenumber 0, was removed. Second, a mul-
tiplying filter having a value of unity over most of the
domain and a cosine shape at the borders was applied
in order to reduce the variance introduced by the edge
discontinuity (Rayner 1972). Last, since the domain did
not have a number of points equal to a power of 2 in
any direction, a buffer of 0 values was added around
the domain to get the final 1024 X 1024 points domain.
This zero-padding procedure to augment the domain
sizeis necessary for numerical routine requirementsand
is convenient since it helps to reduce typical discrete
Fourier transform problems such as power filtering.

After this process, a standard 2D FFT routine (Press
et al. 1988) was applied over the resulting height val ues.
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The result is the complex amplitudes of the harmonics
that correspond to each wavenumber k. The module of
these complex amplitudes constitutesthe spectral energy
function. Normalizing this function by the total size of
the analyzed domain, we obtained the spectral power
function S, which wasthe basisfor further analysis. Note
that since the initial signal (i.e., topographic heights) is
real, the corresponding Fourier transform and, therefore,
the spectral power are symmetric functions with respect
to the origin. This symmetry means that, although the
wavenumbers vary from —1/(26x) to 1/(26x) in both
(south—north and west—east) directions, the analysis of
one half of this domain gives all the information con-
tained in the function. In this work, positive wave-
numbers for the west—east direction and the whole range
of wavenumbersfor the south—-north direction arbitrarily
were chosen.

¢. Model description and setup

The Regional Atmospheric Modeling System, Ver-
sion 3b (RAMS; Pielke et a. 1992) was used in this
study. The simulations used the following available op-
tions: 3D nonhydrostatic atmosphere in a terrain-influ-
enced vertical coordinate system with polar stereograph-
ic horizontal coordinates. The vertical diffusion coef-
ficients were computed with the turbulence closure
scheme of Mellor and Yamada (1982), and for horizontal
diffusion coefficients the first-order scheme of Sma-
gorinsky was used. For these simulations no cumulus
or microphysical parameterizations were included. A
rigid top at 14 km with no absorbing layer was set at
the upper boundary. However, top-boundary nudging
(which damps gravity waves) for horizontal inhomo-
geneous initialization was activated and is analogous to
the absorbing layer top boundary conditions. At thelow-
er boundary, the surface fluxes of heat, moisture, and
momentum were calculated, and the differencesin tem-
perature and moisture between air and surfacewerefully
interactively handled by employing a soil model and
zero-gradient lateral boundary conditions. A homoge-
neous loamy sand soil with crop/mixed-farming vege-
tation was assumed in this study to avoid grid size-based
spatial inhomogeneities other than those from topog-
raphy.

A nonhomogeneous initialization with nonstationary
boundary conditions was used. The model was run for
27 July 1989, when both field data from the MECAPIP
project and European Centre for Medium-Range Weath-
er Forecasts (ECMWF) global data were available. The
|atter data, with 1° resolution of latitude and longitude,
were used for initialization since there were no free
soundings in the modeled area. The data were ingested
into the isentropic analysis package of RAMS as part
of the model initialization procedure. The model was
run for 30 h, starting at 1800 UTC (same as local time,
since the Greenwich meridian crosses the domain) on
26 July 1989, to allow model numerical spinup. Cli-
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TABLE 1. Summary of characteristics distinguishing among the dif-
ferent test runs carried out using the RAMS model. The distances
Ax, Ay are the horizontal grid spacings, Az, is the thickness of the
lowest grid layer; N,, N,, N, are the number of grid cells in each
direction; CPU isthe central processing unit time required by an IBM
RS/6000-55L workstation to simulate 1 h.

Number of Ax, Ay CPU
Run No. grids (km) Az, (m) N, N, N, (min h™)
Test 1 1 6 120 30, 25, 24 7
Test 2 1 4 120 45, 37, 24 16
Test 3 1 2 120 90, 74, 24 72
Test 4 1 15 120 120, 99, 24 125
Test 5 1 2 20 90, 74, 34 136

matological values of sea surface temperaturesalsowere
used for initialization, and the USGS dataset was used
for defining the underlying terrain. Nesting capabilities
were not considered in order to avoid influences on the
model results other than those caused by horizontal grid
spacing. It is well known, however, that it is necessary
to include interaction between scales to compose the
whole picture of atmospheric circulations in the studied
area (Millan et. al. 1992, 1996, 1997). Thus, four dif-
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ferent model configurations of grid size weretested. The
horizontal grid spacing was set to 6, 4, 2, and 1.5 km,
and a vertical variable-grid stretching with higher res-
olution near the ground and the lowest layer top at 120
m above ground level (AGL) was used. An additional
test with finer vertical resolution was included in which
the lowest layer was set at 20 m AGL. Thefive different
model configurations are summarized in Table 1. All
the simulations were performed on an IBM RS/6000-
55L workstation.

3. Results and discussion
a. Spectral analysis

Isopleths of S (m? km?), are represented in Fig. 2
versus both x and y wavenumbers (km-1). This repre-
sentation is especially useful to detect any directionality
in the studied topography (Steyn and Ayotte 1985). In
Fig. 2a, the range of wavenumbers was limited from O
to 1 km~*. Although the data allow us to obtain results
for wavenumbers as big as 2.5 km~* (equivalent wave-
length A = 0.4 km), the spectral energy for wave-

y wannenumiber | 1/fiom)

ool .

000 005 010 015 0.20
= wawanambar | 1/km)

= 2 8 & 3 8

O O S

[ o

Fic. 2. Isopleths of spectral power (m2 km?) contained in the terrain height, after applying the
2D FFT to terrain heights. (a) Wavenumbers between 0 and 1 km~* (wavelengths longer than 1
km). (b) A detail for wavenumbers between 0 and 0.25 km~* (wavelengths longer than 4 km).
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Fic. 3. Three-dimensional representation of the terrain spectrum. The product of the spectral
power times the square of the wavenumber (m?2) is shown vs the wavelengths in alog scale. This
representation enhances the analysis of long wavelengths, where most of the variance is contained.

numbers larger than 1 km~* (A shorter than 1 km) is
insignificant. The semicircular pattern of the isopleths
means that there is no important directionality in this
area. Nevertheless, a zoom of this picture, correspond-
ing to wavelengths larger than 4 km, is drawn in Fig.
2b and shows some features that can be significant. In
the upper half, a ridge of relative maximum values of
spectral power appears (line A in the picture), which
corresponds to the SW—NE direction and to A between
10 and 20 km. This spectral ridge can be associated with
the series of topographical valleys and ridgesin the SE—
NW direction, which were highlighted in a previous
section (e.g., Mijares, Turia, Palancia valleys). In the
lower half, two other axes (B and B’ in the figure) are
apparent. These axes of relatively high spectral power
probably correspond to the coast line and the main
mountain ridge that runs approximately parallel to the
coast.

Another typical representation after Fourier analysis
is the product of spectral power times wavenumber ver-
sus the logarithm of wavenumber (or wavelength). This
relation isshown in Fig. 3. Note that in the present case,
spectral power is multiplied by the square of wave-
number, since a 2D FFT has been applied. For negative
wavenumbers the logarithm function should not work,
but this difficulty has been avoided by considering that
the negative sign of wavenumber has no physical mean-
ing other than direction. Although equivalent to the pre-
vious representation, this approach is sometimes more
adequate for identifying the wavelengths where most of
the spectral power, that is, variability of the original
terrain, is concentrated (Pielke and Kennedy 1980; Piel-
ke 1984). The surface shown in Fig. 3 has been

smoothed somewhat (through use of a running average)
by the graphics software package, but there are some
obvious features. First, most of the spectral power be-
longs to long waves (A > 10 km). Second, there is no
significant variability for wavelengths shorter than 2 km.
Third, there is more variability associated with some
specific directions, as explained above. Small relative
maxima correspond to the A, B, and B" axisin Fig. 2b
and have been analyzed above. These axes are related
to (a) valleys perpendicular to the coast, (b) the main
mountain ridge, and (c) the coastline, respectively. Note
that since the SGS database is used for this spectral
analysis, spectral variance for wavelengths as short as
400 m could be captured in principle. When we say that
thereisno significant variability for wavelengths shorter
than 2 km, we mean that this variability has little rel-
evance compared to the variability associated with larg-
er wavelengths. This conclusion is restricted to our
framework, that is, the domain size (150 km X 150 km)
and the minimum available resolution (200 m in this
case). Obvioudly, if we had studied, for example, a 1
km?2 domain with a resolution of, say, 5 m, we probably
would have found significant variability at 200 m wave-
lengths.

The spectral rolloff, that is, logarithm of spectral am-
plitude versus logarithm of wavenumber, along several
sections of the spectrum shown in Fig. 2 was also in-
vestigated. These graphs would represent the spectrum
of all sections through the topography in a direction
given by the orientation of the section in wavenumber
space (Steyn and Ayotte 1985). Four sections have been
considered in the analysis, corresponding to the south—
north, west—east, northwest—southeast, and southwest—
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Fic. 4. Spectral rolloff, i.e., log of spectral amplitude vs log of
wavenumber, for several directions obtained from sections of the
terrain height spectrum: (a) west—east section, (b) southwest—north-
east section, (c) southeast—northwest section, and (d) south—north
section.

northeast directions (Fig. 4). In order to make them
comparable to results presented by other authors, spec-
tral amplitude (i.e., the square root of spectral power)
was drawn on the ordinate axis. Then alinear regression
between the logarithm of spectral amplitude and the
logarithm of wavenumber was made, leading to a re-
lation of thetype A = aA®, where A isthe spectral power
and A the wavelength. The two parameters a and b of
the regression and the regression coefficients are given
in Table 2 for each section. The values are not very
diverse with respect to one another, as expected after
the circular appearance of Fig. 2. The mean exponent
b (=1.77) is smaller than those presented by Steyn and
Ayotte (1985) for topographies of British Columbia,
Canada (b = 2.5), and Pennsylvania (b = 2.1). This
fact means that the present domain is more complex
than the terrain in those studies. That is, significant spec-
tral energy exists for shorter wavelengths in the present
terrain. Young and Pielke (1983) obtained a mean ex-
ponent of about 1.0 in their study of Colorado moun-
tains, for the relation S = a\°. Note that although the
interpretation of their parameter is the same as our ex-
ponents, values cannot be compared directly since their
study used one-dimensional Fourier transforms, and es-
tablished the relation for S and not for A.

Based on the ideas presented by Young and Pielke
(1983) but in order to make use of the full 2D terrain
spectrum, the following method was derived to define
the adequate grid size for amesoscale model application
over a specific topography. First, the energy of the
height variance contained between wavenumbers k; and
k, was defined:
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TABLE 2. Parameters of the least squares best-fit relation of the
form A = a\® for four sections through the terrain height spectrum;
r is the correlation coefficient.

Section a b r
W-E 2.103 1.695 0.97
SW-NE 2.070 1.838 0.98
SE-NW 2.076 1.874 0.98
SN 2.121 1.700 0.98

E(k, k) = J ) f Sk k) do k(D)

wherek, isthe wavenumber associated with the x (west—
east) axis, and k, is the wavenumber associated with the
y (south—north) axis. The total energy contained in the
spectrais E(K, i, Kuna) Where the minimum wavenumber
(maximum wavelength) resolvable for a specific terrain
is given by the extension (L,) of the domain (k;, =
1/L,), and the minimum wavelength (maximum wave-
number) is twice the grid resolution of the terrain data
[Koax = 1/(26X)]. Assuming that a numerical model can-
not resolve any characteristic with a length scale less
than 2Ax, and that an acceptable representation may
require 4Ax length scales (Uliasz et al. 1996), it is stated
that the terrain energy considered by the mesoscale mod-
el is E[(Ki, 1/(4AX)]. Therefore, given a domain of
horizontal area L, timesL,, with atopography described
with a minimum resolution éx, the ratio between the
energy considered by a mesoscale model when using a
grid size of Ax and the total energy contained in the
original topography is

V@AAY)  (U(4AX)
f f Sk, k,) dk, dk,
R — Vly Ly

U@Esx)  ["1/(26x) '
j Sk, k,) dk, dk,
Vly ULy
The value of this ratio for this study, based on the

spectrum presented in previous figures and for several
model grid sizes, is given in Table 3. If it is assumed,

@

TaBLE 3. Ratio R between model-resolved terrain variance and total
terrain variance, and the grid resolutions for the scales of Castellon
and the Iberian Peninsula that are necessary to achieve this ratio
(considering that the model correctly represents wavelengths longer
than 4Ax).

R(%) Ax (Castellon) Ax (Iberian Pen.)
99 0.5 2
98 1 35
97 15 5
95 2 10
92 4 18
88 6 33
80 10.5 60
75 14 70
70 16.5 85
67 175 100
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for example, that including 95% of the terrain variance
is sufficient to consider correctly the topographical forc-
ing, the grid size required for this (Castellon) domain
would be 2 km. In Table 3, results obtained by applying
the methodology to the whole Iberian Peninsula (1800
km X 1200 km domain size) with a minimum resolution
of 30" also are presented. Analysis of this table allows
one to establish that if the interaction between a greater
scale (such as the case of the Iberian Peninsula) and the
coastal atmospheric processes were to be included, it
would be appropriate to use a 10-km grid size for the
former. This grid size would be recommended on the
a-mesoscale of the Iberian Peninsula when using nest-
ing grids, in order to include an equivalent amount of
terrain spectral energy in both domains (95%).

b. Mesoscale model

To show the effect of considering different grid sizes
in a mesoscale model application and, therefore, to il-
lustrate better the interest of the results obtained by the
spectral method, several simulations using the RAMS
model with different horizontal spacing resolutions (Ta-
ble 1) were compared. Model results were compared to
measurements from ground-based monitoring stations,
which are located in the domain (Fig. 1) as follows.
There are two coastal sites: CS-Sur, located on the flood
plain of Castellén 7 km inland, and Bartolo Mountain
(BAR), placed 5 km inland on an isolated hill (729 m
atitude). There also are two inland sites: Cirat (CIR)
station, located 41 km inland on top of a high (470 m)
rocky abutment in the middle of the Mijares Valley, and
the Valbonasite (VNA), located 75 kminland on asmall
plateau at 965 m of altitude. Note that, except for Bar-
tolo Mountain, these monitoring stations are in signif-
icant sites for describing the atmospheric flow.

Synoptic conditions for the selected day, 27 July
1989, showed the Azores anticyclone centered to the
the southwest of Ireland, with an associated ridge
aligned NW-SE between the Gulf of Biscay and the
Spanish east coast (Fig. 5). A thermal low system, typ-
ical of the Iberian Peninsula summer, developed over
the southern half of the peninsula. The thermal low
intensified the pressure gradient between the northern
coast and the center of the peninsula to a magnitude of
about 8 hPa. The horizontal pressure gradient was weak
over the studied domain, and thermally driven local
flows (topography-induced flows coupled with sea
breezes) developed. On the 500-hPa weather map, a
divergence associated with the thermal low was ob-
served at the south of the Iberian Peninsula. At this
level, light geostrophic wind dominated in the area dur-
ing the simulated period. Satellite photographs show
clear skies over most of the Iberian Peninsula except
northern Spain and Gibraltar. In the afternoon, cumulus
clouds are observed in the center of Spain and over
some coastal mountain ranges, indicating strong con-
vection. Some cumulus clouds were observed around
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noon, and were associated with the entrance of the sea
breeze in the modeled domain (Millan et al. 1992). As
mentioned before, however, microphysical cloud param-
eterization is not considered in these preliminary sim-
ulations.

1) HORIZONTAL PATTERN OF ATMOSPHERIC FLOW

Figure 6 presents RAM S-predi cted surface layer wind
streamline plots for four different model configurations.
These representations emphasize regions of conver-
gence and divergence. Terrain contours also are plotted;
note how the model terrain of each run becomes more
detailed because of the smaller grid increment. Simu-
|ations show that the main flow patterns are similar for
the four runs, but some regions of flow divergence and
convergence appear at different locations. At 0000 UTC,
test 1 fails to simulate the coastal eddy that was pro-
duced by the other three runs. Two factors related to
terrain resolution contribute to this result: first, the dif-
ferences in the coastline shape, and second, the flow
deflection at the Bartolo areafoothills. Also, thevortices
at the lee side of the Pefarroya and Javalambre Moun-
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Fic. 6. Modeled surface layer wind streamlines at 57.3 m AGL for 0000 UTC 27 Jul 1989. (a) 6-km grid size; streamlines are plotted
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four grid points. (d) 1.5-km grid size; streamlines are plotted every four grid points. Terrain contours every 300 m; monitoring stations are
plotted as dots (see Fig. 1). Note the greater detail of terrain features as resolution increases. Straight lines through the figures indicate

vertical cross sections to which the text refers.

tains are noticeable on test 2, test 3, and test 4. Note
that drainage flow is not simulated by the model at this
height and time, but the model simulated nocturna
drainage flow after 0400 UTC (see the time series wind
direction plots presented later in Fig. 15b). Observations
showed nocturnal drainage flow around 2200 UTC of
the previous day. This time lag may be explained by
two reasons: either vertical resolution of the model was
not sufficient, or initial conditions were not represen-
tative enough of actual conditions in the area and with
time. Analysis of the experimental datarevealed a shal-
low stable surface layer about 100 m deep, which almost
corresponds to the first vertical model grid. Thus an
additional experiment was performed with better ver-
tical resolution, in which the first vertical grid layer top
was set at 20 m AGL. However, drainage flow aong

the Mijares Valley was not modeled at 0000 UTC either
(Fig. 7), leading us to conclude that the discrepancy
between model and observations is caused mainly by
inadequate initial conditions. Another simulation per-
formed by the model, not presented in this paper, in-
cludes nesting capabilities and has solved this problem.

By 0600 UTC (Fig. 8), the time when minimum tem-
peratures are reached, downslope flows on valley side-
walls were simulated by all model configurations, but
test 3 and test 4 have more complex streamline patterns.
Superposition of valley drainage flow and the slope
wind system resultsin awind vector convergence down-
ward to the narrow valleys. Some features of the flow
induced by topography appear only at the finer reso-
lution grid runs (Fig. 9). These features include the
counterclockwise turning of the wind associated with
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weak winds down the Mijares Valley near the VNA
monitoring station; the flow deflection around the Bar-
tolo Mountain area, which was not simulated by test 1
or test 2; and the divergence of the wind vectors on the
lee side of Pefarroya mountain, around 50 km north
and 10 km east, which is considerably more evident in
test 3 and test 4.

Isotach patterns at 0600 UTC (Fig. 10) show two
aspects to be considered. First, the better the horizontal
resolution, the higher the simulated downslope speed
on the north side of the major mountain peaks (partic-
ularly north of Javalambre). Second, at the same time,
there are pools of calm wind at the northwest of Gudar
Mountains foothills, in Mijares Valley, and at the lee
side of the Peflarroya. On the other hand, there is not
much difference between test 3 and test 4.

The horizontal wind patterns at 1200 UTC are de-
picted in Fig. 11. They are representative of the sea-
breeze period coupled with upslope and up-valley
winds. Some features are similar in al the simulations:
for instance, the location of a convergence line that
extends from the Javalambre peak to the northern slope
of Pefiarroya. However, the wind vector convergence on
the Mijares Valley ismore evident in the finer grid spac-
ing model simulations, with Ax = 2 km and Ax = 1.5
km (Figs. 11c,d). Channeled winds along the Turia Val-
ley and around the western foothills of Javalambre
Mountain are well-simulated by all runs except for test
1. These winds cause divergence to the northwest of
Javalambre except in test 1, which predicts nearly calm
conditions. Note also the strong winds at the Pefarroya
peak for the higher resolution runs.

2) VERTICAL STRUCTURE OF THE CONVECTIVE
LAYER

The predicted vertical motions are quite sensitive to
the horizontal grid size used. Vertical structure of the
convective boundary layer as simulated by the four
model configurations shows significant differences. Fig-
ure 12 shows the combined east—west component (u, m
s ') and vertical wind component (w, dm s-*) plotted
on the cross section depicted in Fig. 6. The section runs
across the mountain peak of Javalambre and Bartolo
Mountain. Solar heating of the mountain surface gen-
erates upslope and up-valley wind systems coupled with
the sea breeze, which also generates convergence and
updrafts near the peaks (Fig. 11). A tendency for thermal
convection within the boundary layer appearsin all sim-
ulations, although the test 1 and test 2 model runs show
different and simpler patterns than the finer-scale runs.
These cross sections of the wind show that finer-scale
grid configurations simulated much higher and more
intense vertical thermal updrafts. The maximum upward
rate of ascent in the sea-breeze convergence zone was
146 cm st using the 6-km grid, while 450 cm st was
reached in the 1.5-km grid configuration. These updraft
cells could trigger cloud development and injection of
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Fic. 7. Modeled (by test 5) surface layer wind field at 9.5 m AGL
for 0000 UTC 27 Jul 1989. Terrain contours every 300 m; monitoring
stations are plotted as dots (see Fig. 1).

pollutants to upper layers, as has been observed (Millan
et a. 1996). Although it is difficult to measure these
vertical motions, hang-gliding practitioners in this area
reported strong thermal (chimney) updrafts. In any case,
some modeled vertical currents are strong but very lo-
calized. Generally, theinclusion of afiner grid increases
the ability of meteorological models to produce larger
vertical motion since small-scale horizontal temperature
gradients and velocities can be resolved (Poulos and
Pielke 1994).

Regarding mountain updrafts, Ulrickson and Mass
(1990) reported converging flows that generate 50 cm
st updrafts over the ridges of the heated mountain
slopes of the Los Angeles area. Their simulations used
5 km as the horizontal grid resolution. As they state,
additional information about the significance of indi-
vidual ridges and canyons would be required for an
accurate simulation. This information, however, was
omitted in that study because of the necessity of smooth-
ing the terrain. Also, simulations performed by RAMS
for the Kennedy Space Center (KSC) area in Florida,
which would represent a flat coastal terrain mesoscale
circulation, produced peak updrafts of 170 cm st at
midday (Lyons et a. 1993) when a grid spacing of 1
km was used. Doppler sodar field observations sug-
gested vertical motions in the 1-2 m s~* range during
coastal field discontinuitiesin the KSC area. Poulos and
Pielke (1994) also studied transport of pollutants in the
Los Angeles Basin under stable stratified winter con-
ditions. They pointed out the importance of terrain fea-
tures by comparing flat to actual complex terrain sim-
ulations and by comparing different model resolutions.
Model configuration consisted of three nested grids of
72, 24, and 8 km. The largest vertical wind components
modeled in that simulation were equal to 6 cm s on
the coarser grid (24 km) and 20 cm s~* on the finer grid
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Fic. 8. Same as Fig. 6 but at 0600 UTC.

the meteorological conditions and model configuration
of the study cannot.

The influence of the horizontal grid spacing on the
flow vertical structures is evident in Fig. 12. Although
the flow is primarily thermally induced, underlying to-
pography has a great impact on it. First, eastern moun-
tain slopes can be heated more efficiently when they are
steeper, and this heating can drive new thermal updrafts
over relatively small terrain features. Second, mechan-
ical effects associated with the coupling of the sea
breeze with upslope flows enhance topographical injec-
tion. For example, test 1 simulates a main sea-breeze
cell, with its convergence zone approximately on the
main mountain ridge and a subsea-breeze-sized eddy at
x = 30 km. The return flow was simulated by test 1 at
about 1300 m AGL. Meanwhile, test 3 and test 4 results
show several small cells inside the general sea-breeze
flow pattern: one at x = 30 km and another at x = —10

km (see Fig. 12d). These cells are associated with heated
mountain slopesthat hardly appeared in the coarser runs.
In fact, test 4, which is the one containing greater than
95% of the terrain variance, shows a much stronger
updraft than any of the other tests do at x = —10 km.
In addition, anoticeable sinking areawest of Javalambre
mountain appears when using Ax = 1.5 km or Ax = 2
km. This downward motion was not modeled by tests
that used Ax = 4 km or Ax = 6 km.

Air potential temperature is presented in Fig. 13 on
the same vertical cross sections. The pictures show that
there is an increase in the vertical gradient of potential
temperature within the cool marine boundary layer
(MBL) as horizontal resolution increases, which is as-
sociated with the increase in downward motion seen in
Figs. 12c,d. Thisfact might be dueto abetter description
of the return subsidence flow over the MBL by thefiner-
resolution tests. Note for example that the 306-K isoline
is much lower in test 3 or test 4 [1100 m above mean
sea level (MSL)] than it isin test 1 or test 2 (1500 m



1322

Testl Time 06:00 UTC

[ )7
60\/ 1
N
oA 1

3

T
T
i T
X
=)

40

'
1
1
1

20§

P R

7

Y (km)

207 1

60{7

Y (km)

JOURNAL OF APPLIED METEOROLOGY

VoLUME 38

Y (km)

Y (km)

smis

X (km)

Sm/s

Fic. 9. Modeled surface layer wind pattern at 57.3 m AGL for 0600 UTC 27 Jul 1989. (a) 6-km grid size; wind vectors are plotted for
al grid points. (b) 4-km grid size; wind vectors are plotted for al grid points. (c) 2-km grid size; wind vectors are plotted every four grid
points. (d) 1.5-km grid size; wind vectors are plotted every nine grid points. Terrain contours every 300 m; monitoring stations are plotted

as dots (see Fig. 1).

MSL). Over land, the isentropic surfaces show areas of
baroclinicity that coincide with the position of the sea-
breeze frontal region, which is at similar locations in
al the simulations. The greatest uplift of isentropes oc-
curs where cells of upward motion were simulated for
each test, respectively, and probably where the observed
cumulus developed. Associated with the sinking air de-
scribed above (west of Javalambre, x = —70 km), test
3 and test 4 show a layer of cooler air than is seen in
the other tests.

Figure 14 shows turbulent kinetic energy (TKE),
which is a measure of the intensity of turbulence and
is proportional to the dispersion rate (Stull 1995). At
1200 UTC, vertical transport in thermals (created by
superadiabatic conditions at the surface) brings TKE to

higher altitudes, and the PBL structure is noticeable in
al runs. However, the finer grids reproduce better a
spatially wave-shaped boundary layer. The boundary
layer oscillates in response to the processes that take
place near the ground to achieve equilibrium, that is, to
adjust turbulent fluxes into the generally unperturbed
flow aloft. These processes are even more complex if
interactions with onshore flow are considered. For all
simulations, TKE decayed at elevations higher than
4000 m MSL (2000 m AGL) over the inland areas be-
cause of thermal static stability aloft. Almost no TKE
is present over the sea, indicating avery shallow bound-
ary layer. In coastal areas, turbulence is restricted to a
depth of about 200500 m. Again, in high-resolution
tests there is a particular phenomenon to the west of
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Javalambre: because of the downward flow, the bound-
ary layer becomes thinner in this area. Little turbulence
was present at night or early in the morning and, there-
fore, results are not shown for these hours.

3) TEMPERATURE AND WIND TIME SERIES

Comparisons between modeled and observed data at
four monitoring stations are shown in Fig. 15. For each
station, values from the nearest grid point were used for
comparisons, and modeled data were outputted every
hour. The effect of horizontal grid size on modeled tem-

peratures is remarkable while the sea breeze is blowing
at coastal monitoring stations (CS-Sur and BAR). For
example, there is a difference of about 4°C between
maximum daily temperatures simulated by test 1 and
test 4 at CS-Sur. On the contrary, modeled temperatures
at inland sites do not show significant differencesamong
the four tests (Fig. 15a). Modeled temperatures reach
the morning minimum later than do observed temper-
atures. In addition, modeled minimum morning tem-
peratures are a few degrees warmer than the observed
values. This difference can be explained because the
model’s first vertical layer center is located at 57.3 m
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AGL in all tests but test 5, while meteorological towers
measure at 10 m; also, modeled results represent volume
averages. Both the time when the minimum is reached
and its value are simulated better by test 5, that is, when
a finer vertical resolution is considered. This is true at
all stationsbut VNA, where, however, the morning max-
imum is estimated better by test 5 than by the other
tests. In general, all tests underestimate temperature at
the inland stations and overestimate it at the coastal
stations. This discrepancy between modeled and ob-
served data could be improved by a better definition of
the soil characteristics, that is, initial soil moisture, soil
texture, land use type, etc.

The BAR monitoring station is located on an isolated
hill very close to the sea (Fig. 1b) and apparently was
measuring very local effects that cannot be reproduced
by even the finest grid. Note that even for the model

configuration with the best vertical resolution (test 5),
simulated temperatures at BAR follow a similar trend
as at CS-SUR, which is representative of the coastal
area. This similarity may mean that both the horizontal
and the vertical spatial resolutions still are insufficient
to reproduce the very particular features of this moun-
tain. A similar daily temperature trend is observed at
other isolated mountain stations close to the seain the
Mediterranean areas and under sea-breeze conditions
(Tibidabo Mountain, 500-m height, 12 km from the
coastline in Barcelona) (Calbd 1993).

Wind direction (Fig 15b) at CS-SUR is well repro-
duced during the whole day except late in the evening.
However, wind direction late in the evening is not as
relevant because nearly calm conditions were measured
and also simulated. As mentioned before for the BAR
monitoring station, al model runs fail to simulate the
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very local wind direction features that were measured.
Model simulations give atypical sea-breeze daily cycle,
while observations show opposite directions at this site.
This discrepancy may be dueto avery local phenomenon
(such as a mountain wake) that again cannot be repro-
duced by the finer horizontal and vertical grids. It also
could happen that the wind vane was recording spurious
data. The wind direction of the nocturnal drainage con-
ditions at the Cirat monitoring station is simulated better
by thefinest resolution configuration, but only when there
is strong valley wind (between 0400 and 0900 UTC).
The first hours of the nocturnal drainage flow at this site
are not well smulated by either of the runs (Fig. 15b).
This discrepancy between observed and simulated wind
direction at Cirat might be due to wrong wind direction
in the ECMWEF initial conditions or to external processes
that take place out of the modeling domain. Note that
direction of nocturnal drainage flow is simulated better
at this site (CIR) when using finer grids. Observed wind
direction oscillations at VNA between 0800 and 1300
UTC are probably caused by topographically induced

winds. Wind direction becomes steady with the arrival
of the sea breeze around 1300 UTC. Neither model con-
figuration was able to reproduce the first oscillations,
although sea-breeze direction was estimated correctly by
all tests. Observed datawere sampled every 10 minwhile
modeled data were outputted every hour.

Daily wind speed representative of sea-breeze con-
ditionsisoverestimated in general (Fig. 15c). Thisresult
is because the center of the first vertical layer in the
model (57.3 m) is well above the tower measurements
at 10 m. Therefore, a great improvement was achieved
by test 5, in which the center of the first vertical layer
was set at 9.7 m. This wind speed decrease is the most
significant improvement obtained by this latter model
configuration. The sharp rise of wind speed associated
with the arrival of the sea breeze at VNA (1400 UTC)
is well simulated by test 4 but not by the other tests.

4. Conclusions

The clear effect of grid resolution on a mesoscale
meteorological model simulation in complex terrain has
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Fic. 13. Same as Fig. 12 but for simulated potential temperature (contour interval = 1 K).

been illustrated in this work. In order to define objec-
tively the grid size required to obtain an adequate rep-
resentation of a given terrain, a methodology based on
a two-dimensional Fourier transform of terrain heights
has been presented. The two-dimensional spectrum has
been analyzed and the equivalents of some terrain fea-
tures have been shown in wavenumber space. A ratio
has been defined between the terrain variance that is
included in a simulation when using a specific grid size
and the total variance of the terrain. For the domain
studied here, a grid size of 2 km is needed to account
for 95% of the variance, in contrast to a grid size of 10
km, which would have included 80% of variance, or of
0.5 km, which would have included 99%. Note that
computational time needed to carry out a simulation
with a 0.5 km grid size would have been about 20 times
greater than with 2 km. We believe that the methodol ogy
presented in this paper can be used in any other study
that pursues the adequate grid size for a mesoscale me-
teorological simulation in which topography is one of
the major driving forces of the atmospheric dynamics.

The inclusion of 95% of terrain spectral power does

not assure that all phenomena will be simulated cor-
rectly. It would mean that 95% of the terrain influence
on atmospheric flows is captured. The missing 5% may
explain problemsin particular locations such as Bartolo
Mountain. In addition, note that we are studying exclu-
sively the sensitivity to topography, but we do not con-
sider other effects such as land use, soil moisture, or
interaction with other atmospheric processes. It is hard
to assure whether 95% is good enough for an applica-
tion, although it can be good enough to capture the basic
flow. However, the methodology allows one to know
how much terrain variance is included or to decide how
much one wants to include. A modeling experiment
could use nesting capabilities to simulate a small area
of interest with more detail. If nesting were used, and
the modeler would like to be consistent, the same rel-
ative terrain variance should be included in the different
grids. For the example given in the paper and if the
relative variance included is 95%, 10 km should be used
as the grid size for the (coarse grid) Iberian Peninsula
domain and 2 km for the (fine grid) Castellén domain.

The effect of horizontal grid size on model results



SEPTEMBER 1999

a

60007

5000

40004

z (m)

I T R N Y YT YT DU O N Y Y N

20. 40. 60. 80.

—80. -60. —40. -20. 0.
x (km)

turb kinetic energy (me/s2)

6000+
5000

4000+

30004 /i

z {m)

2000

10004

OO e U L L LR L L
-80. -60. —40. —20. 0. 20, 40  60.  80.
x (km)
turb kinetic energy (m2/s2)

SALVADORETAL.

1327

b
6000
50004
4000
_
E
N
o O IO O S S B B A S SN WV S A
-80. -60. ~40. —20. 0. 20 40, 60. B0
x (km)
turb kinetic energy (m2/s2)
d
6000.1
5000
_
£
N
-80. -60. —40. —20. 0 20.  40.  60.  80.

x (km)
turb kinetic energy (m2/s2)

FiG. 14. Same as Fig. 12 but for simulated TKE (contour interval = 0.1 m? s72).

has been analyzed by means of four model configura-
tions. Noticeable differencesin the horizontal flow were
found during nighttime and early in the morning. For
example, finer grids simulate some pools of calm winds
at the lee side of the mountains and higher wind speeds
for downslope flows. In general, finer grids produce
more complex patterns that show some eddies and vor-
tices. It is very remarkable that horizontal grid size af-
fects significantly the vertical structure of modeled at-
mospheric processes. In particular, stronger vertical
wind components are predicted for finer grid resolu-
tions. Also, severa thermally induced circulation cells
appear for those model configurations. The top of the
PBL shows some oscillations associated with these cells
that result in a more complex PBL structure. A deeper
analysis of the involved phenomena could be carried
out, but the goal of the present study was to show only
the more significant differences created by different hor-
izontal grid spacing.

It is well known that atmospheric processes drive
pollutant dispersion. Therefore, if modeled pollutants
are to be transported and diffused, they will experience
quite different atmospheric conditions depending on

simulated wind and turbulent patterns. For example, if
pollutants were advected upward by the stronger vertical
winds simulated by the finer grids, they would be in-
jected up to a higher level and transported by the syn-
optic flow (Millan 1997). Results of the study by Ul-
rickson and Mass (1990) in the Los Angeles area point
out the role of mountains in the ventilation of the basin
prior to long-range transport of pollutants. Our model
results suggest that important vertical advection takes
place over the domain. This would result in significant
transport of pollutants out of the PBL, subjected tolong-
range transport. These processes should be considered
when continental simulations are to be carried out. In
such simulations a very coarse horizontal grid usually
is selected, leading to underestimation of this important
vertical transport (Builtjes et al. 1997)

The selection of grid size is not, of course, the only
prior analysis that should be made in any mesoscale
model application. Regarding only the terrain, for ex-
ample, the definition of nested grids and the description
of soil characteristics from land use data are equally or
even more important facts to consider. Besides, once the
grid size has been selected, another question arises: what
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is the best description of a given terrain using the se- formsin particular can help to obtain agood description
lected grid size? Some studies that include sampling, of aterrain. Thisrefinement, however, will be the subject
standard averaging, or silhouette averaging have been of future work.

reported (e.g., McQueen et al. 1995). Some aspects of

spectral analysis and the two-dimensional Fourier trans- Acknowledgments. The authors would like to express
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