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Dealing with spin states in computational organometallic catalysis 

Marcel Swarta 

Abstract The present chapter gives an overview of the intriguing effects that spin states have on catalysis, and 

how this can (and cannot) be understood at present. For instance, highly reactive transition-metal complexes 

are often too fast to be trapped for characterization by spectroscopy and/or crystallography. While significant 

advances have been made in theory with improved density functional approximations and more efficient 

wavefunction methods, these have not yet progressed to the point of being robust general-purpose chemical 

tools. Recent developments in the application of spectroscopy and theory on catalytically (in)active transition-

metal complexes are discussed together with future perspectives. 
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1 General Introduction 
Chemistry can (or should) be defined as the discipline of transformation, where molecules meet, interact and 

then depart completely reshaped; these processes can be enhanced or made more selective through the 

implication of (transition) metals. The first-row transition metals (Sc-Cu) play a special role in this, in the 

sense that they are earth-abundant (allowing for sustainable, or green, catalysis), and in general show a larger 

sensitivity to how the electrons are distributed over the d-orbitals than the corresponding transition-metals in 

higher rows of the Periodic Table. The possible distributions of electrons over the d-orbitals obviously depends 

on the number of electrons; which metal is involved; how many coordinating ligands are present; and of which 

type. For instance, for a d6 system the six electrons can occupy the three non-bonding orbitals, (xy)2(xz)2(yz)2, 

and hence lead to a low-spin state; however, if the anti-bonding orbitals (x2-y2, z2) are sufficiently low to 

overcome the pairing energy by increased exchange interactions, the high-spin state (xy)2(xz)1(yz)1(x2-y2)1(z2)1 

might be lower in energy. It is well established that electrons, despite the electron-electron repulsion, have the 

tendency to pair up, with an orbital being occupied by one spin-up and one spin-down electron. Nevertheless, 

for d-orbitals there exists a competition between this pairing energy and exchange interactions; both are 

beneficial, but in high-spin states there are more electrons in parallel, leading to more exchange interactions 

(see Figure 1).  

 

 
Figure 1. Schematic representation of d-orbital energy levels for a low-spin (box, top, left) and a high-spin (box, top, right) 
transition-metal complex. Indicated by dotted lines (left, bottom) are exchange interactions, six for the low-spin state, ten for the 
high-spin state. Shown on the right are the anti-bonding d-orbitals (top) and non-bonding d-orbitals (bottom). 

 

In order to reach this larger number of exchange interactions in a high-spin state, one has to place the electron 

in a higher-energy orbital. Therefore, depending on how large is the separation between the d-orbitals, the 

balance between more exchange and larger orbital separations could go either to low, intermediate or high spin 

states. Because of the combination of these factors, it is difficult to predict a priori which distribution is more 

favorable, and hence important insights are coming from computational chemistry. However, it has been 
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shown that spin states, as expected, are difficult to treat properly, both for density functional approximations 

(DFAs) and wavefunction theory in its many guises (vide infra).[1] Furthermore, during a chemical reaction, 

the transition-metal complex and substrate are able to switch from one spin to another (two-state reactivity,[2] 

leading to exchange-enhanced reactivity[3]) as will be discussed later in this chapter. Finally, the ligand can 

also be involved in the distribution of the d-electrons, either by taking up an electron, or donating one; these 

so-called redox non-innocent ligands are often observed in natural enzymes, and hence the chemical 

community has studied mimics of these (e.g. biomimetic complexes) in the past decades.[4-9] 

 

2 Spin states 
The distribution of electrons over the d-orbitals of the metal (see Figure 1, right) leads to differences in shape 

and electronic structure, which directly affects the energies needed for transitions from lower-lying occupied 

orbitals to unoccupied ones. As a result, the absorption spectroscopy shows different fingerprints for different 

spin states, even in the case of one and the same transition-metal complex. Furthermore, because of the 

probable occupation of anti-bonding (x2-y2, z2) orbitals in the higher spin states, the metal-ligand distances 

tend to be longer in high-spin states than in low-spin states; normally, for one and the same transition-metal 

with a particular ligand, a change in spin state typically leads in changes in these metal-ligand distances, 

without changes in the coordination environment (octahedral, tetrahedral, trigonal bipyramidal, etc.). 

However, a few years ago[10] we reported a versatile ligand with a total of 11 potential coordinating atoms, 

which showed drastic changes in the coordination when going from one spin state to another (see Figure 2). 

 

     
Figure 2. Differences in coordination sphere for S=0 (square planar, left) and S=1 (octahedral, middle) spin states of 
[NiII(Hdapsox)(H2O)2]+ 

 

Apart from the structure, a change in spin state can bring about a change in reactivity (smaller/larger barrier 

(vide infra),[1] or different pathways[11]), and differences in spectroscopy[12-15] fingerprints (vide infra). 

This connection between the active site electronic structure and the function of a metalloprotein formed the 

basis for the development of the field of bioinorganic chemistry.[16,17] Recently,[18-21] a number of groups 

have reported on specific vibrational markers that indicate the spin and/or oxidation states of transition-metal 

complexes, which in the case of iron can be used in combination with Mössbauer spectroscopy. On the other 

hand, there is a wealth of studies that indicate the ranges observed mainly through (resonance) Raman 

spectroscopy for e.g. the difference between side-on vs. end-on peroxo, superoxo, hydroperoxo species, which 
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can be distinguished from oxo/oxyl species.[9,22,5,23,24] A clear difference is also observed in the 

spectroscopy of low-spin and high-spin iron-hydroperoxo complexes: the low-spin Fe(III)-OOH complex 

exhibits a Fe-O stretch around 630 cm-1 with the O-O stretch at ca. 790 cm-1.[25] In contrast, high-spin Fe(III)-

OOH complexes show vibrations at ca. 675 cm-1 (Fe-O) and 870 cm-1 (O-O).[26] 

 

2.1 Where do they come from, where do they go? 

The manifestation of spin states in transition-metal complexes is ultimately a direct consequence of the 

fermionic nature of electrons, leading to the Pauli exclusion principle. I.e., two electrons of equal spin (either 

both spin-up or both spin-down) cannot be found at the same position at any given time (exchange hole); the 

same is not true for two electrons of opposite spin (one spin-up, the other spin-down), which can be found at 

the same position, but then with a reduced probability because of the electrostatic repulsion between the two 

(Coulomb hole). There exists a delicate balance between this electron-electron repulsion, the favorable 

exchange interaction (purely quantum-mechanical effect), and the electron pairing; this balancing act manifests 

itself primarily for the first-row transition-metal series, where the d-orbitals are close enough in energy that it 

occurs on a daily basis. Detailed accounts on the quantum-mechanics background,[27,28] molecular fragments 

as building blocks,[29] or electron-pushing[30] fall outside this chapter, but can be found in textbooks. 

A change in spin state occurs often in enzymes, with the cytochrome P450s as most relevant example:[31] in 

the resting state of P450cam the active site is filled by water leading to a low-spin hexa-coordinate Fe(III); 

upon substrate binding the axial water is removed, leading to a high-spin square-pyramidal Fe(III); the first 

electron reduction leads to a high-spin Fe(II), which is followed by dioxygen binding to form a Fe(III)-

superoxo, electron reduction to form the Fe(III)-peroxo, and protonation to form the Fe(III)-

hydroperoxo.[32,33] Afterwards, protonation to generate Compound I (an Fe(IV)-oxo coupled to a porphyrin 

radical),[34] involving two-state reactivity,[2] leads to product formation. The spin-flips involved in these 

steps are ubiquitous in transition-metal chemistry, and can be studied computationally through e.g. minimum-

energy crossing points (MECPs) and/or spin-orbit coupling (vide infra). 

A special case for the spin-state switching is formed by spin-crossover (SCO) compounds, which under an 

external influence (temperature, light, pressure) switch from one spin-state to another. In most cases, this 

results from the cooperative behavior of an ensemble of transition-metal compounds, although also isolated 

compounds can show SCO behavior. The design of new SCO materials is widely studied, with some recent 

successes,[35] but also pitfalls (such as erratic behavior of counterions[36]). The field of SCO compounds is 

too broad to be reviewed here, but the reader is referred to recent reviews.[37,36,38,39] 

 

2.1.1 MECP 

The minimum energy crossing point (MECP) is that point in space where the energy surfaces of two spin states 

cross (see Figure 3); the MECP is similar to conical intersections,[40-43] with similar strategies for structure 

determination. Instead of normal geometry optimizations where the curvature of the Hessian (2nd derivative of 

energy w.r.t. atomic coordinates) should be all positive, or transition-state searches where one normal 

coordinate should be maximized and all others minimized, in the case of MECP the mathematical formulation 
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is a bit more complex because: (i) it involves two energy surfaces, and (ii) there is the constrained search such 

that the energy of surface A matches the energy of surface B; at the same time, all other coordinates should be 

minimized. Harvey and co-workers[44] were among the first to provide a computer program to handle this, 

based on ideas by Bearpark and co-workers,[45] which has since then been incorporated into many quantum-

chemistry packages.[46-49] Based on many reports in the literature,[50,51] it was observed that the energy 

needed to reach the MECP is of the order of 5-10 kcal·mol-1, which is usually lower than the barriers for the 

chemical reactions. Hence, usually one can assume that the spin-state crossing through the MECP is 

sufficiently fast in comparison to the chemical reaction, and will not hinder the reaction mechanism. 

 

 
Figure 3. Switching between two spin states, with the switching region shown in red; the energy of the minimum-energy crossing 
point (MECP) is indicated by the horizontal line. 

 

2.1.2 Spin-orbit coupling 

Once the MECP is reached, the switching from one spin-state surface to another obviously is not automatic, 

but depends on many factors. The most important one is the spin-orbit coupling, which determines to a large 

extent how easy it is to perform the spin-state switching. This switching can nowadays also be followed by 

surface-hopping algorithms,[52] pioneered by Tully,[53] Robb and co-workers,[45] and the SHARC program 

by Gonzalez and co-workers,[54] which allows to follow the reaction in molecular dynamics simulations.  
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Figure 4. Reaction mechanisms considered by Gaggioli and co-workers[55] (figure reproduced with permission from Chem. Sci. 
2016, 7, 7034). 

 

An elegant study by Belanzoni and co-workers[55] recently showed how spin-orbit relativistic corrections can 

be invoked directly to follow the transition from reactants to products. They focused on the spin-forbidden 

reaction of dioxygen insertion into a gold(I) hydride bond using spin-orbit coupling; they investigated 

hydrogen abstraction, metal coordination, and oxidative addition/recombination mechanisms (see Error! 

Reference source not found.); the latter was the kinetically favored mechanism. Most importantly, these spin-

forbidden reactions can take place by ‘hopping’ from the diabatic potential energy surface of one spin state to 

that of another spin state (Figure 5a), or as involving a smooth transition from one spin state to the other (Figure 

5b); this second description is preferred in case of strong spin-orbit coupling. 

 

 

 
Figure 5. Schematic representation of switching spin states by Gaggioli and co-workers,[55] through either (a) surface hopping at a 
MECP or (b) through spin-orbit coupling (figure reproduced with permission from Chem. Sci. 2016, 7, 7034). 

 

Strong spin-orbit coupling therefore facilitates a straightforward analysis of the reaction barrier involved in 

the spin-forbidden reaction,[46] which is moreover more easily obtained using standard transition-state search 

strategies instead of the more cumbersome MECP procedures that require two energy surfaces. This was also 

shown by Yang, Gagliardi and Truhlar[56] who introduced the spin-orbit coupling into the electronic 

Hamiltonian using a pre-defined coupling constant, and investigated CO-association to a coordinatively 

unsaturated Fe(CO)4 complex, and H-elimination from a W-complex. Recently,[57] a comparison between 

MECP and TS-SOC was made by Belanzoni and co-workers for three prototypical transition-metal complex 

reactions: cycloaddition of ethylene to chromyl chloride, iron oxide insertion into the hydrogen molecule, and 

H-abstraction from toluene by a MnV-oxo-porphyrin cation complex. They concluded that for all three 
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processes the spin-forbidden reactivity could be safely described by a MECP approach. However, for the Mn-

oxo system, the MECP and TS-SOC were found to be crucial for a correct description of the mechanism. 

 

3 Quantum chemistry and spin states 
By definition, quantum-chemistry (QC) is the method of choice for studying reactions, since the flow of 

electrons should be accurately described along the mechanistic pathways. How accurate this can be done 

depends largely on the choice of QC method used in the study. For a long time Hartree-Fock (HF) and semi-

empirical methods[28,58] were the only choice to study reactions of real-size molecules (10-100 atoms), with 

post-HF methods like CI, MP2 being used on smaller model systems to include (a portion of) electron 

correlation (by definition, the correlation energy obtained with a certain basis set is the full-CI energy minus 

the HF energy). This all changed with the rise of reasonable density functional approximations (DFAs) in the 

90s (e.g. BP86,[59,60] B3LYP,[61,62] or PBE[63]), with many new DFAs having been proposed ever since. 

Because of the large amount of possible DFAs to choose from, each with their pro's and con's, in 2010 we 

started an annual popularity poll,[64] in order to probe the preference of the computational chemistry 

community, and provide feedback for researchers that are starting to use DFAs. 

 

3.1 Density functional theory 

The first systematic study on how the choice of DFA affects the description of spin states in transition-metal 

complexes was performed by Trautwein and co-workers in 2001.[65] They investigated Fe(II) spin-crossover 

compounds, which at low temperatures are observed in a (S=0) low-spin state, and at a certain (transition) 

temperature suddenly switch to a high-spin (S=2) state. As mentioned above, this sudden switch is a 

cooperative effect of an ensemble of these compounds, but to a reasonable extent the temperature can be 

estimated by taking into account the enthalpy and entropy.[66] Most importantly, the DFAs available at that 

time were unable to correctly describe these SCO compounds: LDA and early GGAs predicted a low-spin state 

with the high-spin at such elevated energy that a transition temperature of thousands of K would be needed to 

reach it; hybrid functionals like B3LYP on the other hand often already predicted a high-spin state at 0K. 

Hence, no DFA was able to correctly characterize these compounds as being SCO. Shortly after, and 

independently, Reiher and co-workers reported[67] on a set of SCO compounds and showed how the spin-

state preferences depended linearly on the amount of HF exchange (AHF) used within the hybrid DFAs, and 

proposed to lower it to 15% (B3LYP*) instead of the usual 20% (B3LYP). This led Reiher[68] to divide 

transition-metal compounds into three classes:  

(0) standard: spin-state splitting is hardly affected by AHF;  

 (1a) critical: splitting is dependent on AHF, but spin state does not change in range (0, 0.25), although the 

reaction energetics can be affected significantly;  

 (1b) complicated: splitting is dependent on AHF and a change in spin state is observed, together with changes 

in reaction energetics 
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Since then, many validation studies have been performed, arguing for the use of OPBE,[69-71,63] revPBE,[72] 

SSB-D,[73] S12g,[74] TPSSh,[75] B2PLYP,[76] optimally-tuned range-separated functional,[77] etc.[78-81] 

 

3.1.1 The quest for the optimal DFA 

In the search for an efficient and accurate DFA that should be able to handle correctly the spin-state splittings 

of transition-metal complexes, different strategies were followed. Reiher proposed to lower the amount of HF 

exchange to 15% in B3LYP*,[67] but later reported[68] that for other SCO complexes it should be lowered 

even more. Last year, Pinter and co-workers followed up on this and showed that "optimal" percentages of HF 

exchange for a small set ranged from +179% to -12% (!!).[82] In my group we explored the use of the OPTX 

functional[71] by Handy and Cohen, and found the best performance when combined with PBE[63] 

correlation.[69] Surprisingly, this OPBE functional also drastically improved the performance of pure DFAs 

for the energy surfaces of nucleophilic substitution (SN2) reactions;[83] subsequently, we observed that the 

same region of the exchange enhancement factor Fx(s) (the region with s<1) is responsible for this good 

performance in both cases.[84] Ultimately, this led to the design[85] of the spin-state consistent DFAs SSB-

D[73] and S12g,[74] which give accurate descriptions for weak interactions through the inclusion of Grimme's 

D2/D3 models[86-88] for dispersion. 

Perdew proposed a wide range of DFAs over the past 40 years, following the rungs of Jacob's ladder towards 

the heaven of chemical accuracy:[89] (i) the local density approximation (LDA) with the electron (spin) 

density (r) as only ingredient; (ii) generalized gradient approximations (GGA), which adds the gradient of the 

density (Ñr) as ingredient; (iii) meta-generalized gradient approximations (MGGA), which can take either the 

Laplacian of the density (Ñ2r) or the kinetic energy density (t) into account; (iv) hybrid or hyper-GGA 

functionals that include a portion of HF exchange; and (v) random phase approximation (RPA), which includes 

explicitly virtual orbitals in the energy expressions. In most of his DFAs Perdew tried to satisfy physical 

constraints for finding parameters that are used in these DFAs, with the strongly correlated and appropriately 

normed (SCAN) MGGA as recent achievement. Nevertheless, in the same year Perdew and co-workers 

reported the "made very simple" (MVS) MGGA, which was found to drastically improve the barriers for 

organic chemistry, unlike SCAN that gave deviations typical of standard pure DFAs. Previously, my group 

had shown that if a pure DFA reduces the error for barriers of organic chemistry, also spin states would be 

properly described; indeed, we did find this good performance of MVS for spin states (but, see section 3.4 

below).[85] Since the MVS functional at zero-gradient (or rather at value s=0, where s is a dimensionless 

reduced-density gradient) satisfies the LDA limit (unlike most DFAs that work well for chemistry), and LDA 

is known to work well for physics, MVS is therefore a promising advancement for the design of a DFA that is 

working well for both chemistry and physics. 

As Cohen and co-workers reported in 2008:[90] "The beauty of DFT is that its formalism is exact yet efficient, 

with one determinant describing the electron density—all of the complexity is hidden in one term, the 

exchange-correlation functional". Describing this complexity well has led other research groups to follow 

different routes, by adding more and more terms in the functional form and/or parameters to be fitted, or by 

adding more ingredients. Differentiating HF exchange into a short-term and long-term component in range-



Top. Organomet. Chem. 2020, accepted 

 9 

separated functionals[91] (such as CAM-B3LYP,[92] LC-wPBE,[93] or wB97X-D[94] to name a few) were 

followed by optimally tuned range-separation,[77] double hybrids,[76,95] and other fancy features. Some of 

these made the computational cost go up manifold, thereby losing one of the main advantages of using DFAs 

within density functional theory (DFT), without an apparent systematic improvement for all different kinds of 

interactions found in chemistry and physics. 

 

3.1.2 The effect of dispersion, solvation, enthalpy, entropy, relativity 

A number of (free) energy components (dispersion, solvation, relativity, enthalpy, entropy) that are either 

included explicitly, or added separately, play an important role in the determination of structures or their 

stability. Dispersion corrections such as Grimme's D2/D3[86,87] are essential if weak interactions are present 

(typically these are present in catalysis), and cannot be left out. Relativistic corrections[96] can be included 

directly through e.g. ZORA[97] or Douglas-Kroll-Hess,[98,99] or alternatively in an approximated manner 

through effective core potentials (ECPs) with corresponding basis sets (ECPBs); for first-row transition-metals 

however, these relativistic corrections only have a marginal effect on the structures or total energies (they do 

of course influence nuclear properties). Kepp made a summary of systematic effects that these energy 

components have on low vs. high spin; for instance, dispersion energy and solvation favor low-spin states, 

while entropy and zero-point energies favor high-spin states.[66] 

Solvation should be separated into two terms: (i) an electrostatic term which can be well described by dielectric 

continuum models such as COSMO,[100,101] PCM,[102] or SMD; (ii) a covalent bonding term that can 

usually not be described appropriately by dielectric continuum models, and needs inclusion of explicit solvent 

molecules in the QM system to be studied. Typical examples of this latter phenomenon are the binding of a 

solvent molecule (e.g. acetonitrile) to reach an octahedral coordination environment around a metal, and the 

strategic positioning of solvent molecules (e.g. methanol) to stabilize vulnerable species such as superoxide 

through H-bonding. 

 

3.1.3 DFTB 

Making DFT even faster can be achieved with the semi-empirical density functional tight-binding (DFTB) 

approach, which needs system-dependent parameters that were typically fitted to PBE reference data.[103-

106] Until recently, no straightforward parameterization for transition-metals was available, but a recent study 

for nickel based on DFTB3 showed the feasibility of such an approach.[107] The resulting DFTB structures 

for a number of nickel complexes compare favorably to available X-ray structures, and an encouraging 

agreement with the B3LYP/aug-cc-pVTZ reference data was observed. 

Grimme and co-workers used a different approach using an extended tight-binding semi-empirical approach, 

which is robust and provides geometries, frequencies and non-covalent interactions (GFN-xtb, GFN2-xtb) 

rapidly.[108,109] The main focus in designing the method and obtaining the parameters was put on organic, 

organometallic and biochemical systems on the order of a few thousand atoms. Most importantly, the methods 

are parameterized for all elements up to radon (Z=86), making it directly applicable to transition-metal 
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complexes and can serve as a screening tool for conformational effects, weak interactions, etc., followed by a 

more precise DFA treatment. 

 

3.2 Wavefunction theory 

Improving the wavefunction is the main goal in ab initio post-Hartree Fock methods; the shortcomings of HF 

are well described in textbooks and in the literature.[110-112,78,113] Within a certain basis set, and within the 

Born-Oppenheimer approximation of separating the electron degrees of freedom from those of the nuclei, the 

best wavefunction that can be obtained is full CI.[27,28,58] However, this method scales very unfavorably, 

and only a small number of electrons in a limited number of orbitals can be treated fully, to cover fully the 

correlation energy (defined as EFull-CI – EHF). Several improvements to the wavefunction can be made to cover 

the static correlation (with multi-configurational approaches) or the dynamic correlation. A detailed 

description of the methods is outside the scope of this chapter and can be found in reference works.[114,115] 

 

3.2.1 Multiconfigurational approaches 

Hartree-Fock (also known as self-consistent field[27,28]) uses a single Slater-determinant, which in many 

cases is sufficient but not always. An improved description of the total wavefunction can be obtained by 

including different configurations (determinants) in a multi-configuration SCF (MC-SCF), each with its own 

weight; both the orbitals used in the determinants, and the weights are optimized to reach the best description 

of the total wavefunction. Different approaches can be taken such as complete active space self-consistent field 

(CASSCF), in which the orbital space is divided into different regions: a frozen region where all orbitals are 

(almost) doubly occupied, a frozen region where all orbitals are negligibly occupied, and an active space 

inbetween that contains all orbitals that are important for understanding the system under study; within this 

active space then a full-CI treatment is performed with single, double, triple, etc. excitations. This active space 

can be restricted (RASSCF) into different spaces (RAS1, RAS2, RAS3), with different rules for excitations 

from one to the other. Finally, recently the density matrix renormalization group (DMRG) has been 

reintroduced as a very efficient method for treating the multi-configurational wavefunction.[116,117] 

CASSCF is typically limited to e.g. 16 electrons in 14 orbitals, which can be easily extended to ca. 30-50 active 

orbitals in DMRG.[117] An alternative way of including more active orbitals is obtained in stochastic 

CASSCF, as shown by LiManni and co-workers.[118] Gagliardi reported the generalized active-space SCF 

(GASSCF),[119] and localized active-space SCF (LASSCF),[120] while Lindh and co-workers reported the 

driven similarity renormalization group (DSRG) in different forms.[121] 

Most of the methods mentioned above provide static correlation, and not yet dynamic correlation.[122] The 

most common way of including it was the CASPT2 approach, but because of issues with paramagnetic 

molecules, an IPEA shift[123] (of 0.25 a.u.) was introduced. In recent years, several researchers have played 

with this value,[124-128] claiming that it should adapted for getting correct results; however, this is not 

recommendable because it will lead to arbitrariness. It is better to keep with the value of 0.25,[129] and accept 

any issues with CASPT2 results as failings of the method which is after all based on perturbation theory, or 

not use an IPEA shift at all.[130] Alternative methods are available such as n-electron valence second-order 
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perturbation theory (NEVPT2),[131] or cumulant approximated second-order perturbation theory based on 

DMRG.[132,133] 

A very important aspect with these MC-SCF calculations is the choice of orbitals to be included in the active 

space, in particular if the total number of orbitals that can be included is limited in size. LiManni and co-

workers[118,134] for instance could include >30 orbitals in stochastic CASSCF, including all Goutermann 

orbitals.[135,136] Especially for the d-shell, it was essential to include a double-shell of orbitals.[137] 

 

3.2.2 Coupled cluster 

The coupled cluster approach is an alternative and efficient method to reach full CI, and unlike truncated CI it 

is size consistent. Often it is assumed that CCSD(T) is the golden standard, although it is in many cases not 

yet fully accurate. This is in particular true for paramagnetic transition-metal complexes, where many choices 

have to be made regarding the choice of orbitals and how to solve the CC equations (vide infra). 

Approximations can be made, such as e.g. Neese’s domain-based local pair natural orbitals (DLPNO)[138,139] 

or local CC, which will be described in more detail in section 3.4; or Kats/Manby’s distinguishable cluster 

approximation[140] which with a computational cost similar to CCSD often provides results of CCSD(T) 

quality, and hence can be a very attractive method for the future. 

 

3.2.3 Combined efforts 

Even though the double-shell was needed for getting consistent results, in a number of systems it was found 

that 3s3p correlation was not satisfactorily described by CASPT2.[141] In order to remedy this, Pierloot and 

Harvey[133] therefore followed the QM/QM Quild[142] approach whereby specific energies are subtracted 

and added; in their case, they used CCSD(T) calculations for only the 3s3p correlation in order to correct the 

CASPT2 results. A separate approach was performed by the Stuttgart team, where first the orbitals were 

prepared as best as possible with stochastic CASSCF, which can then be followed by coupled cluster using 

these orbitals.[134]  

 

3.3 Combining wavefunctions and density functionals: MC-PDFT and DMRG-PDFT 

A recent new development is the combination of multiconfigurational methods with pair-density functional 

theory (MC-PDFT), as done by Truhlar and Gagliardi and co-workers.[143] The idea behind MC-PDFT is to 

use a multiconfigurational self-consistent-field (MCSCF) wavefunction with correct spin and space symmetry 

to compute the total electronic density, its gradient, the on-top pair density, and the kinetic and Coulomb 

contributions to the total electronic energy. For the remaining part of the total energy this is combined with a 

functional which has the on-top pair density as ingredient, in contrast to regular Kohn-Sham DFT. Because 

the on-top pair density is an element of the two-particle density matrix, this goes beyond the Hohenberg−Kohn 

theorem that refers only to the one-particle density. This was followed very recently by including DMRG 

(DMRG-PDFT).[144] 
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3.4 Methods put to the test: recent benchmark studies 

Over the years, many studies[145,70,146,147,31,148,149,111,85,67,68,65,150-155,112,156-159] have been 

reported on spin-state splittings for a wide variety of transition-metals, in different oxidation states, using a 

variety of DFAs and wavefunction methods. One of the motivations for the ECOSTBio COST Action 

CM1305[160] was indeed to gather experts from different areas of chemical research and move forward in the 

search for consensus on transition-metal chemistry, and which computational and experimental methods could 

be used for getting accurate descriptions of the geometry, electronic structure and spectroscopy of transition-

metal complexes. In the past year, a number of benchmark studies have appeared which focus mainly on the 

computational aspect, which will be discussed below. Additionally, a recent review by Que and co-workers 

focuses on the formation of FeV(O), or sometimes FeIV(O), complexes,[161] which are too reactive to be 

characterized by X-ray crystallography, but can be characterized by (UV-Vis, EPR, (r)Raman, X-ray 

absorption) spectroscopy, and sets challenges to be solved by a combination of theory and experiment. Being 

able to know which theoretical method gives reliable results for which property is therefore of the utmost 

importance. 

Radon investigated recently[162] a number of iron complexes, with different coordinating ligands: 

[Fe(H2O)6]3+, [Fe(en)3]3+, [Fe(tacn)2]2+, [Fe(acac2trien)]+ (en=ethylenediamine, tacn=1,4,7-triazacyclononane, 

H2acac2trien= Schiff base obtained from the 1:2 condensation of triethylenetetramine with acetylacetone); he 

used different QC methods, CCSD(T), CASPT2, NEVPT2, MRCISD+Q, and a number of DFAs, to compare 

with experimental data (spin-forbidden transition energies, spin-crossover enthalpies) that were corrected for 

environment effects for a fair comparison. The main conclusions were[162] (i) the confirmation of the validity 

of canonical CCSD(T), in particular when used with Kohn-Sham orbitals; (ii) systematic overstabilization of 

high-spin states by CASPT2, which can be corrected partially by Pierloot/Harvey's CASPT2/CC 

approach[133]; (iii) NEVPT2 is performing worse than CASPT2; (iv) the MRCISD+Q results depend strongly 

on the size-consistency correction; (v) few DFAs were able to give a balanced description of all spin-state 

energetics (among which OPBE). In fact, among the top performing DFAs are three developed in my group 

(OPBE, S12g, SSB-D), and (surprisingly) B2PLYP-D3 which was not reliable in other benchmark studies; 

Kaupp's local hybrid LH14t-calPBE[163] was also found among the best. DFAs that performed well for the 

litmus test for spin states ([FeII(amp)2(Cl)2]0 and [FeII(dpa)2]2+)[74] such as LC-wPBE or B97-D3 (used by 

Radon with the D2 form for dispersion) are also present at the top. Surprisingly, neither the widely used 

TPSSh[66,152] nor Truhlar newest family[164] (MN15, MN15L) were found to perform well. Moreover, 

strangely enough, while Perdew's MVS functional[165] performed excellently[85] for the litmus test, here it 

apparently gave disappointing results (results that are similar to those of the S12h hybrid functional, which 

was known[74] to fail as expected for spin states because of the inclusion of 25% HF exchange). Finally, 

Radon also commented on the finding by Song and co-workers who claimed that DFAs and CCSD(T) failed 

dramatically for spin-state splittings for a number of Fe(II) complexes, for which they used Diffusion Monte 

Carlo (DMC) data as reference (no experimental data were available to compare with). One of the complexes, 

[FeII(NCH)6]2+, had been used by others, who found e.g. with CCSD(T) within the complete basis set (CBS) 

limit that the high-spin (S=2) was favored over the low-spin (S=0) state (i.e. ∆EHL=∆EHS – ∆ELS= -2 kcal·mol-
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1).[126] However, the DMC data favored clearly the high-spin (-27.1 kcal·mol-1), close to the value of -28.9 

kcal·mol-1 observed with BHandH (50% HF exchange!); based on these results, the authors claimed that the 

DFAs and CCSD(T) were wrong, and DMC right. Radon argued that most likely the DMC data should not be 

trusted, based among others on the results for the [Fe(tacn)2]2+ complex with a similar FeIIN6 octahedral 

coordination. This is a spin-crossover compound, favoring the low-spin experimentally at low temperatures 

(+3.8 kcal.mol-1), which was very well reproduced by KS-UCCSD(T) data (+0.6 kcal·mol-1), and through an 

estimate for basis set incompleteness (F12) the experimental value of +3.8 kcal·mol-1 was confirmed. One 

should therefore be careful when using DMC data for spin-states as reference data, since they may have an 

intrinsic bias towards high-spin states; it would be interesting to see the effect of the choice of orbitals (Kohn-

Sham vs Hartree-Fock) in DMC calculations. The failure of DMC was corroborated in a recent study with the 

DLPNO and canonical variants of CCSD(T) by Neese and co-workers[139] that confirmed the much smaller 

∆EHL value for [FeII(NCH)6]2+. 

Early 2019, a second benchmark study was published,[166] now focusing mainly (but not exclusively) on 

coupled cluster (CC) approaches. This largely confirmed what Mikael Johansson had reported at WATOC2017 

when he discussed results for the DLPNO variant of CC for a simple Fe(II) complex with bipyridine ligands, 

and argued for using SSB-D[73] as the reference because it gave automatically (and fast) the correct answer. 

Feldt and Harvey made a systematic study of the effect of all kinds of choices to be made when dealing with 

spin states and coupled cluster: (i) which orbitals to use, HF or Kohn-Sham; (ii) restricted or unrestricted 

orbitals to be used; (iii) solving CC equations in restricted or unrestricted fashion; (iv) which level of CC is 

needed (CCSD, CCSD(T), CCSDT, CCSDT(Q)); (v) how good are approximated CC such as local CC or 

DLPNO CC for spin states. They focused on model systems for high-valent metal-oxo species, 

[FeIV(O)(NH3)5]2+ and [FeIV(O)(He)5]2+ with methane as substrate, to study the oxidation reaction energy 

profile; they used the helium "ligand" (with shortened Fe-He distance to make sure the spin density remains 

similar to that observed with the ammonia ligands) for enabling the CCSDT and CCSDT(Q) calculations. 

From all the different flavors of CC, the UKS-UCCSD(T) was found to perform best when comparing with 

the CCSDT/CCSDT(Q) data for the helium systems, and with DMRG/CASPT2 for the ammonia systems. Not 

surprisingly, using restricted open-shell Kohn-Sham orbitals, and solving the CC equations in spin-restricted 

fashion (ROKS-RCCSD(T)) was the worst of the four options. Both the local CC and DLPNO-CCSD(T) 

approaches, although promising new approaches, are not yet robust enough to serve as benchmark 

references.[166]  

The barriers for the oxidation reaction in either the triplet state (24.6 kcal·mol-1) or the quintet state (13.7 

kcal·mol-1) confirm the previous study by Shaik and co-workers[167] that showed the smaller barrier when 

following the quintet state, but also that a spin-switch must be made when starting from the complex in the 

triplet ground state. Note that Feldt, Harvey and co-workers argued[166] that the barrier for the 3TS was 

slightly too low. Interestingly, this slight upshift brings it very close to the barriers as predicted by OPBE 

(already the best performing DFA in the Shaik study[167]), which showed values[166] of 27.3 and 12.9 

kcal.mol-1 (arguably, both within 1 kcal·mol-1 from the most accurate CC results, and hence a confirmation of 

its excellent behavior for first-row transition metals). In a follow-up study,[168] Feldt and co-workers showed 
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that the local CC and DLPNO-CCSD(T) methods seemed to have systematic biases, DLPNO overstabilizing 

high-spin states and local CC overestimating triplet states.  

In a series of papers, Cao and Ryde focused on the mechanism of nitrogenase, carrying out systematic 

approaches with e.g. a large number of broken-symmetry states,[169] the resting state and adding 1-4 electrons 

(E0-E4) with at least 50 possible positions for the proton for each case,[170] and a combination of molecular 

dynamics, quantum mechanical (QM) cluster, combined QM and molecular mechanics (QM/MM), QM/MM 

with Poisson–Boltzmann and surface area solvation, QM/MM thermodynamic cycle perturbations, and 

quantum refinement methods to settle the most probable protonation state of the homocitrate ligand in 

nitrogenase.[171] They needed this diversified approach because the DFAs used typically in the study on 

nitrogenase show no consensus on where the protons should go in the E0-E4 states; the primary reason for this 

is that the DFAs give relative energies that differ by close to 140 kcal·mol-1(!!),[172] which is 4-30 times larger 

than what is observed for other systems. It is caused mainly because the hydrogens can bind as protons to 

carbides or sulfides, or as hydrides to metals. The preference for one or the other seemed to correlate with the 

amount of HF exchange present in the DFA, but without a clear conclusion which DFA gives the best results 

for nitrogenase. Some gave better results for the structures, while others gave better results for the H2 

dissociation energies. Most importantly, no DFA was able to predict the stability of an E4 structure with two 

bridging hydride ions as lowest in energy, as spectroscopic experiments indicated.[172] 

 

4 Multi-state reactivity 
Most reactions in chemistry follow a single potential energy surface, because in general these spin-allowed 

reactions are much faster than spin-forbidden alternatives.[173] However, sometimes the spin-forbidden 

reactions are favored with spin-switching accelerating the reactions or allowing them thermodynamically; this 

is in particular true when the reactions are carried out in the gas-phase, or when (transition) metals are involved. 

For instance, for the energy profiles shown in Figure 6, the favored spin state of the reactant shows a larger 

barrier for the reaction than the other spin state. Therefore, during the reaction it may be favorable to switch 

spin states through e.g. a MECP or Spin-Orbit coupling (see section 2.1.1/2.1.2), which has a much smaller 

energetic cost than the reaction barrier; after the barrier has been passed, the reaction can proceed following 

the same spin state, or with a second spin-state switching the original spin state can be retrieved. Much depends 

on the kinetic energy with which the complex goes down after the barrier, the exothermicity of the reaction on 

both spin states, and the temperature at which the reaction takes place. The reactions of e.g. MH+ with methane 

(M=Fe, Co, Ni) in the gas-phase are good examples[173,174] of these spin-forbidden reactions; with FeH+ and 

CoH+, the barrier of the starting spin state (Figure 6, in red, quintet for FeH+, quartet for CoH+) shows a large 

barrier, where in the gas phase there is not enough energy available to surmount it. Switching spin state also 

does not help because also the lower spin state (Figure 6, in blue, triplet for FeH+, doublet for CoH+) still has 

to cross a barrier that is higher in energy than is available (Figure 6, left). For NiH+ on the other hand, the spin 

state switching from the triplet (red) to singlet (blue) state leads to a small barrier (Figure 6, right), for which 
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sufficient energy is available. Through two MECPs the reaction proceeds, and the final product of NiCH3
+ + 

H2 is obtained. 

 

 
Figure 6. Schematic relative energy profiles for different spin states with unproductive (left) and productive (right) reactions in the 
gas phase reactions of MH+ + CH4 (M=Fe, Co, Ni) 

 

This switching between different spin states was called two-state reactivity[2] and shown to be valid for many 

reactions involving transition metals,[175] both in the gas phase and was also shown to hold for transition-

metal enzymes.[176] 

 

4.1 Exchange-enhanced reactivity 

In 2011, Shaik introduced the exchange-enhanced reactivity (EER) principle, a generalization of the two-state 

or multi-state reactivity, which could explain the spin-state selectivity of oxidation reactions involving high-

valent metal-oxo complexes, and could be considered as Hund's rule of chemical reactivity.[177] Vital for its 

understanding is the exchange interaction (see Figure 1); the more exchange there is, the more favored is the 

electronic state. The oxidation reactions involving metal-oxo species typically occur in two steps: a hydrogen-

atom transfer (HAT) takes place in the first step, leaving a substrate radical and a metal-hydroxo (radicaloid) 

species, which then (re)combine in the rebound step (see Figure 7). 
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Figure 7. Reaction mechanism and typical energy profile for oxidation reaction involving high-valent metal oxo species 

 

As can be seen in the Figure, during the oxidation reaction, in both steps the metal center is enriched with an 

additional electron, which could bring about more exchange interactions; these could help lowering the barrier. 

This is indeed what was observed by Shaik and co-workers.[177] A typical example was reported in 2012,[178] 

for explaining the axial ligand effect for Mn(V)-complexes; three spin states were observed for the latter 

(singlet S=0, and two triplets, SA=1 and SB=1, depending on which orbitals were occupied; see Figure 8). Of 

course, the DFA affects the spin-state ordering of the reactants already, but more important is that the barrier 

was lowest for the second triplet (SB=1). This lowering of the barrier resulted directly from the electron pushing 

that is taking place in the reaction: for the singlet state and triplet SA, the number of exchange interactions at 

the metal increases only slightly; however, for triplet SB, the reaction along the triplet state in fact involves a 

quadruplet at the metal which is coupled anti-ferromagnetically with the substrate radical. This quartet state at 

the metal has more exchange interactions at the metal, and hence is much favored for the TS structure. At the 

same time, following this spin state also leads to a more favored product, which according to the Bell-Evans-

Polanyi principle will lead to a lowering of the barrier.[179] And of course, the possibility of reaching the 

quartet state at the TS needs that the acceptor orbital is sufficiently low in energy for this to occur, hence the 

ligand field plays an important role as well.[180] These effects of spin state and exchange, ligand-field, and 

the reaction energy driving force, are therefore not mutually exclusive but probably different interpretations 

of the same manifestation which shows that spin-state switching can and does occur. 
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Figure 8. Exchange-enhanced reactivity explained for MnV(O)-complex[181] 

 

5 Catalysis 
The balance between reactivity and stability is a subtle one, one cannot have both at the same time. Maximizing 

reactivity means loss of characterizability, and in contrast enhanced stability reduces reactivity. In order to 

improve catalysts, or even understand how they work, it is therefore necessary to strike the right balance. This 

is not always easy, and in particular with highly reactive species, the possibilities to fully characterize them, 

or even what the actual active species looks like, are sometimes remote. Often, only a precursor is fully 

characterized, with indirect evidence through e.g. isotope effects on Raman spectra giving insights on what 

the active species might look like. Useful evidence is more and more being provided by computational 

chemistry, which allows to study the different possibilities of what the active species might look like, explore 

their stability and spectroscopy, and compare these with experimental data. This is not an easy task, and often 

needs a long-term investment in mutual understanding between experimentalists and theoreticians. Doing a 

blind-test, whereby the experimentalist provides ideas of what the complexes might look like, but does not 

provide spectroscopic characterization, has been shown to provide mutual trust if the theoretician is able to 

reliably predict what the spectroscopy would look like. Independent validation of the computational methods 

used on known properties helps in understanding catalysis, where only the unknowns are known. 
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5.1 C-H activation 

Activation of C-H bonds in substrates efficiently and selectively is one of the main challenges in inorganic 

chemistry.[182] High-valent metal-oxygen species have been used extensively, following the examples posed 

by Nature, which often use first-row transition-metals such as iron, copper or manganese;[4-9] understanding 

their reactivity to understand how the transition-metal enzymes function is one of the goals of biomimetic 

chemistry. There are two main routes towards this understanding (spectroscopy and theory), which in recent 

years have gone more and more in parallel, and are now often used simultaneously within one project.[183-

185] However, the characterization of highly reactive complexes remains sometimes preliminary,[186,187] or 

open for interpretation;[188,26,189] experimental evidence for the existence of (labile) species often comes 

from isotope labeling, which should/could lead to shifts in mass spectrometry[186] or Raman 

spectroscopy.[25] 

The strength of C-H bonds in substrates[190] determines the potency of different biomimetic complexes, with 

strong bonds such as those in methane or benzene as the more stronger ones (ca. 105-110 kcal·mol-1). For these 

latter bonds, more reactive complexes are needed, however, at the same time, the more reactive the complex 

is, the less likely is that it can be fully characterized by X-ray crystallography or spectroscopy. Indeed, the first 

structurally characterized Fe(IV)-oxo complex[191] is unable to oxidize cyclohexane’s C-H bond (ca. 99 

kcal·mol-1). Sometimes, the experimentally observed bond dissociation energies (BDEs) need adapting, as 

shown recently by Klein and co-workers.[192] 

 

5.1.1 (c)PCET vs. HAT 

In the typical oxidation mechanism (see Figure 7) it is assumed that the electron and proton move 

simultaneously (e.g. as a hydrogen in HAT reactions); however, this is not necessarily always the case, and/or 

not for all spin states. An alternative pathway could be proton-coupled electron transfer (PCET), which comes 

in many guises,[193-195] where the proton and electron could be transferred simultaneously or consecutively, 

and to the same place or to different places. HAT is one example of the many possibilities, where they are 

transferred at the same time, and to the same place; concerted PCET is one of the other possibilities, where the 

transfer is taking place at the same moment, but to different places; distinguishing between the two options is 

not easy, and open to interpretation. A major step forward was reported early 2018, when Klein and Knizia 

used[196] the intrinsic bond orbital (IBO)[197,198] view to investigate two prototypical model systems that 

cleave C-H bonds. By comparing the IBOs along the intrinsic reaction coordinate (IRC) profiles, they showed 

that for the taurine dioxygenase (TauD-J), an Fe(IV)-oxo active species, a HAT profile was observed; in the 

process of cleaving the C-H bond, one electron (here, an a electron) moves together with the proton and forms 

a new bond together with a second electron from the Fe=O moiety (here, a b electron). By plotting the changes 

in the IBOs as a function of the reaction coordinate, they were able to show nicely that the electron flow 

associated with HAT is continuous and smooth.[196] Instead, for the cPCET pathway of lipoxygenase, with 

an Fe(III)-hydroxo as active species, a different picture was observed; the a electron of the C-H bond remains 

on the substrate, while the b electron is transferred to the iron center and ends up in a non-bonding d-orbital. 
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Hence, the IBO view allows a nice visual representation of the electron flow in these reactions, which helps 

both in our understanding of the reactions that are taking place, and, as in this case, is able to distinguish 

between different mechanisms such as HAT and cPCET. 

 

5.1.2 Ligand modification 

As mentioned above, the [FeIV(O)(TMC)]2+ complex[191] (TMC=1,4,8,11-tetramethyl-1,4,8,11-tetraaza–

cyclotetradecane) is fairly stable and unable to oxidize cyclohexane. Recently, together with the groups of Ray 

and Nam, we reported a modification of the TMC ligand that was observed to be six orders of magnitude 

faster.[199] One of the NMe groups of the TMC ring was replaced by oxygen (TMCO), which changes the 

ligand field, and lowers the s* acceptor orbital; simultaneously, the spin state changed from a triplet state 

(S=1) for [FeIV(O)(TMC)]2+ to quintet for [FeIV(O)(TMCO)]2+ (with the S12g DFA). The change in spin state 

makes that a spin-switch is no longer needed to reach the spin state with the lowest barrier along the oxidation 

pathway; however, most importantly, the barrier reduced dramatically (ca. 12 kcal·mol-1).[200] This change 

in barrier resulted as the combination of two effects, an electronic one based on the energy of the s* orbital, 

and a steric one based on the possibility of the substrate to reach the iron-oxo moiety.[200] 

In a separate study, the TMC ligand was modified to change the shape of the transition-metal complex by 

removing the N-Me methyl groups which were replaced by hydrogens (TMCH); as a result, the complex went 

from flat to V-shaped (see Figure 9, middle).[201] The competition between hydrogen (HAT; Figure 9, left) 

and oxygen (OAT; Figure 9, right) atom transfer was studied, with all possible combinations for the structure 

of the active species.[202]  

 
Figure 9. Three-dimensional structures for FeIV(O) with TMCH ligand (middle) and the corresponding HAT (left) and OAT (right) 
transition structure 

 

For both the TMCO and TMCH ligands, the S12g/TZ2P computed Mössbauer parameters for the isomer shift 

(d) and quadrupole splitting (∆Eq) were in excellent agreement with experiment. 

 

5.2 Intradiol vs. extradiol selectivity 

The activation of dioxygen for incorporating the oxygen atoms into a catechol can be achieved using transition-

metal enzymes, leading to either intradiol or extradiol incorporation (see Figure 10). The enzymes use either 



Top. Organomet. Chem. 2020, accepted 

 20 

an FeII (extradiol) or FeIII (intradiol) in the active site, with different coordination environments (see Scheme 

1).  

 

 
Scheme 1. Reaction mechanisms taking place in active sites of extradiol (a) and intradiol (b) enzymes 

 

Surprisingly, Banse and co-workers reported in 2001[203] that an Fe(III) biomimetic complex was able to 

perform either pathway, depending on the presence or absence of methyls on the ligating nitrogens of the 2,11-

diaza[3,3](2,6)pyridinophane ligand. Intrigued by these findings, we explored[204] the full catalytic cycle by 

computational chemistry, and observed a variety of spin states along the reaction. After binding of the dioxygen 

(2), nucleophilic attack on the catechol takes place (3), the O-O bond is broken (4) which leads to the branching 

point where either intradiol (5i) or extradiol (5e) path is taken (see Figure 10). 
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Figure 10. Branching point in selectivity between extradiol and intradiol reactivity 

 

Surprisingly enough, our study[204] seemed to indicate an almost constant switching of spin states, with the 

mechanism starting with R=H in low-spin (S=1/2), then switching over to high-spin (S=5/2), and then to 

intermediate spin (S=3/2) at the branching point (4); from there a switch to HS leads to the smallest barriers, 

but in subsequent steps the IS and HS states continue to switch as ground state. For R=Me, the spin-state 

splittings are larger, in particular around the branching point and only at the final product does it switch from 

IS to HS. For a large part, this comes from the impossibility to form H-bonds with the carbonyl group at the 

branching point 4, which increases the spin state splitting. Also the competition between extradiol and intradiol 

activity is drastically affected; with R=H both pathways show comparable barriers and hence both products 

can be formed; for R=Me however, only the intradiol pathway is now viable. The preference for either 

extradiol/intradiol (R=H) or intradiol (R=Me) was indeed observed experimentally. 

 

5.3 Catalase 

Protecting our body from harmful substances like superoxide (O2
• –) or hydrogen peroxide (H2O2) is achieved 

by a variety of enzymes: superoxide dismutases to transform superoxide into hydrogen peroxide, which is 

coupled to a catalase enzyme that transforms the peroxide into water oxygen. A number of biomimetic 

complexes have been reported for the latter process,[205] most of which are based on manganese. Despite 

their obvious societal interest, these complexes have not gained much attention, which is why we focused on 

their activity in two families of Mn-complexes.[206,50] The first family (MnIII) was inspired by Doctrow and 

co-workers,[207,208] while the latter (MnII) resulted from a recent study by Britovsek and co-workers.[209] 

The oxidation state of Mn (II vs. III) showed to be vital in understanding some differences in the mechanism, 

although both followed the proposed ping-pong mechanism[210] where the transformation of peroxide into 

water/dioxygen takes place in two phases. In the first phase, O-O bond breaking leads to a Mn(O) species and 

water; the Mn-oxo then performs HAT on an additional peroxide molecule in the second phase, twice, to build 

the second water molecule and leaves the deprotonated peroxide behind as (triplet) dioxygen. Nevertheless, 

with the MnII complex,[50] a competing reaction pathway was discovered, based on a dihydroxo intermediate 

(see Figure 11). Interestingly enough, the ping-pong mechanism was most favored on the sextet state, while 

the dihydroxo mechanism followed the quartet state. The reaction mechanism is controlled by a spin state 

switching triggered by Mn coordination going from octahedral (in the ping-pong route) to trigonal prismatic 

(in the dihydroxo path). It should be added that the overall rate-determining step is however the O-O bond 

breaking in the first phase. 
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Figure 11. Competing pathways in catalase reactivity of a MnII complex[50] 

 

6 Conclusions and perspectives 
Spin states are shown to play a vital role in many organometallic and bioinorganic chemistry reactions, and 

need a combined effort of spectroscopy, theory, synthesis and catalysis in order to understand in great detail 

how the transition-metal complexes are able to perform their catalytic activity. This is in particular true for 

highly reactive complexes (e.g. putative FeV(O) species), for which unambiguous proof of their existence and 

character may be difficult to obtain. Computational chemistry should (and does) provide useful insights since 

it allows for direct comparison with experiment through e.g. spectroscopy, but has not yet matured to the level 

where a foolproof methodology has been provided that withstands scrutiny by experimentalists and theorists 

alike. Especially in cases where experimental proof is scarce, and computational chemistry provides puzzling 

answers (such as an O-O distance of 2.1 Å, which may hold one electron in it,[187,188] or otherwise be 

understood as a transition-state structure), there is no straightforward path leading towards clear understanding, 

only towards continued validation, confirmation, prediction, cross-validation, and agony. 

Although clear advances have been made in theory, with spin-state consistent DFAs (OPBE, SSB-D, S12g), 

DMRG-PT2, CASPT2/CC, stochastic CASSCF, local and DLPNO coupled cluster, benchmarks on a variety 

of systems of interest to the organometallic and bioinorganic communities have shown that there is not yet a 

practical tool that is able to provide results consistent with full CI and/or experiment for the transition-metal 

complexes. Moreover, because of the system sizes and the unfavorable scaling of wavefunction theory, such 
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advances are not foreseen in the immediate future (coming years); however, with the advent of quantum 

computing and deep-learning, a decade from now the picture may have changed completely. 

This chapter focused on the chemistry taking place in the catalysis, with a molecular point of view where a 2D 

drawing should be able to explain the chemistry. However, naturally, molecules and transition-metal 

complexes are not static at all, and (explicit) solvent effects and molecular dynamics simulations should be 

taken into account as well (as described in other chapters). Nevertheless, adding these effects would make the 

complex view on transition-metal catalysis even more complicated, and therefore was ignored here. 

The analysis of the chemical aspect of calculations, and validation of these with experiments, is playing an 

ever larger role in transition-metal chemistry research nowadays. Within Europe this was no doubt stimulated 

by the very successful COST Actions on transition-metal chemistry in recent years (CM1003, CM1205, 

CM1305). 
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