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Abstract

A Hybrid Approach of Knowledge-Based

Reasoning for Structural Assessment

by Luis Eduardo Mujica Delgado

Advisor: Dr. Josep Vehí

March, 2006
Girona, Spain

Maintenance and continuous health monitoring of structures is one of the most important �eld of re-
search in a wide range of industries. It minimises not only costs but also improves safety. This research
work describes a hybrid reasoning methodology for damage assessment in structures. This methodology
is a combination of three major elements: i) vibration analysis - modelling and experiments, ii) advan-
tage signal processing for features extraction or dimensionality reduction and iii) damage identi�cation
using knowledge-based reasoning. The work, involves various elements related to classical mechanics (vi-
bration analysis), mathematics (wavelets, statistical process control), signal/pattern analysis/processing
(knowledge-based reasoning, self organizing maps), smart structures (integrate piezoceramic sensors) and
damage detection. Approaches are numerically and experimentally validated considering as structural
damage: corrosion, mass reduction, adding masses, and impact loads. Structures used along all this work
are: numerical model of a cantilever truss, aluminium beam and its numerical model, a pipe section of
4.28 meters length and its numerical model, a long pipe of 80 meters length and a part of a wing aircraft.
Results and discussion are presented with some depth. Conclusions are presented with the emphasis
on the advantages and drawbacks of using knowledge-based reasoning and statistical process control in
structural assessment.
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Introduction

1 Structural Damage Identi�cation

The interest in the ability to continuously monitor a structure and detect damage at the earliest possible
stage is shared throughout the civil, mechanical and aerospace engineering communities [FDN01]. Early
damage detection and eventual estimation of damage is an important problem for any decision regarding
structural repair and prevention of disasters. Damage in engineering systems is de�ned as intentional or
unintentional changes to the material and/or geometric properties of these systems, including changes to
the boundary conditions and system connectivity, which adversely a�ect the current or future performance
of that system. Structural damage in normal service may include [DFP98] [FDN01]:

• Gradual (e.g. fatigue, corrosion, aging).

• Sudden and predictable (e.g. aircraft landings, planned explosions in con�nement vessels).

• Sudden and unpredictable (e.g. foreign-object-impact, earthquake, wind).

Diagnosis of damage in structural systems requires the identi�cation of the location and type of damage
and quanti�cation of the degree of damage. Rytter [Ryt93] de�nes four stages of damage monitoring:

• Level 1: Determination that damage is present in the structure.

• Level 2: Level 1 plus determination of the geometric location of the damage.

• Level 3: Level 2 plus quanti�cation of the severity of the damage.

• Level 4: Level 3 plus prediction of the remaining service life of the structure.

To date, damage identi�cation methods that do not make use of some structural model primarily
provide Level 1 and Level 2 damage identi�cation. When methods are coupled with a structural model,
Level 3 damage identi�cation can be obtained in some cases. Level 4 prediction is generally associated
with the �elds of fracture mechanics, fatigue-life analysis, or reliability and risk analysis.

Traditional nondestructive evaluation (NDE) techniques used for damage detection are either visual
inspection or localized experimental methods such as acoustic or ultrasonic, optical, magnetic �eld, elec-
trical and dielectric, radiography, eddy currents, thermal �eld, etc. All of these experimental techniques
require that the location of the damage is already known and that the portion of the structure being in-
spected is readily accessible. Subject to these conditions, these experimental methods can detect damage
on or near the surface of the structure.

2 Motivation for Vibration-Based Damage Identi�cation (VBDI)

Limitations of traditional NDE techniques have motivated the research of new techniques that can be
applied to in-service structures, reducing maintenance costs and improving safety, as well as system
performance. In the Structural Health Monitoring (SHM) community, recent technological advances have
renewed interest in damage detection research. Innovative sensing technologies, increased computational
power, improvements in signal processing techniques, and the development of new material systems can
all be continued to create self-sensing, automatically monitored structural systems with a broad range of
potential applications.

The need for additional global damage detection methods that can be applied to complex structures
has led to the development and continued research of methods that examine changes in the vibration
characteristics of the structure. Doebling [DFP98] presents a comprehensive literature review of damage
identi�cation and health monitoring methods for structural and mechanical systems. This review focuses
on methods based on vibration measurements and detection based on changes in vibration characteristics.
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2 Introduction

Damages which alter the sti�ness, mass or energy dissipation properties of a structure (e.g. corrosion),
should be analyzed using an active system composed of actuators and sensors; the structure is exposed to
known external energy inputs from the actuator (see �gure 1). In other words, vibration-based damage
identi�cation is based on the phenomenon of strain-wave propagation. An excitation signal is applied
and the dynamic response is examined. The damage will alter the measured dynamic response of the
system.

Figure 1: Active system for vibration-based damage identi�cation

Detection and localization of sudden and unpredictable damages (e.g. impacts loads) on a structure
are possible due to the propagation and attenuation of surface stress waves that result from an impact.
This damage should be analyzed using a passive system, which consists of only sensors attached to a
structure. The energy input to the structure is random and its source is usually unknown (see �gure 2).

Figure 2: Passive system for vibration-based damage identi�cation
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3 Strategies for Solving the Vibration-Based Damage Identi�ca-
tion (VBDI) Problem

A very large body of work exists in the �eld of Vibration-Based Damage Identi�cation (VBDI). Several
extensive literature reviews have been compiled in the past several years, including an extensive survey
of over 300 papers by Doebling [DFP98]. VBDI has been a very active area of research for many years.
The �rst published example of vibration characteristics being used to identify damage to a structure
was by Lifshits and Rotem in 1969 [LR69]. Much of the early research focused on health monitoring
of o�shore oil platforms, nuclear power plants and rotating machinery. In the 1980s the �eld expanded
rapidly, especially in the areas of turbo machinery, civil and aerospace structures.

The process of implementing a VBDI involves the observation and determination of the operation
conditions, data acquisition system, signal processing, modeling and strategy for damage identi�cation
in the strict sense. A VBDI system requires the availability of an appropriate signal processing method
to analyze features from sensor data and to translate this information into a diagnosis of location and
severity of damage. Overall, the processing chain includes preprocessing techniques, feature extraction
and pattern recognition that allow distinguishing between the undamaged and the damaged structure
[Sta02].

Data preprocessing often includes smoothing and denoising procedures, normalization, trend analysis
and reduction of outliers [BSW+00] [WMF00]. There exist a number of low-pass �lters which can be
used to smoothen the data: These include optimal smoothing procedures such as the Wiener �lter based
on Fourier analysis and Savitzky�Golay least squares and digital smoothing polynomial �lters. Denoising
procedures are normally based on the orthogonal wavelet transform. Normalization identi�es relationships
between measurements and features. Trends show unwanted temporal relationships in the data. Out-
liers are feature patterns which are statistically far from the normal selection of patterns used for training.

Feature selection is a process of choosing input for pattern recognition in order to reduce the number
of features for training and thus to reduce dimensionality of feature space. Often both terms "feature
extraction' and 'selection" are used synonymously. Feature extraction includes either signature or ad-
vanced signature analysis. Signature analysis employs simple feature extraction methods, based on data
reduction procedures, which lead to scalar representations. This includes for example statistical spectral
moments, physical parameters of the analyzed system or modal based criteria. Advanced signature anal-
ysis uses sets of features in the form of vectorial or pattern representations such as spectra, the envelope
function or the amplitude of the wavelet transform. A number of advanced signature analysis procedures
have been developed in the last few years, as discussed in [Sta02].

Chui [Chu97] pointed out that the local singularity in a time-sequence signal could be more clearly
exhibited if the signal is decomposed using wavelet transform. Staszewski [Sta02] [Sta98b][Sta97a][Sta97b]
shows that wavelet-based linear transformations for data compression in vibration analysis can be used
not only for e�ective data storage and transmission but also for feature selection.

A set of features given by continuous, discrete or discrete-binary variables which are formed in vec-
tor or matrix representation is called a pattern. Patterns represent di�erent conditions of an analyzed
structure. Therefore, damage detection can be regarded as a problem of pattern recognition. Classical
methods of pattern recognition use statistical and syntactic approaches. Statistical pattern recognition
assigns features to di�erent classes using statistical density functions. Syntactic pattern recognition clas-
si�es data according to its structural description. In recent years neural networks have been established
as a powerful tool for pattern recognition [Wor97].

In damage detection theory, frequency domain methods such as modal analysis have been among the
most popular approaches used to date. However, several methods exist that utilize time responses rather
than modal data [CI97]. Most of these vibration-based health monitoring techniques include Arti�cial
Intelligence and they usually apply wavelet transformations, arti�cial neural networks, genetic algorithms
and statistical analysis, but until now, none of these included applied knowledge-based reasoning.
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3.1 Wavelet Transform

Wavelet Transform (WT) is a mathematical tool that can decompose a temporal signal into a summation
of time-domain basis functions (subsignals) of various frequency resolutions. This simultaneous time-
frequency decomposition gives the WT a special advantage over the traditional Fourier transform in
analyzing nonstationary signals. When structural vibration response signals in the time domain are
decomposed into multiple subsignals using wavelet transform, change corresponding to structural damage
in each subsignal may manifest notable di�erence, and some of the subsignals may possess high sensitivity
to small damage in structures [HNR00].

There is a growing number of publications reporting on system identi�cation to structural assess-
ment using wavelet techniques [Sta97a][Sta98a][PFMR00][GL01][HW03]. Chang and Sun [CS03a] pro-
pose wavelet packet signature (WPS) for locating and quantifying structure damage. These wavelet
packets consist of a set of linearly combined usual wavelet functions. Yam et al. [YYJ03] construct struc-
tural damage features proxy vectors based on the energy variation of the structural vibration responses
decomposed using wavelet package before and after the occurrence of structural damage.

3.2 Neural Networks

Doebling et al. [DFP98] cite some applications of Arti�cial Neural Networks (ANN) developed before
1997 to damage detection in structures. Some of them use static load, others use vibrations caused by
earthquakes, crash, wind, etc. Nowadays, many studies have demonstrated that neural networks are
a powerful tool for the identi�cation of systems typically encountered in the structural dynamics �eld
(structure-unknown identi�cation) [YYJ03].

From another point of view, neural networks are used like a classi�er or a pattern recognizer. A
number of di�erent network architectures available for pattern recognition include feedforward, recurrent
and cellular networks [FP97]. The architecture and process of training a neural network depends on
which level of damage identi�cation is required. An unsupervised scheme (Kohonen networks) o�ers the
possibility of novelty detection. A supervised learning scheme (Multi-Layer Perceptron [Wor97] [RL95],
Radial Basis Functions [ZB93]) is required for location and severity of damage. It appears that often
simple unitary networks are not su�cient for complex pattern recognition tasks. In such cases networks
can be combined, using di�erent approaches [Mar01a][Mar01b].

On the other hand, it has been demonstrated that neural networks are a powerful tool for locating
impacts from signals received from piezoelectric sensors [HCSW05][SWWT00][WS00][JSFK95][LPW+01].

3.3 Genetic Algorithms

To minimize the discrepancy between the mathematical model (computed responses) and a real structural
system (measured responses), several types of formulations have been used in structural damage detection
and identi�cation problems. Equation error and output error approaches formulate the problem as an
optimization problem [HS90] [CG01].

Genetic Algorithms (GAs) have been used for the minimization of the cost function de�ned from the
di�erences between experimental and numerical eigenvalues and eigenvectors [LZ93], natural frequencies
[MS96], mode shapes [CG96][YZ98], or their combinations [HX02][FPG98][RS97]. On the other hand,
Staszewski used GAs in order to extract wavelet coe�cients which represent the principal features in the
time-scale [Sta97b]. Some modi�cations or improvements have been done from simple GA in order to
reduce the size of the search space [MN02], and the sensitivity to noise [RL03].

On the other hand, GAs have been used for optimization tasks in sensor triangulation methodologies
[CS03b] and an Adaptive Neuro Fuzzy Inference System (ANFIS) has been applied for impact locating
and magnitude estimation [SK03].

Regardless of the fact that the GA-based structural damage detection has been successful, it requires
repeated searching for numerous damage parameters so as to �nd the optimal solution of the objective
function (measured data). When the measured data and the structural damage parameters to be deter-
mined are multitudinous, the e�ciency of this method is often not feasible for online damage detection
of in-service structures.
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3.4 Statistical Analysis

Statistical methods are essential in structural health monitoring recognizing the fact that there is always
uncertainty present in the simulation model, the simulation input parameters, and the observed mea-
surements [SG96][FDDN99][LZ99]. Structural health monitoring methods based on statistical pattern
recognition classify the structure in various damage states based on the statistical di�erence between fea-
tures extracted (via signal processing, parameter estimation, or some other technique) from the measured
responses of the structure in the undamaged and damaged states. The key is to �nd and use features
that are sensitive to damage.

Marwala applied the hybrid Monte-Carlo method to assign the weight vector of the neural network
used to relate inputs and outputs in damage identi�cation [Mar01a] [Mar01b]. To solve the problem of
damage localization as a categorization problem, a stochastic pattern recognition method [TH03] has
been presented. The method of outlier analysis based on the Mahalanobis distance was used to detect a
lowest level of fault [WMF00].

Recently, techniques based on multivariate statistics [DFP98] [WM00] and Statistical Process Control
(SPC) [FSF01] have been applied in structural damage detection. Sohn et al. [SCF00] used Principal
Component Analysis (PCA) to perform data compression prior to the feature extraction process when
data from multiple measurement points are available in order to enhance the discrimination between
features from undamaged and damaged structures. Worden and Manson [WM99] implemented visual-
ization and dimension reduction with PCA for damage detection. Zang and Imregun [ZI01] utilized the
PCA technique to condense the Frequency Response Functions data and their projection onto the most
signi�cant principal components, which were used as the Arti�cial Neural Network input variables. De
Boe and Golinval [BG03] analyzed a piezo-sensor array for damage localization by means of PCA.

3.5 Knowledge-Based Approaches

On the other hand, the approach in which an �expert� applies his/her experience and knowledge to a
situation can frequently provide a solution to a problem without resorting to an intensive investigation
[dMP97] [Wat98] [MC03]. The use of knowledge-based approaches to damage identi�cation was suggested
by Natke and Yao in 1993 [NY93]. Despite Case Based Reasoning (CBR) being used gradually in several
domains such as diagnosis, prediction, control and planning [AP94] and winning attention, in Structural
Health Monitoring, the author of this thesis knows of no references that have been used before this method
for detecting damage. However, in the �eld of structural design, some researchers [ELJ94, KK96, LM96]
have applied Case Based Reasoning to bridge design. Because many modeling possibilities exist to explain
the behaviour of structures, Raphael and Smith [RS98, RNRS02b, RNRS02a] describe an approach for
selecting appropriate causal models for engineering diagnostics. They combine compositional modeling
with model reuse to improve the quality of diagnosis.

4 Objectives of the Thesis

In this thesis, the problem of vibration-based damage detection is investigated. The main objective
was to develop a methodology to assess structures focusing on vibration analysis (modeling and exper-
iments), signal processing (features extraction or dimensionality reduction) and damage identi�cation
using knowledge-based reasoning. The evaluation includes �nding whether damage is present in the
structure, and de�ning the geometric location of the damage and its severity.

More speci�cally, the objectives of this work are the following:

To develop a methodology to identify damages in structures based on vibration measures.
These vibration measures can be provided by the response of the structure to an input excitation that
can be either known (e.g. using piezoelectric generators) or random (e.g. object-impact). This method-
ology considers the damage identi�cation problem as a problem of pattern recognition and introduces in
Structural Health Monitoring (SHM) community techniques used in other engineering areas.
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To include Case Based Reasoning (CBR) in damage identi�cation methodology.
Systems in which an expert applies his/her experience and knowledge to a situation can often provide
a solution of the problem. It is proposed to solve the damage identi�cation problem using CBR and
combining it with other techniques which help improve the process and make it faster.

To introduce Multivariate Statistical Process Control (MSPC) techniques in Structural
Health Monitoring (SHM).
Since Structural Health Monitoring (SHM) systems have many sensors measuring variables for a long
time and this data often is highly correlated, redundant and noisy, Principal Component Analysis (PCA),
Partial Least Square (PLS) and its Multiway extensions are proposed for reducing the dimensionality of
the problem.

To study the application of MSPC techniques and nonlinear methods for case retrieving
into CBR methodology.
Case retrieving is choosing from old situations those most similar ones to the current one. One way to
do that is reducing dimensionality as much as possible. The aim is to use MSPC, Self- Organizing Maps
(SOM) and Curvilinear Distance Analysis (CDA) techniques for case retrieving and result analysis.

To combine experiments (lab case and �eld case) with numerical simulations into the CBR
methodology.
Considering that in civil, mechanical and/or aerospace structures, it is possible to utilize the numerical
model only, or experiments in the lab only, or both, the proposed methodology should be able to demon-
strate its feasibility in any of these circumstances.

To validate the developed methodology in several structures and di�erent kinds of damage.
Since the main objective was to assess structures, various structures (cantilever truss, aluminum beam,
pipe section, long pipe and wing �ap aircraft) were considered and several defects were studied (corrosion,
mass reduction, adding masses, and impact loads).

5 Methodology

To accomplish the objective of developing Knowledge-Based Reasoning methodology for damage identi-
�cation in structures, the work has been performed through case studies.

In a �rst step, numerical simulations of the dynamic behavior of simple structures has been performed.
Once the core methodology has been developed, it has been validated by laboratory experiments. The
�rst aim has been to locate and identify mass reduction in simple structures. The structure is excited
by an actuator, which produces a vibration input signal with known parameters. The lone sensor,
located at the end of the structure, measures its dynamic response at this point. A numerical example
of a cantilever truss structure (discrete example) and an aluminum beam structure modeled with a few
elements (one dimension), were used to simulate the dynamic responses with di�erent damages. These
data were processed using wavelet transform and were organized by means of self-organizing maps. From
simulated dynamic responses of unknown damages, these damages can be detected and identi�ed using
Case-Based Reasoning. This �rst approach was validated using numerical simulations for training and lab
experiments for testing. In the aluminum beam structure, a damage is produced (1 mm deep cuts on the
distance of 1 cm). The numerical model was calibrated well enough (for starting damage identi�cation).
Until now, either only simulations or combination of simulations and experiments, were considered.

The second step has been to test more complex structures, a pipe section in a laboratory, using the
experimental setup of a pipe section and its Finite Element Method model. Due to calibration problems
of the structure with its numerical model, the validation was performed separately. This structure has
a greater level of di�culty as it uses four sensors to collect the dynamic response. Strategies for ana-
lyzing all this information have been developed, and the con�guration of actuators and sensors has been
analyzed. Several mass reduction damages were simulated; the dynamic responses were processed and
organized. The validation has been carried out using damages not included before. Several experiments
with reversible damages have been performed in a laboratory. These damages consist in adding masses
over the surface of the pipe.
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In a third step, a �eld test consisting of a long pipe has been used to validate the whole methodology
in operating conditions. Due to the high cost of building a numerical model, only experiments were
carried out. Several reversible damages have been performed, including the addition of di�erent masses
at di�erent locations over the surface of the pipeline. This system has only one sensor but, it is located
far from the actuator.

Finally, the methodology has been extended to a more complex structure consisting of a wing �ap.
Laboratory experiments have been carried out to detect and locate impacts. In this experiment, multiple
sensors were located over the surface to measure the strain waves produced by the impact. In this case,
the aim was, besides analyzing correlation between sensors, to solve the problem in two dimensions, since
the location implies to �nd an x location and a y location. Multivariate Statistical Process Control
(MSPC) has been introduced for dimensionality reduction considering correlation between the data, and
case retrieving into CBR methodology.

6 Research Framework

Part of this work has been obtained on the basis of the research project entitled �PIEZODIAGNOSTICS:
Smart Structural Diagnostics Using Piezo-Generated Elastic Waves�. This project was funded by the
European Community under the Competitive and Sustainable Growth programme of the Fifth RTD
Framework Programme (1998-2002) under contract G1RD-2001-00659.

The main objective of the PIEZODIAGNOSTICS project was to develop a prototype long-range
monitoring system applicable to a variety of industrial installations su�ering from structural degradation,
particularly by corrosion, based on piezo-generated wave propagation. This new structural diagnosis
environment uses long -distance propagation of low-frequency guided waves. It is based on the concept
that interaction of the vibration waves with localized structural change (damage) will characteristically
modify the shape of the propagating signal. Therefore, information about the size, location and type of
damage can be deduced from the di�erence in detected pulse shape between the original structure and
the structurally altered structure.

The project concentrated on reaching two major goals. The �rst goal was to check the ability of
piezo devices for inducing (actuators) and collecting (sensors) the low-frequency (below 1 kHz) structural
vibration response. The second goal was to develop an associated data processing methodology enabling
real-time monitoring, multidamage detection and precise identi�cation of damage.

Two software packages were developed using two independent approaches. The �rst approach, the
Virtual Distortion Method (VDM) developed by the SMART-TECH Centre (STC), belongs to the class
of model-updating methods. It uses gradient-based optimization techniques in damage-identi�cation al-
gorithms. The second approach belongs to the class of soft-computing methods and uses Case-Based
Reasoning methodology to identify damages by analogy, a methodology that is the heart of this doctoral
thesis.

The partners involved in the PIEZODIAGNOSTICS project are six companies and three universities.
Partners that have closely collaborated with the development of the methodology presented throughout
this thesis, providing the structures and some of its numerical models for testing are the following:

IFTR (Institute of Fundamental Technological Research). Among the laboratories and centers
that operate at IFTR of the Polish Academy of Sciences in Warsaw, the Smart Technology Centre
(SMART-TECH) works on issues of safety and integrity of engineering systems focusing, among
others, on intelligent materials (e.g. Piezo-Electrics), actuators, and acoustic-electronic systems for
damage detection and identi�cation. This center provided the aluminum cantilever beam structure
and its numerical model based on the Virtual Distortion Method (VDM).

ALSTOM CERG (Centre d'Etudes et de Recherches de Grenoble). The ALSTOM research cen-
ter is involved in �uid mechanics. It is a part of the company called ALSTOM Fluides et Mécanique
SA, a supplier of pumps and pumping stations. This company provided facilities for testing a pipe
section of 4.28 m length. The numerical model of this pipe section was developed using the Fi-
nite Elements Method (FEM) by CIMNE (International Center for Numerical Methods in
Engineering, partner of the project as well) in cooperation with ALSTOM CERG.
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CEGELEC NDT (Nondestructive Testing). The CEGELEC NDT unit supplies Nondestructive
Testing systems and services to the nuclear power plant industry and other industrial installa-
tions. The CEGELEC NDT unit develops various methods of inspection. Inspection of vessel
reactors and bimetallic welding of nozzle or pipes subject to constraint are examples of important
areas within the nuclear power plant �eld. Inspection of fuel storage tanks and ship structures are
other important �elds of the CEGELEC NDT unit activities. This company provided an 80 m long
pipe and performed the experiments. Due to the complexity of the structure, no numerical model
was developed.

All these structures were excited with piezo-actuators and their structural response was measured
by piezo-patch sensors. Piezo-generators and piezo-sensors were designed and supplied by Cedrat
Recherche SA-CEDRAT- (partners in the project) and CEGELEC NDT respectively.

On the other hand, the Dynamics Research Group that operates at the University of She�eld,
is an internationally recognized centre of Excellence specialized, among other areas, in Structural Health
Monitoring. There, experiments of impact loads were performed on a part of an aircraft wing �ap. The
methodology, the basis of this research, was tested detecting and locating impacts with the collaboration
of Professors Wieslaw Staszewski and Keith Worden.

7 Case Studies

7.1 Numerical Model of a Cantilever Truss Structure

The most simple case study is a numerical example of a cantilever truss structure with eight sections
(see �gure 3). This numerical model is performed using the Virtual Distortion Model and it is provided
by SMART-TECH Centre. The material and the geometric speci�cations have been previously assigned.
Two antiphase sine excitation forces were applied to elements 36 and 38. The element 1 was chosen as
the sensor to receive the propagated wave. The structural dynamic response was simulated using the
damages of mass reduction between 5% and 60% in 11 scenarios of damage.

Figure 3: Cantilever truss structure

7.2 Aluminum Beam and its Numerical Model

The experimental aluminum beam and its numerical model were provided by SMART-TECH Centre.
Its physical characteristics are shown in Table 1. It is equipped with a piezoelectric actuator (see �gure
5a) and a sensor (see �gure 5b) that measures the bending strains (curvature) at the speci�ed location.
A numerical model using the Virtual Distortion Method is considered, as illustrated in �gure 4. The
�rst results were obtained using the sine wave excitation signal of the 142.8572 Hz frequency with only
one period duration and a numerical model with 102 elements. To obtain the last results, a 2.5-cycle
and a 4.5-cycle Hanning windowed sine pulses with 491 Hz frequency, which corresponds to the seventh
eigenfrequency of the beam, were applied and the numerical model consisted of 49 elements. Several
structural damaged dynamic responses were simulated (up to 10 consecutive elements with 12 di�erent
reductions of mass). Experimental damage was caused to the real structure (see �gure 6).
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Table 1: Material of the beam.
Material Young's Modulus (GPa) Density (kg/m3)
aluminum 65.78 2710
steel �xing 207 7680
truss rod (piezo actuator) 0.28 7117

Figure 4: Beam model

Figure 5: (a) Actuator (b) Sensor

Figure 6: Original and damaged beam
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7.3 Pipe Section and its Numerical Model

ALSTOM CERG provided a pipe section and con�gured the experimental setup shown in �gure 7. The
material of this pipe section is stainless steel. It has an internal diameter of 80 mm, thickness of 2 mm
and its useful length is 5550 mm. It was excited using a 7-cycle Hanning windowed sine pulse with 750
Hz frequency, near its �rst radial-axis mode, using a generator supported as shown in �gure 8. Four
sensors measure the dynamic response of this structure. Reversible defects have been performed. Five
masses have been added in di�erent positions.

Figure 7: Experimental setup con�guration

Figure 8: Experimental setup with excitation support
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The numerical model of this pipe section, developed by CIMNE, could not be calibrated. For this
reason, the Finite Element Method model used can be observed in �gure 9 and its characteristics are
listed in table 2. The excitation signal was a sine wave with only one period and frequency of 773.75 Hz.
Four sensors were used as well. The pipe has been divided in 16 sections, and defects in each section
were simulated by reducing thickness in 20% and 50% around the pipe (axisymmetrical reduction).

Figure 9: Pipe section model

Table 2: Model characteristics.
Density (kg/m3)

External radius 4.2 cm
Inner radius 4.0 cm
Thickness 0.2 cm
Length 4.28 m
Young's Modulus 210 GPa
Poisson's ratio 0.28
Density 7800 kg/m3

Nodes 202944
Shell elements 202880

7.4 Long Pipe

A 80 m pipe was provided by CEGELEC NDT. The experimental setup is shown in �gure 10. The
material of this pipe was AE220 steel, its internal diameter was 30 cm, its thickness 0.45 cm and its
length 7887 cm. It was excited using a 5-cycle Hanning windowed sine pulse with 474 Hz frequency,
near its �rst radial-axis mode. The actuator, which can be seen from �gure 11 is in quasi-static mode
with a pre load of about 30 N (the preload is a glued 3 kg mass). Just one sensor is measuring dynamic
response, it is located at a distance of 58 m from the actuator. Reversible defects have been performed.
Three masses have been added in di�erent positions. Due to the complexity of the structure a numerical
model was not developed.
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Figure 10: Experimental setup

Figure 11: Excitation con�guration

7.5 Wing Flap Aircraft

This structure, located in the facilities of the University of She�eld, can be regarded as a small-scale
version of part of a wingspan, with a leading edge and a trailing edge (see �gure 12). The trailing edge
was composed of aluminum skins with an aluminum honeycomb core, the leading edge of composite skins
with a lightweight honeycomb core, and the central section of thin composite material. Unfortunately,
due to the nature of the origin of the wing �ap section, little is known about the speci�c materials. In this
experiment, the excitation was produced by impacts. Nine sensors distributed over the surface detected
strain responses.
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Figure 12: Schematic representation of the wing �ap section. Dimensions in cm.

8 Overview

This doctoral thesis does not follow a traditional structure. It is rather a compendium of articles; three
of them have already been published, another one has been submitted for publication and a few others
are in process of �nal revision. All deal with a common general theme: to detect and identify damages
in structures. The papers are not necessarily reproduced in the same format as the published version.
These are not presented in chronological order, nor do they have to be read in the order of arrangement,
since each article can be read independently and has its own introduction and discussion.

The author of this thesis signs four papers as �rst author. The other two papers are comparison of
two methodologies, so the paper has two principal authors, one of them being the developer of this thesis.
All papers are signed (besides by the PhD candidate and the PhD adviser) by other researchers who have
collaborated extensively, mainly in performing experiments, providing models and data, suggesting ideas
and revising the writing.

Since the doctoral thesis is presented as a compendium or articles, this document is organized as
follows:

• This introduction, which presents the papers and justi�es the thematic unity of the thesis and the
contribution of every co-author.

• Works already published, specifying authors, journal, and publication date, as well works in process
of publication. Neither of them represent the published format.

• A global summary of results, an analysis of this summary and a discussion.

• Conclusions

• List of references used through this work.
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The �rst paper �A Hybrid Approach of Knowledge-Based Reasoning for Structural Assessment� can
be considered the basis for the other papers. It was published in Smart Material and Structures journal,
which has an Impact Factor of 1.522 according to Journal Citation Reports R©. It is classi�ed in position
7 among 48 in the subject category of Instruments & Instrumentations. This paper describes in detail
the methodology to detect and identify defects in structures. It is based on the analysis of changes in
the vibration characteristics of the structure. This methodology can be used not only for structural
assessment, but also for many other engineering problems. The methodology is explained by means of a
numerical example of a cantilever truss structure which is excited with a prede�ned vibration signal, and
the structural response is analyzed. Several defects are simulated, including the mass reduction in every
element of the structure.

This methodology uses Case-Based Reasoning (CBR) as the diagnostic tool, and it is combined with
other tools such as Wavelet Transform (WT) and a particular Arti�cial Neural Network (ANN): Self-
Organized Map (SOM). It describes the principles of CBR, its basic cycle that retains cases for use in
the future by analogy. A case is de�ned for the minimal representation of the structural response to a
given excitation and the defect of the structure. The casebase is the organization in memory of the set
of cases in a coherent way. The casebase building includes a previous process of feature extraction from
wavelet coe�cients and using the central limit theorem. The retrieval process and the chosen strategy
for selecting the amount of retrieved cases that should be used, is explained as well. Finally, the strategy
to calculate the location, dimension and severity of the damage is presented.

This methodology has been also used to identify defects in an aluminum beam structure (see �gures
4, 5 and 6). The numerical model of the structure was calibrated with the experimental structure and
tested by Przemyslaw Kolakowski from SMART-TECH Centre (STC) Laboratory, in Warsaw, Poland.
The casebase is build by means of damage simulations and tested with di�erent damage simulations and
a real defect on the structure. In both structures, the methodology performs satisfactorily in locating
damage and assessing its size and severity.

The principal contribution of this paper can be assigned to two �elds: i) in Arti�cial Intelligence
(AI), the combination of another technique as the Self-Organizing Map into the Case-Based Reasoning
methodology in order to improve the process of organizing and retrieving cases, and ii) in Structural
Health Monitoring, the introduction of Case-Based Reasoning as an e�cient tool for locating and iden-
tifying defects.

From this �rst paper, it was concluded that the methodology can be applied also in other problems
in which there is previous knowledge of the structural behavior due to changes in the structure. One
of these applications is the detection and localization of impacts. The structural damage is sudden and
unpredictable. Here, the identi�cation system is not active as in previous problems where actuators and
sensors were present, and besides, the input energy was known. Now, the system is passive and there
are only sensors, and the input energy is random, there is no knowledge about it, but it is known that
the structure will have a reaction to the input. In this case, the impact produces strain waves that
expand out over the whole surface and are perceived by sensors. This work have been performed with
the collaboration of Prof José Rodellar, who contributed with knowledge, experience and suggestions in
the way of developing and presenting the methodology

The second paper �Impact Damage Detection in Aircraft Composites Using Knowledge-Based Rea-
soning�, is concerned with the location identi�cation of impacts from signals acquired by sensors. It has
been submitted to Structural Health Monitoring, an International Journal, and according to Journal Ci-
tation Reports R© will be included in the journal in summer 2006. In general, the methodology described
in the �rst paper was used, with the di�culty that the structure does not have only one sensor, it has
nine. Therefore, nine casebases (one per sensor) are trained and built. When a new impact appears, the
more similar cases are retrieved from the nine casebases. As an additional step, a strategy is developed
for choosing which are the more relevant sensors. Finally, from the set of retrieved cases (joining all
casebases), the location of the impact is determined by applying concepts of classical statistics.

The structure used in this study was a real part of a wing of a commercial aircraft as can be seen from
�gure 12, which is now located in the Smart Materials and Signals Processing Laboratory at She�eld
University. This structure is, obviously more complex than the one used in the �rst paper mentioned
above. Due to its origin, little was known about the material characteristics and design, therefore, a
model was not available. But, since an impact can be a nondestructive defect, many experiments have
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been performed. These consist in impacting the wing with a hammer in several known positions and
collecting the sensed signals. Two sets of experiments were carried out in collaboration with professors
Wieslaw Staszewski and Keith Worden. One experiment was performed following a grid and the other
in random positions. The second set was used as a testing set in order to validate the methodology and
determine its accuracy and reliability. The obtained results are very interesting, because the average
error is small. Although the locations of several experiments was far from the real impact, many of them
were located very close to it.

From the second paper emerges the idea of studying other techniques which can be used to i) reduce
the dimensionality or extract the principal features of the signals and ii) organize the casebase into
the CBR methodology. For this reason, the third paper, �Multivariate Statistics Process Control for
Dimensionality Reduction in Structural Assessment� which will be submitted to IEEE Transactions on
Pattern Analysis and Machine Intelligence (TPAMI), which has an Impact Factor of 4.352. It is classi�ed
in position 1 among 209 in the subject category of Engineering, Electrical & Electronic was performed. It
reports on the performance of Multivariate Statistical Process Control (MSPC) to achieve this purpose.
This tool or set of tools, which is used very often in chemometrics, is introduced into the Structural
Health Monitoring �eld. Although some work has been previously performed, its strength and the huge
advantages which can be used in damage identi�cation or advanced signal processing in general have not
yet been demonstrated. This work has been performed with the collaboration of Prof. Michel Verleysen,
Dr Gurkan Sin and Magda Liliana Ruiz, a PhD student, who contributed with knowledge, experience,
suggestions and new ideas concerning those techniques.

In this paper, the same structure and experiments used in the previous paper, are used. A brief,
but quite su�cient explanation about linear MSPC techniques is presented. These include: Principal
Component Analysis (PCA), Partial Least Square (PLS), and some extensions called Multiway PCA
(MPCA) and Multiway PLS (MPLS). These extensions are very useful in systems that involve several
sensors. MSPC techniques are used to reduce the dimensionality of the problem, for example from
140 samples by experiment to 10 or 20. Moreover, PCA, PLS and some nonlinear techniques like Self-
Organizing Maps (SOM) and Curvilinear Distance Analysis (CDA) are applied as a tool to organize cases
in memory.

A total of 24 approaches have been performed, making use of several combinations of four techniques
used to reduce dimensionality and four for organizing the casebases. Results show that the average error
has improved (compared with results in the second paper); however, this reduction in errors is not too
important. What is very important is to demonstrate that MSPC can be employed in SHM as well. And
besides, the application of its extensions multiway drastically reduces the computation cost, because it
does not need one casebase by sensor, and just one casebase is built for the whole system.

Usually in research, comparisons are performed either to highlight advantages and/or disadvantages
of techniques (or methodologies) or to show that a new one has the same or better performance than the
another well-known one. In the intention of highlighting advantages and disadvantages of two completely
di�erent methodologies, papers 4 and 5 which are titled �Two Approaches to Structural Damage Identi-
�cation: Model Updating versus Soft Computing� and �Comparison of Two Software Tools for Damage
Identi�cation: Gradient-based vs. Case-Based Approach� have been published. The �rst one, in Journal
of Intelligent Material Systems and Structures, which has an Impact Factor of 0.647. It is classi�ed in
position 96 among 177 in the subject category of Material Science, Multidisciplinary. The second paper
was published in Key Engineering Materials, and its Impact Factor is 0.278. It is classi�ed in position
15 among 25 in the subject category of Material Science, Composites.

These papers compare the methodology developed and presented by the author throughout this thesis,
which belongs to the class of soft-computing methods, and another methodology based on the Virtual
Distortion Method developed by Przemyslaw Kolakowski from SMART-TECH Centre (STC). The latter
is included into the class of model-updating methods and it uses gradient-based optimization techniques.

Both methods were developed for low-frequency application on the basis of the research project titled
�PIEZODIAGNOSTICS: Smart Structural Diagnostics using Piezo-Generated Elastic Waves�. The pa-
per gives an overview of both methodologies. Numerical examples of an aluminum beam and the model
calibration are given. For general purposes, three cases of damage were considered. The comparison was
performed considering computational cost and e�ectiveness in identifying the damage.
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The last paper, titled "Non-Destructive Testing for Assessing Structures by Using Soft-Computing",
summarizes the main results obtained on the basis of the project PIEZODIAGNOSTICS regarding to
damage identi�cation using the methodology presented in this thesis. In this project, the methodology
was tested, besides the beam (�gures 4, 5 and 6), in a pipe section of 4.28 m (see �gures 7,8 and 9) and
its numerical model and in a long pipe of 80 m (shown in �gure 10). In order not to produce irreversible
damages to the structures, it was decided that the damages to be generated and identi�ed would be
added masses with di�erent shapes and weights. In this way, these defects could be considered as the
inverse of the corrosion defect (mass reduction).

The work presented here can be summarized as follows: i) a general methodology to assess structures,
ii) the application of this methodology on several structures (beam, pipe section, long pipe and wing
aircraft) and identi�cation of di�erent types of defect (corrosion, mass reduction, added masses and
impact loads), iii) a study of several techniques to combine with the main methodology in order to reduce
dimensionality of the problem and organize previous knowledge, and iv) a comparison with another
technique based on model updating.

Analysis results and discussion are presented as well. A global summary of results is shown and a
comparison of the case studies is performed. Advantages, limitations and suggestions are given. Finally,
the thesis is concluded and the main contributions of the thesis are assessed.
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Abstract

A hybrid reasoning system is developed for damage assessment of structures. The system combines
the use of a model of the structure with a knowledge-based reasoning scheme to evaluate if damage is
present, its severity (severity and dimension) and its location. Using a given model (or several models),
the structural dynamic responses to given excitations are simulated in the presence of di�erent forms of
damage. In a �learning mode� an initial casebase is created with the principal features of these damage
responses. When the system is working in its operating mode, data acquired by sensors are used to
perform a diagnosis by analogy with the cases stored in the casebase, reusing and adapting old situations.
Whenever a new situation is detected, it is retained in the casebase to update the available information.
This paper describes the methodology and how the system is built and tuned to be ready for operation.
This is illustrated by a numerical example of a cantilever truss structure and tested numerically and
experimentally with a beam structure. Conclusions are presented with the emphasis on the advantages
of using knowledge-based systems for structural assessment.
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Abstract

A hybrid reasoning methodology is applied to a complex aerospace structure, its e�ectiveness is assessed
in identifying and locating the position of impacts. Part of a commercial aircraft wing �ap is impacted
and time varying strain response data from the structure are sensed using passive piezoceramic sensors.

This structure can be regarded as a small scale version of part of a wing span with the corresponding
features being a leading edge and trailing edge. The trailing edge is composed of aluminium skins with
an aluminium honeycomb core, the leading edge of composite skins with a light weight honeycomb core
and the central section of thin composite material. Nine sensors, to detect time varying strain response
data, are distributed over the surface of the �ap; two on the leading edge, two on the trailing edge and
�ve in the central section.

The methodology combines the use of: i) Case Based Reasoning; in a �learning mode�, an initial
casebase is created with the principal features of the impact responses. When the system is working in an
�operating mode�, the data acquired by sensors are used to perform a diagnosis by analogy with the cases
stored in the casebase: reusing and adapting old situations. ii) The Wavelet Transform is used to extract
principal features of a signal providing information about the impact locations. iii) Self Organizing Maps
are trained as a classi�cation tool in order to organize the old cases in memory with the purpose of
speeding up the reasoning process. Finally, when old similar cases are retrieved, the impact location is
obtained directly from heuristic considerations.
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Abstract

This paper presents advantages of using techniques like Principal Components Analysis (PCA), Partial
Least Square (PLS) and some extensions called Multiway PCA (MPCA) and Multiway PLS (MPLS) for
reducing dimensionality in damage identi�cation problem, in particular, detecting and locating impacts
in a part of a commercial aircraft wing �ap. It is shown that applying MPCA and MPLS is convenient
in systems which many sensors are monitoring the structures, because the reciprocal relation between
signals is considered. The methodology used for detecting and locating the impact uses the philosophy of
Case Based Reasoning (CBR). Non linear techniques like Self Organizing Maps (SOM) and Curvilinear
Distance Analysis (CDA) are combined into the CBR methodology to organize previous knowledge in
memory. 24 approaches combining those techniques have been performed. Results from all of them are
presented, compared and discussed.
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Abstract

This article presents two approaches for structural damage identi�cation, each based on a di�erent philos-
ophy. The virtual distortion method (VDM) is a model-updating method of damage assessment, utilizing
gradient-based optimization techniques to solve the resulting inverse dynamic problem in the time do-
main. Case-based reasoning (CBR) is a softcomputing method utilizing wavelet transformation for signal
processing and neural networks for training a base of damage cases to use for retrieving a similar relevant
case. Advantages and drawbacks of each approach are discussed. Successful calibration of a numerical
model from experiments has been shown as a sin equa non for the VDM approach. A numerical example
of a beam is presented including a demonstration of the complexity of the inverse problem. Qualitative
and quantitative comparisons between the two approaches are made.
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Abstract

Two alternative software tools for damage identi�cation are presented. The �rst tool, developed on
the basis of the Virtual Distortion Method (VDM), takes advantage of an analytical formulation of
the damage identi�cation problem. Consequently, gradient-based optimization method is applied to
solve the resulting dynamic inverse problem in time domain. Finite element model of the structure is
necessary for the VDM approach. The second tool utilizes the Case-Based Reasoning (CBR) for damage
identi�cation. This method consists in i) extracting principal features of the response signal by wavelet
transform, ii) creating a base of representative damage cases, iii) organizing and training the base by
neural networks, and �nally iv) retrieving and adapting a new case (possible damage) by similarity
criteria. Basic description of both approaches is given. A comparison of numerical e�ectiveness, in terms
of accuracy and computational time, is provided for a simple beam structure. Advantages and weaknesses
of each approach are highlighted.
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Abstract

A hybrid system which combines Self Organizing Maps and Case Based Reasoning is presented and apply
to Structural Assessment. Self Organizing Maps are trained as a classi�cation tool in order to organize
the old cases in memory with the purpose of speeding up the Case Based Reasoning process. Three real
structures have been used: An aluminium beam, a pipe section and a long pipe.
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Results and Discussion

The methodology developed through this doctoral thesis to assess structures using Knowledge-Based
Reasoning has been applied in the following case studies:

• Detecting, locating and evaluating defects produced by corrosion or mass reduction in numerical
examples (cantilever, beam and pipe section) and experimental structures, such as a beam (reported
in papers 1, 4, 5 and 6).

Because generating simulations of the structural response with defects carries a high computational
cost and implementing several irreversible defects in any structure is expensive, the methodology
has been tested using a few experiments which represent a set of defects whose identi�cation is
desirable. For this reason, using these structures, the methodology could not be evaluated in a
quantitative way, calculating for instance average errors in the identi�cation process. Instead,
qualitative evaluation was performed.

The position of the damage is presented in terms of probability. This means determining in which
element of the structure there is a higher probability of �nding the damage. The size and severity
of the damage (evaluation of the damage) were calculated using a weighted average considering
distances in retrieve steps.

The methodology locates quickly the damage in all three cases (cantilever, beam and pipe section),
and its evaluation is su�cient for industrial needs. In some scenarios (i.e. three simultaneous dam-
ages in three di�erent locations using the beam structure), the methodology results were not very
accurate in the evaluation of the damage but its localization was correct. Trying to identify a defect
in an experiment when the casebase was trained with numerical simulations (even if the numerical
model was not correctly calibrated) produced an acceptable localization, although not an accurate
evaluation. That is shown using the beam experiment.

• Detecting, locating and evaluating defects produced by adding masses in a pipe section and in a
long pipe (reported in paper 6).

Due to calibration problems between the pipe section and its Finite Element Method (FEM) model,
the impossibility of having a numerical model for the long pipe, and besides the impracticability
of performing reversible defects in those structures, this study has been carried out using only
experiments over the structures, and generating defects by adding di�erent shapes of masses in
di�erent locations. The methodology was tested adding a di�erent mass in several locations. All
defects were located very accurately, but the estimation of the added mass in some cases was
not correct. The disadvantage of these case studies is the relatively small number of performed
experiments (46 in pipe section and 151 in the long pipe)

• Detecting and locating impacts in a part of an aircraft wing (reported in papers 2 and 3).

In this case study, impacting the wing, registering the propagated waves and repeating the process
again do not represent any high cost either computational or economical. Consequently, two set
of experiments have been performed: one of them to train the methodology and the other one for
testing it. From this set of tests, besides the qualitative evaluation, a quantitative evaluation can
be presented as well.

The structure had nine sensors located over the surface of the wing span. In paper 2, the signals
by each sensor were analyzed separately. In addition, it studied the possibility of using i) only the
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more relevant sensors, considering distances which represent similarity in the retrieve process, ii)
sensors closest to the impact (previously, the section where impact was carried out was found using
the main methodology and all sensors) and, iii) all sensors. Results showed that the average radial
error in locating the impacts is achieved considering signals from all sensors. That error is 59.39
mm. In paper 3, signals from the whole set of sensors were analyzed considering the relationship
between them. The obtained average error in most approaches was around 50 mm. The reduction
of the error is approximately 15%.

On the other hand, in paper 2, three classical statistical concepts (median, mean and weight mean)
were used to calculate the location of the impact from retrieved cases in the adaption step. Given
the results, it can be deduced that the localization of the impact is more accurate using the median
concept, since it reduces outliers in data. Experiment by experiment is analyzed as well. From the
results it can be seen that most of them are located very accurately, at less than 25 mm, but in a
few cases the average error was too high, greater than 100 mm. Those cases were studied separately,
but no relationship or explanation was found.

The former results are very attractive for the Structural Health Monitoring community due the
high accuracy and complexity of the structure, since that the wing is composed of three perfectly
distinguishable sections, where the material and design are di�erent and unknown.

On the other hand, the introduction of new techniques into the Case -Based Reasoning methodology
and specially into a vibration-based damage detection problem, opens even more possibilities for solving
problems in the Structural Health Monitoring �eld and for solving many other engineering problems.
Linear techniques such as Principal Component Analysis (PCA), Partial Least Square (PLS) and its
extensions, as well as nonlinear techniques like Curvilinear Distance Analysis (CDA) and Self-Organizing
Maps (SOM) produce a performance bene�t. A total of 192 combinations of these techniques have been
performed and tested using experiments carried out in the span wing aircraft. Although with some of
these approaches, the average radial error was a little greater than for the others and than the results
presented in paper 2, their values are acceptable. Neither of the possible combinations (approaches) has
an average radial error greater than 80 mm. The three sections of the wing have been analyzed separately,
concluding that the leading edge section has the least average error (it does not exceed 40 mm using any
combination). That is because more experiments were performed in this section.

As another point of view, this study revealed that the main advantage of using these techniques is to
reduce dimensionality if the system has a large amount of sensors measuring the same e�ect in di�erent
locations. That reduction of data, and therefore of time, is the most important contribution.

The application of the this hybrid Knowledge-Case Reasoning methodology for detecting, locating
and evaluating defects or damages in structures has presented the following advantages:

• If a numerical model of the structure is available, it can be used for building the casebase of defects.
In addition, when new experimental defects are produced and identi�ed, it may be retained into
the casebase, improving its robustness against model errors.

• In some cases, just one numerical model is not su�cient to interpret the behavior of the structure.
This methodology allows the use of several and/or simultaneous models for building the casebase.

• If a numerical model of the structure is not available, but nondestructive experiments such as light
impacts or mass addition can be achieved, the casebase may be built using those experiments. In
the same way, a new experiment is retained into the casebase.

• In the Structural Health Monitoring �eld, it is very often the employment of many sensors for
recording several variables or the structural response in di�erent locations. All this information can
be processed either separately or by analyzing its correlation, for extracting features and reducing
its dimension.
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However, by means of the applications in those case studies, some limitations have been found and
should be kept in mind if someone wants to use the methodology.

• In order to build an e�cient casebase, it is necessary to generate a set of experiments that it is
a good representation of the defects to be detected. That is shown in papers 4 and 5, where this
methodology is compared with VDM methodology. There, identifying three di�erent defects is the
goal, and it requires building three di�erent casebases. One casebase only is not applicable. How-
ever, in the problem of detecting and locating impacts over the wing, having experiments over the
entire surface is enough.

• Generating the set of cases by means of either damage simulations or nondestructive tests requires
a high computational and/or experimental cost. However, it is very important to emphasize that
this process has to be carried out just once. Building the casebase, extracting features or reducing
dimensionality is a very fast step. Once the system is trained, using any proposed technique
(SOM, CDA, PCA or PLS), the retrieving and adaptation process to identify the damage is almost
immediate.
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Conclusions and Future Research

1 Conclusions

This thesis presents a methodology for assessing structures in civil, mechanical and aerospace engineering.
The work performed was focused on vibration analysis, signal processing and damage identi�cation using
Knowledge-Based Reasoning. This methodology allows detecting and identifying defects in structures
using the principle of Case-Based Reasoning, and it is performed from vibration measurements which can
be generated in either a controlled way or randomly, suddenly and unknowingly. Case-Based Reasoning
methodology has become known in Structural Health Monitoring and solves a problem by focusing on the
idea that �similar problems have similar solutions�, which translated into a Structural Health Monitoring
problem, becomes �similar defects have similar dynamic response�.

The methodology has been validated in simulated and laboratory applications, demonstrating its high
accuracy in detecting and locating damages and its satisfactory accuracy for industrial applications in
evaluating dimension and severity of the damage. These case studies have a high diversity of models
(FEM and VDM), excitations (sine pulse, windowed sine or known-impact) and damages (mass reduc-
tion, added mass and impact loads). The results show a high adaptability regardless the model, kind of
damage and/or excitation signal.

On the other hand, structural engineering diagnostics are often complex due to the large number of
possible models for interpreting structural behavior. For example, in a bridge, one model is the best for
simulating cracks at the support, but a di�erent model is the best for simulating damage in the mid-
span of the bridge. This methodology permits simultaneous use of several models in building the casebase.

In general, if the numerical model of the structure exists and it is calibrated, it can be used to build
the casebase. However, if it does not exist, the casebase can be loaded with nondestructive experiments.
In both circumstances, the casebase can be updated while retaining already-identi�ed experiments, im-
proving the robustness of the methodology against error in the model.

Choosing the adequate casebase is a task which must be done with care, because it must be loaded
with defects that are expected to take place. In theory, the casebase can be loaded with a very large num-
ber of cases, but in practice, physical limitations for storage and high computational and/or economical
cost are present. In some of the case studies used for validation, many experiments and/or simulations
were performed. In others, few experiments and/or simulations could be carried out. In all cases, the
accuracy was high, because the kind of damage needing to be identi�ed corresponded to damages in the
casebase. It means that if it is desirable to detect damage with a dimension of less than 30 cm in the
pipe section, it is necessary to simulate structural responses with damages of this dimension. It is not
applicable to identify defects not considered to belong to the casebase. For instance, it is not possible to
identify three simultaneous damages in a beam using simulations of only one damage.

Once the casebase has been properly chosen, the more experiments and/or simulations performed,
the higher the accuracy of the methodology. This was demonstrated in the wing �ap case study; in one
of its sections (leading edge) more experiments were carried out, and the errors themselves were smaller.

Current methodologies for damage identi�cation require a high computational cost every time a new
damage appears. This limits their applicability in real time. The developed methodology, which consists
of two steps, building the casebase and retrieving and adapting for damage identi�cation, is computa-
tional expensive for building the casebase because it demands numerous inputs by simulations and/or
experiments. But, once this casebase is built, identi�cation of a new episode of damage is almost imme-
diate. Therefore, it is reasonable to conclude that this methodology can be applied to assess structures
in real time.
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The performance of Case-Based Reasoning is improved by integrating other techniques for reducing
the dimensionality of the problem and organizing the previous knowledge in memory. The e�ciency of us-
ing Multivariate Statistical Process Control (MSPC) techniques, nonlinear techniques as Self-Organizing
Maps (SOM) and Curvilinear Distance Analysis (CDA), to process signals in Structural Health Monitor-
ing has been illustrated by means of many performed approaches. It has been shown that the application
of PCA, PLS, SOM and CDA for case retrieving is very e�ective, however, the nonlinear techniques (SOM
and CDA) require a greater computational e�ort than the linear techniques (PCA and PLS).

If the structure is monitored by using several sensors, the correlation between the sensors must be
considered. In this thesis, it is shown that �Multiway� extensions of PCA and PLS are e�cient techniques
to study reciprocal relations between signals. In this way, the dimension of the problem (with many sen-
sors) can be reduced to the dimension of a problem with only one sensor, and the computation time is
therefore reduced drastically.

2 Main Contribution

The absence of numerical models and/or the di�culty for calibrating them with mechanical, civil and/or
aerospace structures justi�es the development of a methodology for detecting and identifying defects,
based on previous knowledge of the structure. Therefore, the main contribution of this thesis is the
development of a hybrid methodology using Case-Based Reasoning and other techniques for evaluating
damages in structures. This methodology can be used regardless whether the numerical model exists. The
evaluation includes �nding whether damage is present, de�ning its location, its dimension and its severity.

On the other hand, the �rst appearance of techniques and methodologies (showing their feasibility),
heretofore unknown in the Structural Health Monitoring �eld, has been appreciated by the community.
These tools are: Case-Based Reasoning, Multiway Partial Least Square, Multiway Principal Component
Analysis and Curvilinear Distance Analysis.

3 Future Research

This thesis is intended to contribute to the development of new techniques for identifying damages in
structures based on vibration analysis. Nevertheless, this work is only a particular approach to the wide
�eld of Structural Health Monitoring. Future research is certainly needed to obtain a robust, automatic,
generally applicable monitoring system. The immediate future work will be focused on the following
subjects:

3.1 Dimensionality Reduction

In this work some techniques used very often in other engineering problems have been successfully applied
in Structural Health Monitoring. A more in-depth analysis of this techniques should be carried out and
in this way, other of their characteristics can become useful. On the other hand, there is also a need to
explore other techniques to reduce the dimensionality, such as, for instance, mutual information for the
selection of relevant variables.

3.2 Numerical Modeling

The e�ectiveness of the methodology developed in this work, using the numerical model of the structure
to built the casebase and experiments for its validation, has been shown using only the aluminum beam
case study. The other structure case studies lack an appropriate numerical model. This topic can be
improved, structures with a numerical model su�ciently calibrated could provide diagnostics with higher
accuracy.
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3.3 Reliability and Risk Analysis

The methodology presented in this work, reaches up level 3 in damage identi�cation, that is, quanti�cation
of the severity of the damage [Ryt93]. A study of extension of this methodology to reach level 4 can be
performed. This level, prediction of the remaining service life of the structure, is generally associated
with fatigue-life analysis or with reliability and risk analysis.

3.4 Application in Real-Time Monitoring

There is scope in which to apply this methodology and/or its variations for detecting, locating and
identifying in real time (a few milliseconds) impacts loads in other available structures (e.g. wing aircraft,
antennas, smart structures).

4 Contributions to Relevant Conferences and Workshops

The development of this work has been disclosed and discussed, in addition to the articles presented in
this thesis, in the following international conferences and workshops. The subjects of this events are
Structural Health Monitoring, Damage Assessment in Structures and, Soft Computing and Arti�cial In-
telligence.

Multivariate Statistics Process Control for Dimensionality Reduction in Structural Health
Monitoring
Luis Eduardo Mujica and Josep Vehí
Accepted in Third European Workshop on Structural Health Monitoring
Granada - Spain, Jul 07, 2006

A hybrid system combining Self-Organizing Maps with Case Based Reasoning in Structural
Assessment
Luis Eduardo Mujica, Josep Vehí and José Rodellar
Arti�cial Intelligence Research and Development. Frontiers in in Arti�cial Intelligence and Applications
Vuitè Congrés Català d'Intel·ligència Arti�cial - CCIA'2005,
Alguer - Italy, Oct 28, 2005 vol. 131 pag. 173 - 180

Comparison of Two Software Tools for Damage Identi�cation: Gradient-based vs. Case-
based Approach
Przemyslaw Kolakowski, Luis E. Mujica, Josep Vehí
DAMAS 2005 6th International Conference on Damage Assessment of Structures,
Gdansk - Poland, Jul 6, 2005 vol. 293 pag. 103 - 110

Detección de impactos mediante Razonamiento Basado en Conocimiento: Aplicación a una
sección de ala de avión (in Spanish)
Luis Eduardo Mujica, Josep Vehí and José Rodellar
Actas de SAICA 2005 Seminario de Aplicaciones Industriales de Control Avanzado
Madrid - Spain, Oct 20, 2005 pag. 197 - 206

Impact Damage Detection In Aircraft Composites Using Knowledge-Based Reasoning
Luis Eduardo Mujica, Josep Vehí, Wieslaw Staszewski and Keith Worden
Structural Health Monitoring 2005. Advanced and Challenges for Implementation
5th International Workshop on Structural Health Monitoring 2005
Stanford - CA, USA Sep 14, 2005 pag. 487 - 294

Hybrid knowledge based reasoning approach for structural assessment
Luis Eduardo Mujica, Josep Vehí, José Rodellar, Oscar García, Przemyslaw Kolakowski
2nd European Workshop on Structural Health Monitoring
Munich - Germany, Jul 07, 2004 pag. 591 - 598
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Damage Identi�cation by Case Based Reasoning
Luis Eduardo Mujica, Josep Vehí, José Rodellar, Przemyslaw Kolakowski
AMAS Conference Proceedings AMAS/ECCOMAS/STC
Workshop on Smart Materials and Structures
Jadwisin - Poland, Sep 05, 2003 pag. 261 - 269

Damage Identi�cation by using Soft Computing Techniques
Luis Eduardo Mujica, Josep Vehi
Workshop on Soft Computing and Complex Systems.
Coimbra - Portugal, Jun 23, 2003

Damage Identi�cation using Case Based Reasoning and Self Organizing Maps
Luis Eduardo Mujica, Josep Vehi
Third European Symposium on Intelligent Technologies, Hybrid Systems and their implementation on
Smart Adaptive Systems.
Oulu - Finland, Jul 12, 2003

Book contribution

Experiences in exploiting data: Selected problems in application domains
Meléndez J., Colomer J. , Lopez B., Vehi J., Pous C., Ruiz M.L., Mujica L.E.
Tendencias de la Mineria de Datos en España. Red Española de Mineria de Datos y Aprendizaje
(TIC2002-11124-E)
2004 vol. 1 pag. 59 - 70
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