Towards closure between measured and modelled UV under clear skies at four diverse sites
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Abstract. The purpose of this work is determine the extent of closure between measurements and models of UV irradiances at diverse sites using state of the art instruments, models, and the best available data as inputs to the models. These include information about aerosol optical depth (unfortunately not extending down as far into the UVB region as desirable because such information is not generally available), ozone column amounts, as well as vertical profiles of temperature. We concentrate on clear-sky irradiances, and report the results in terms of UV Index (UVI).

Clear-sky data from one year of measurements at each of four diverse sites (Lauder – New Zealand, Mauna Loa Observatory – Hawaii, Boulder – Colorado, and Melbourne – Australia) have been analysed in detail, also taking account of different measurements of ozone, including satellite-derived values, as well as ground measured values, both from Dobson instruments and as retrieved from the UV spectra under study. Previous studies have generally focussed on data from a single site, and for shorter periods. As such, it is the most comprehensive study of its kind to date.

At Lauder, which is the cleanest low altitude site, we obtained agreement between measurement and model at 5% level, which is consistent with the best agreement found previously. At Mauna Loa Observatory, similar agreement was achieved, but model calculations need to allow for reflections from cloud that are present below the observatory. At this site, there are occasional problems with using satellite-derived ozone. At Boulder, mean agreements were similar but the dispersion around the mean was slightly larger, corresponding to larger uncertainties in the aerosol inputs to the model. However, at Melbourne, which is the only non-NDACC (Network for the Detection of Atmospheric Composition Change) site, there remain unexplained discrepancies. The measured values are significantly lower than the calculated values. We investigate the extent to which this discrepancy can be explained by incomplete knowledge of aerosol extinctions in the UV at this site. We conclude that further information about aerosol optical depth and single scattering albedo in the UVB region is needed to resolve the issues. For more polluted sites (the four considered locations show in general small aerosol load), the uncertainties in the aerosol input parameters would lead to less confidence on the modelling approach. At the three NDACC sites, the closure provided by the study gives confidence in both the measurements and our ability to model them. This study revealed a limitation in the use of PTFE diffusers when temperatures are lower than approximately 20°C. It also documents the range of clear sky UVI values expected at these diverse sites.

1 Introduction

There have been significant improvements in the quality and availability of UV spectral irradiance measurements in recent years, as well as in our ability to model them. Further, public awareness about skin-damaging UV radiation has been improved through use of the UV Index (UVI) (WHO, 2002), which is a measure of erythemally-weighted (i.e., “sunburning”) UV irradiance incident on a horizontal surface. For clear sky conditions, the UVI is mainly affected by Sun-Earth geometry, atmospheric ozone, aerosols, altitude of the site and the albedo of the ground (Herman et al., 1999; Kerr et al., 2003). Clouds can both enhance and reduce UVI with large temporal and spatial variations (Calbó et al., 2005).
UV information is available from modelling calculations and from direct measurements.

Multi-scattering radiative transfer models offer better accuracy in calculated UV irradiances than parameterized and empirical models. Several such models, which allow calculation of UVI, are freely available. Several intercomparisons of UV models have been performed. Van Weele et al. (2000) compared global and direct spectral UV calculations from 12 numerical models for six benchmark spectra corresponding to diverse conditions. They found agreements within ±3% for wavelengths longer than 320 nm and for high sun conditions. For low sun conditions, agreement was within ±10% for wavelengths larger than 300 nm. Koepeke et al. (1998) intercompared UVI from six multi-scattering models. Agreements within 5% and 0.5 units in UVI were found for 80% of the conditions considered. That study assumed the same input options, such as the same simplification of the aerosol phase function and the extraterrestrial (ET) irradiance spectrum, for all models. So, absolute radiative transfer modelling errors could be larger.

For measurements of erythemal UV irradiances, well-calibrated spectroradiometers are more accurate than broadband radiometers. With the former, the exact erythemal function from the CIE (Commission Internationale de l’Eclairage) (McKinlay and Diffey, 1987) can be applied to the spectral measurements to obtain the erythematic UV irradiance and UVI. In contrast, the spectral response of UV radiometers deviates from the CIE response, which can lead to large uncertainties in the measured UVI (Leszczynski et al., 1998). Several intercomparison campaigns have shown agreements that can be expected between different instruments. Seckmeyer et al. (1995) presented a comparison between spectral UV measurements from five instruments at Garmisch-Partenkirchen (Germany) for three consecutive days in August 1994. The instruments generally agreed within ±5% for wavelengths longer than 310 nm. Daily doses of erythemal UV were also compared showing agreements within ±7%. Bais et al. (2001) compared spectral UV measurements for two days in July 1997 in Greece from 19 spectroradiometers in the frame of SUSPEN (Standardization of Ultraviolet Spectroradiometry in Preparation of a European Network) intercomparison. The range of deviations found among them was ±20%, although 16 instruments agreed within ±10%.

Spectral comparisons between UV models and measurements have been carried out in several studies for cloudless conditions. Zeng et al. (1994) reported model-measurement differences in New Zealand within ±8% in the UVB region (wavelength from 280 to 320 nm) and within ±4% for longer wavelengths for the cases in which the atmospheric optical properties were best known. Wehls and Webb (1997) found deviations about ±10% or slightly more in Panorama, Greece (385 m a.s.l.) and ±5% to ±10% at Jungfraujoch, Switzerland (3580 m a.s.l.), which, in most of cases, were within the measurement uncertainties. Differences up to 14% in modelled UV were found between runs with estimated and climatic values of single scattering albedo (SSA), respectively. In four of the six benchmark cases considered by van Weele et al. (2000) they found agreements against observed spectra within ±13% over the whole UV spectral region. These studies showed that model uncertainties are comparable with, but slightly larger than, measurement uncertainties.

Few studies have compared measured and modelled erythemally-weighted UV irradiances. One of the most comprehensive of these was by De Backer et al. (2001) who compared UVI from spectral measurements from five instruments at four locations and calculations from eleven radiative transfer models and two empirical models. For the modelling, only total ozone column (TOZ) measurements were available while aerosol and ground reflectivity information was estimated. In many cases model-measurements deviations were less than 0.5 units of UVI, although deviations of more than 10% were not uncommon, with absolute deviations up to 2 units of UVI for radiative transfer models and occasionally reaching 5 units of UVI.

Mayer et al. (1997) compared two years of erythemal UV irradiance measurements from a high quality spectrometer in Garmisch-Partenkirchen and radiative transfer calculations. For this analysis, aerosol optical depth (AOD) measurements were also available. Systematic deviations ranged from 8 to 12% depending on the modelling code used. It was also shown that model-measurement agreement was greatly improved (dispersion of the differences were reduced by a factor of 4) when aerosol measurements were considered instead of estimations of the visibility. Kylling et al. (1998) showed relative mean model-measurement differences within ±5% for UVB irradiances from two sites in Greece using two different instruments. Special attention was paid on the aerosol optical input values and their effect on UV. As a main issue, all these studies highlighted the important influence of the uncertainty of aerosol input information on the accuracy of UV calculations.

The present study shows the results from a more detailed comparison between measurements and model calculations of UVI for selected clear sky conditions during one year at four sites. The originality of the paper comes from the sum of the following points:

- UVI measurements from the same kind of spectroradiometers (same manufacturer) are used for all sites, and these instruments represent state-of-the-art in UV measurement.
- The four considered sites are diverse in terms of altitude, latitude (from both hemispheres) and atmospheric characteristics.
- The most important required input information (such as ozone and aerosols) for UVI modelling is available at each site.
Table 1. Geographical information about the four sites considered for this study. Also identification names of NIWA spectroradiometers at each site are given.

<table>
<thead>
<tr>
<th>Country</th>
<th>Lauder</th>
<th>Boulder</th>
<th>Mauna Loa</th>
<th>Melbourne</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year studied</td>
<td>2001</td>
<td>2000</td>
<td>2001</td>
<td>2002</td>
</tr>
<tr>
<td>Latitude</td>
<td>45.04 S</td>
<td>40.01 N</td>
<td>19.53 N</td>
<td>37.69 S</td>
</tr>
<tr>
<td>Longitude</td>
<td>169.68 E</td>
<td>105.25 W</td>
<td>155.58 W</td>
<td>144.95 E</td>
</tr>
<tr>
<td>UT</td>
<td>NZST−12 h</td>
<td>LMT+7 h</td>
<td>LMT+10 h</td>
<td>LMT−10 h</td>
</tr>
<tr>
<td>Altitude</td>
<td>370 m</td>
<td>1650 m</td>
<td>3400 m</td>
<td>110 m</td>
</tr>
<tr>
<td>Instrument ID</td>
<td>UVM</td>
<td>UV4</td>
<td>UV3</td>
<td>UV7</td>
</tr>
</tbody>
</table>

- Fifteen modelling cases are performed so the effect of considering different input information into the model can be assessed.
- Apart from evaluating the general model-measurement agreement at each site for different modelling cases, special attention is paid to the daily variation of the model-measurement comparison for particular days.

The study utilizes data from UV spectrometers which have been in the use for over a decade and are deployed at several sites of importance for atmospheric research. In particular, they are located at several sites which form the Network for the Detection of Atmospheric Composition Change (NDACC – formerly called the Detection of Atmospheric Stratospheric Change or NDSC). These sites are characterised by the availability of a wide range of measurements which enable better interpretation of measurements and models.

The paper is organised as follows. Section 2 presents the sites and datasets used. Section 3.1 discusses about the UVI measurements and their uncertainties. The criteria used for the clear sky filtering and the UV dataset that is used for this study are discussed in Sect. 3.2. Modelling options considered are discussed in Sect. 4. In Sect. 4.1, the modelling cases are presented and the differences in modelled UVI due to changes in inputs are discussed. Uncertainties associated with the modelling are discussed in Sect. 4.2. Results of the general UVI model-measurement comparison are discussed in Sect. 5. Section 6 analyses the daily variations observed in the comparison for particular days. Finally, causes of observed daily variations are discussed. Limitations in both the modelled and measured UVI are revealed.

2 Sites and datasets

For this study, one year of data was analysed for the following sites and periods: Lauder, New Zealand (2001), Boulder, Colorado (2000), Mauna Loa, Hawaii (2001) and Melbourne, Australia (2002). Table 1 summarizes information about these sites.

A wide range of different types of measurements have been involved, as summarised in Table 2. In particular, the UVI measurements are derived from spectral irradiance measurements at the four sites.

As input for the UVI modelling, daily values of TOZ from Dobson Ozone Spectrophotometers (hereinafter called TOZ_D and from the Total Ozone Mapping Spectrometer (TOMS) version 8 (hereafter called TOZ_T) are considered. These sources of TOZ correspond to measurements around noon. However, the TOZ_D available from the CMDL website (see Table 2) does not always correspond to noontime due to quality criteria. Nevertheless, we found that there were no differences between these values and the actual noon values for the majority of days at each site. Moreover, for more than 80% of days, the differences were of less than 3 DU and, in any case, the differences were not larger than 5 DU, which are within the uncertainties of the Dobson measurements (see discussion below). In addition to these ozone measurements, an estimation of TOZ is also available from the UV spectral measurements using a previously discussed method (Stamnes et al., 1991) (hereafter called TOZ_S).

AOD measurements are available for all sites, unfortunately not extending down as far into the UVB region as desirable because such information is not generally available. Measured ozone and temperature profiles from ozone sondes are also used as input to the model. Other ancillary data, which support to the analysis, are discussed below.

3 UVI measurement dataset

Measurements of UVI from the four sites were taken from spectroradiometers manufactured at the National Institute of Water and Atmospheric Research (NIWA) in Lauder, New Zealand. These instruments represent state-of-the-art for precision long-term measurements of UV irradiiances, and they meet the exacting requirements of the NDACC (McKenzie et al., 1997).
Table 2. Details of data sources used for this study from Lauder, Boulder, Mauna Loa, Hilo and Melbourne.

<table>
<thead>
<tr>
<th>Data</th>
<th>Use</th>
<th>Site</th>
<th>Time resolution</th>
<th>Contact</th>
<th>Affiliation (place)</th>
<th>Contact point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral UV</td>
<td>UVI measurements</td>
<td>Lauder</td>
<td>5° steps of SZA</td>
<td>R. McKenzie</td>
<td>NIWA&lt;sup&gt;T&lt;/sup&gt; (Lauder)</td>
<td><a href="mailto:r.mckenzie@niwa.co.nz">r.mckenzie@niwa.co.nz</a></td>
</tr>
<tr>
<td></td>
<td>TOZ estimation</td>
<td>Boulder</td>
<td>but 15 min steps</td>
<td>M. O’Neill</td>
<td>NOAA-CMDL&lt;sup&gt;T&lt;/sup&gt; (Boulder)</td>
<td>michael.o’<a href="mailto:neill@noaa.gov">neill@noaa.gov</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mauna Loa</td>
<td>around noon</td>
<td>D. Anderson</td>
<td>BoM&lt;sup&gt;T&lt;/sup&gt; (Melbourne)</td>
<td><a href="mailto:d.anderson@bom.gov.au">d.anderson@bom.gov.au</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Melbourne</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glob/Diff/Dir total irradiance</td>
<td>Clear-sky filtering</td>
<td>Lauder</td>
<td>1 min</td>
<td>B. Forgan</td>
<td>BoM (Melbourne)</td>
<td><a href="mailto:b.forgan@bom.gov.au">b.forgan@bom.gov.au</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Boulder</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mauna Loa</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Melbourne</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerosol optical depth</td>
<td>Model input</td>
<td>Lauder</td>
<td>2 × day (a.m./p.m.)</td>
<td>B. Liley</td>
<td>NIWA (Lauder)</td>
<td><a href="mailto:b.liley@niwa.co.nz">b.liley@niwa.co.nz</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Boulder</td>
<td>1 min</td>
<td>E. G. Dutton</td>
<td>NOAA-CMDL (Boulder)</td>
<td><a href="mailto:ellsworth.g.dutton@noaa.gov">ellsworth.g.dutton@noaa.gov</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mauna Loa*</td>
<td></td>
<td>B. Forgan</td>
<td>BoM (Melbourne)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Melbourne</td>
<td>2 × day (a.m./p.m.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aerosol optical depth</td>
<td>Model input</td>
<td>All Sites</td>
<td>1 day</td>
<td>G. Bodeker</td>
<td>NIWA (Lauder)</td>
<td><a href="mailto:g.bodeker@niwa.co.nz">g.bodeker@niwa.co.nz</a></td>
</tr>
<tr>
<td>Total Ozone Assimilated from TOMS</td>
<td>Model input</td>
<td>Lauder</td>
<td>1 day</td>
<td>NOAA-CMDL</td>
<td>NOAA-CMDL (Boulder)</td>
<td><a href="http://www.cmdl.noaa.gov/ozwv/dobson/select.html">http://www.cmdl.noaa.gov/ozwv/dobson/select.html</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Boulder</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mauna Loa</td>
<td></td>
<td>J. Easson</td>
<td>BoM (Melbourne)</td>
<td><a href="mailto:j.easson@bom.gov.au">j.easson@bom.gov.au</a></td>
</tr>
<tr>
<td>Total Ozone Assimilated from TOMS</td>
<td>Model input</td>
<td>Melbourne</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature and wind</td>
<td>Ancillary data</td>
<td>Lauder</td>
<td>10 min</td>
<td>Climate database</td>
<td>NIWA (New Zealand)</td>
<td><a href="http://cliflo.niwa.co.nz">http://cliflo.niwa.co.nz</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Boulder</td>
<td>1 h</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mauna Loa</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Melbourne</td>
<td>1 min</td>
<td></td>
<td></td>
<td><a href="mailto:p.dyson@bom.gov.au">p.dyson@bom.gov.au</a></td>
</tr>
<tr>
<td>Webcam images</td>
<td>Ancillary data</td>
<td>Mauna Loa</td>
<td>10 min</td>
<td>D. T. Kuniyuki</td>
<td>NOAA-CMDL (Mauna Loa)</td>
<td><a href="mailto:darry.t.kuniyuki@noaa.gov">darry.t.kuniyuki@noaa.gov</a></td>
</tr>
</tbody>
</table>

*Data were obtained using a Precision Filter Radiometer supplied to GAW network stations by Christoph Wehrli of the World Radiation Center and Physical Meteorological Observatory Davos (PMOD) in Davos, Switzerland. The data were processed and analyzed by NOAA/CMDL Solar and Thermal Atmospheric Radiation group.

<sup>T</sup> NIWA: National Institute of Water and Atmospheric Research (New Zealand) NOAA: National Oceanic and Atmospheric Administration (USA) CMDL: Climate Monitoring and Diagnostics Laboratory (USA) BoM: Bureau of Meteorology (Australia)
3.1 Uncertainties associated with the UVI measurements

It was shown in the SUSPEN intercomparison of spectroradiometers that NIWA-built spectroradiometers agreed within ±5% with the reference spectra and with the other two instruments built with the same double monochromator (DTM300) (Bais et al., 2001). This range is currently accepted as the state-of-the-art uncertainty of UV measurements. Table 3 shows known uncertainties of measured UVI with NIWA spectroradiometers (McKenzie et al., 1997). The total uncertainty (Root Summed Square, RSS) is found at the level of about 5.4%.

Calibration lamps used to calibrate these instruments are traceable to primary standards of the National Institute of Standards and Technology (NIST) (Walker et al., 1987). Further systematic uncertainties of about 1% can also be traced to changes in the NIST irradiance scale (Yoon et al., 2002).

For the wavelength alignment in NIWA instruments, the LOWTRAN ET spectrum (Kneizys et al., 1983) was previously used as the reference spectrum. For this study, however, in order to be consistent with ET spectrum used in the UV modelling (see below), the SUSIM-ATLAS 3 ET spectrum (Woods et al., 1996) was considered instead. This spectrum was found to be shifted 0.04 nm to the red in comparison with LOWTRAN spectrum. Consequently, this made measured UVI ~1–2% systematically lower than previous estimations from the NIWA group.

3.2 Clear sky selection

Strict criteria were used to filter the UVI data for clear-sky conditions using a previously discussed algorithm (Long and Ackerman, 2000). To run this algorithm, 1-min data of diffuse and global total irradiances were considered for Boulder and Mauna Loa. For Lauder and Melbourne, 1-min diffuse, direct and global total irradiances were available (see Table 2). An available UVI measurement was selected as clear if (1) the algorithm had labelled 70% or a larger time fraction as clear for that day and if (2) the estimated cloud fraction (by the same algorithm) associated to the time of the measurement was less or equal to 2%. Condition (1) was imposed in order to avoid having only few minutes selected per day, so daily evolutions and changes could be studied.

Figure 1 shows the UVI measurements for the times that passed the clear-sky criteria. There were 31 days for Lauder, 23 days for Boulder (note that for year 2000 there was no UVI data available from days 110 to 165), 98 days for Mauna Loa and 11 days for Melbourne. The histograms of SZA corresponding to these selected measurements are also shown in Fig. 1. The ranges of SZA are: 22.0–75.4° for Lauder, 16.6–75.0° for Boulder, 0.0–80.0° for Mauna Loa and 17.7–75.0° for Melbourne. Conditions with SZA>80° were filtered by the clear sky criteria since the Long and Ackerman algorithm does not evaluate data with SZA above this threshold.

Any UVI data for which concurrent measured AOD was not available were rejected from the study and are not shown in Fig. 1. After this filtering process, the percentages of total initial data that remained were: 6.5% for Lauder, 4.8% for Boulder, 17.8% for Mauna Loa, and 2.5% for Melbourne.

4 Modelling

The Tropospheric Ultraviolet and Visible (TUV) radiative transfer model (Madronich, 1993) version 4.1a was used for the UVI calculations. We used the DISORT radiative transfer solver with eight streams and pseudo spherical corrections (i.e., the “psndo” version of the model). The spectral range was 280 to 400 nm with 1 nm steps. The TUV default ET spectrum (ATLAS3-SUSIM 13 November 1994 high resolution) was selected, as commented above.

The following parameters were taken into account in this study

- solar zenith angle (SZA),
- total ozone column amount (TOZ),
- ozone profile (OP),
- temperature profile (TP),
- ground surface albedo (galb)
- ground level,
- aerosol optical depth (AOD),
- aerosol single scattering albedo (SSA),
- aerosol asymmetry factor (g),
- aerosol Ångström exponent (alpha) (Angstrom, 1964),
- aerosol profile.

The way of introducing SZA, ground level, g, alpha and the aerosol profile into the model remained invariable throughout this study. The other input parameters were introduced in several different ways, leading to different modelling cases that will be discussed in the next section.

For most of the instruments (see Table 1), each measurement consists of the average of a reverse scan followed by a forward scan (total time: 272 s). Consequently the SZA is simply calculated from the time stamp logged with the data, which corresponds to the turnaround time between the pair of scans. However, for the older UVM instrument (Lauder), which measures the spectral irradiance doing a single forward scan only, the SZA stamp corresponds to the centre of the scan, at wavelength 370 nm. A correction of 65 s was applied to the instrument time stamp in order to make it correspond to the measurement at 310 nm (which approximates the effective wavelength for UVI), and SZA was recalculated.

Table 3. Uncertainties of measured UVI with NIWA spectroradiometers. All uncertainties quoted are at the 2σ level.

<table>
<thead>
<tr>
<th>Associated uncertainty</th>
<th>Uncertainty in UVI (± %) For SZA &lt; 80°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irradiance calibration</td>
<td></td>
</tr>
<tr>
<td>NIST uncertainty</td>
<td>3.0</td>
</tr>
<tr>
<td>Transfer to lamp</td>
<td>2.0</td>
</tr>
<tr>
<td>Transfer to spectroradiometer</td>
<td>1.5</td>
</tr>
<tr>
<td>Stability</td>
<td>±2%</td>
</tr>
<tr>
<td>PTFE temperature (*)</td>
<td>±10°C</td>
</tr>
<tr>
<td>Wavelength alignment</td>
<td></td>
</tr>
<tr>
<td>accuracy in UVA</td>
<td>±0.01 nm</td>
</tr>
<tr>
<td>From non linearities</td>
<td>±0.02 nm</td>
</tr>
<tr>
<td>Cosine response</td>
<td>±0.02 (for SZA &lt; 65°)</td>
</tr>
<tr>
<td>Levelling</td>
<td>±0.02°</td>
</tr>
<tr>
<td>Time stamp</td>
<td>10 s</td>
</tr>
<tr>
<td>Photon noise</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Total Uncertainty (RSS)</td>
<td>5.4</td>
</tr>
</tbody>
</table>

* This error will be significantly reduced in future analyses when PTFE sensitivity is known and temperature is logged.

![Fig. 1.](image_url) Left panel: Clear-sky measured UVI for the four sites as a function of day, representing the considered datasets for this study. Availability of TOZ from TOMS and Dobson is shown through horizontal and vertical dashes, respectively. No UVI measurements were available from day 110 to 165 of 2000 in Boulder (hatched zone). Right Panel: Corresponding histogram of SZA.
using the incorporated routines in TUV 4.1. It is estimated that an error of about 1 min in the time leads to maximum errors about ±0.2° in SZA for Lauder which corresponds to an error in UVI up to 3% at 75° of SZA.

The ground level in the model was usually specified as the altitude of each site (see Table 1). However, in the case of Mauna Loa Observatory, the ground level was set to 2.4 km and the output was taken from 1 km above as one way of taking into account the multiscattering between the atmospheric layers underneath and above the measurement site as suggested by McKenzie et al. (2001).

The aerosol asymmetry factor $g$ was set constant to 0.7 for all sites as a typical and commonly used value (Madronich, 1993). The wavelength dependence of aerosol scattering (Ångström’s alpha) was estimated for Lauder and Melbourne by calculating the slope between the AOD measured at 412, 500 and 778 nm. Values from 0.59 to 2.2 for Lauder and from 0.35 to 1.8 for Melbourne were found for the days of study. The mean values and their standard deviation were 1.4 ± 0.3 and 1.1 ± 0.4, respectively. However, for Boulder and Mauna Loa, AOD measurements were available at one single wavelength only. A decision was made to set alpha constant to 1.4 for all the modelling cases and sites.

The aerosol profile was considered the same way for all the sites, with the AOD distributed in the first kilometre above the altitude level, as a simplification of the boundary layer. Other options of vertically distributing AOD have been discussed elsewhere (e.g. Badosa et al., 2005).

The uncertainties associated with the above decisions are discussed in Sect. 4.2.

4.1 Modelling cases

Fifteen modelling cases were considered, by changing the way that TOZ, AOD, SSA, OP, TP and galb were introduced into the model. Table 4 summarises the modelling conditions and the number of days and data points involved in each case (noted as TUV(i), where “i” represents the case). In fact, one can think of the fifteen modelling cases as five sets of cases, where the three different sources of ozone (TOZ$_T$, TOZ$_D$ and TOZ$_S$) are considered. These different modelling options allow study the separate effects of a wide diversity of input information that is usually not available together.

The five sets of cases are variations of the first set (TUV(1,2,3)), for which aerosol influence is accounted in the modelling, SSA is set to 0.9 as a reasonable value (Madronich, 1993), the OP and TP are set as default (from USSA) and galb=0.05 is considered (typical for snow-and-sand-free surfaces). Among these, TUV(2) is taken as the base case. TOZ$_D$ is preferred to TOZ$_T$, even though availability of the former is more limited, mostly because the latter has important errors for high altitude sites; this becomes relevant in the present study (see discussion below). Differences in the input information (TOZ, AOD, SSA, OP, TP and galb) and output (UVI) relative to base case TUV(2) are analysed next.

4.1.1 TOZ

Figure 2 shows the absolute differences of TOZ from the three sources and the associated relative difference in the modelled UVI against TOZ$_D$. The statistics of these differences are summarised in Table 5. Significant divergences are found, with TOMS measuring significantly larger TOZ for Mauna Loa (9.5 DU in average), but lower for Boulder and Melbourne (−6.4 and −4.9 DU, respectively) and slightly higher for Lauder (+2.5 DU). The maximum differences are +24 DU (in Mauna Loa) and −15 DU (in Boulder). These large differences are related to an error in the assigned altitude value for these sites due to the averaged altitude considered in the TOMS footprints (see Table 2 and its discussions in McKenzie et al., 1991). In terms of modelled UVI, differences down to −10% in Mauna Loa and up to 5.5% in Boulder are found when TOZ$_T$ is used instead of TOZ$_D$ in the model. These differences are smaller for Lauder and Melbourne.

Larger TOZ$_T$−TOZ$_D$ differences are expected to be associated with larger dependencied of the differences in UVI as a function of SZA. The mean TOZ$_S$−TOZ$_D$ differences are positive for Lauder, Boulder and Mauna Loa and not significant for Melbourne. The maximum changes are −17 DU (for Boulder) and +26 DU (for Lauder). In terms of UVI, mean changes are down to −2.5% for Lauder and Mauna Loa and less important for Boulder and Melbourne.

The range of differences is −8.0% to 4.8%. The largest dispersions (i.e. standard deviation (SD) values) are found in Mauna Loa and Boulder. Unlike the comparison between TOZ$_D$ and TOZ$_T$, the latter differences should not be considered as an evaluation of the accuracy of TOZ$_S$ (they are less accurate), but rather as an estimation of the deviations in UVI expected when real daily variations in TOZ are considered (as seen in Fig. 2). TOZ$_D$ (like TOZ$_T$) is measured near noon and considered constant for the whole day in this study whereas TOZ$_S$ is estimated for each record. This means that, unlike the TOZ$_T$ vs. TOZ$_D$ comparison, the TOZ$_S$–TOZ$_D$ differences are highly dependent, for example, on the range of SZA considered.

On average, the daily TOZ$_S$ range is 11±5.4 DU (the interval is given by one standard deviation of the mean) for Lauder, 7.6±6.0 DU for Boulder, 4.7±2.7 DU for Mauna Loa and 12±2.0 for Melbourne. The maximum TOZ$_S$ variation, 28 DU, was found for day 63 in Boulder, as noted in Fig. 2 (this day will be studied in detail later). As seen in the right panel of Fig. 2, these daily TOZ variations can lead to UVI changes up to 9% in one day.

4.1.2 AOD and SSA

The AOD measurements (see Table 2) at the shortest wavelength available at each site (412 nm for Lauder and
Table 4. Fifteen modelling cases considered for this study. Considered TOZ, AOD, SSA, OP, TP and galb conditions for each case are collected together with the number of days and data points considered for each case. The availability of estimated TOZ from each source rules the differences in the number of data points and days considered for each case. Particular cases TUV(10) to TUV(15) correspond to tested modelling conditions that were rejected for this study.

Table 5. (Upper) Minimum, maximum, mean and standard deviation for the comparison between TOZ\textsubscript{T} and TOZ\textsubscript{D} in terms of TOZ and percentage change in modelled UVI (TUV(1)–TUV(2)) from Fig. 2. (Lower) The same information but for TOZ\textsubscript{S} and TOZ\textsubscript{D} (TUV(3)–TUV(2)) is shown.

Melbourne, 415 nm for Boulder and 367 nm for Mauna Loa) were considered and converted to those at 368 nm (using an alpha of 1.4 for all sites). Quality controls were applied to these measurements based on the visualization of the data against time which led us to reject 1.8% of the records for Mauna Loa, where the optical depths were unreasonably large. Figure 3 shows the histograms of remaining AOD values. None of the sites can be considered as highly-polluted; the sites with larger aerosol load are Boulder and Melbourne (with mean AOD 0.074 and 0.088, respectively) and the most pristine was Mauna Loa (0.019). The mean AOD for Lauder is 0.06. The maximum AODs are: 0.16 for Lauder, 0.23 for Boulder, 0.07 for Mauna Loa and 0.18 for Melbourne. Figure 3 also shows histograms of the daily ranges in AOD. Lauder and Mauna Loa have a very low AOD variation, with ranges mostly smaller than 0.02. The AOD variability is much higher in Boulder, being up to 0.16 (day 63). Melbourne is intermediate, with a maximum range of 0.1. Since for Lauder and Melbourne only two AOD estimations (a.m./p.m.) are available for each day, the AOD daily variability here shown for these sites will be less representative than for Boulder and Mauna Loa, for which 1-min measurements are used.
Figure 3 also shows the effect on modelled UVI of not considering aerosols in the model and considering SSA=0.7, through the ratios TUV(5)/TUV(2) and TUV(8)/TUV(2), respectively. Accidentally, the differences for TUV(5) and TUV(8) appear to be almost symmetric (i.e. similar differences but with opposite sign). These values are up to 9–13% except for Mauna Loa, for which maximum differences are about 3% due to the much lower AOD found there. We note (from Fig. 3) that the uncertainty in SSA (from 0.9 to 0.7) leads to an uncertainty in the effect of aerosols in UVI up to 11%.

4.1.3 OP and TP

Ozone sondes are available from each site with typically weekly operational frequency (see Table 2). For Mauna Loa, ozone sondes are taken from Hilo (19.75° N, 155.25° W, 370 m above sea level), located at the foot of Mauna Loa volcano. The closest sonde to each studied day was used for modelling cases TUV(16,17,18). The maximum lag was 4 days for Lauder and Boulder and 12 days for Melbourne due to a failed launch. For Hilo, maximum lags would have been about 9 days, except that from day 239 to 319 there were no ozone sondes available, leading to a maximum lag of 41 days. This lack of profile data is less critical than for the
other sites, since the atmosphere above Mauna Loa is less changeable and measured changes in OP and TP are smaller. For the modelling, sonde OP and TP were re-gridded and smoothed to 2 km steps (the same way as TUV considers the USSA OP and TP). Since sondes only reach altitudes of 30–35 km, the measured OP and TP were filled to 80 km using the USSA profiles as a base. As for the USSA OP, the sonde OPs were renormalized to the TOZ for the modelling. Figure 4 shows the effect of using the measured OP and TP instead of the USSA profiles. The effect on UVI is less than 2.5% for SZA $\leq 75^\circ$ for all sites. Unexpectedly, the USSA profiles work similarly (or even slightly better for low SZA) at Lauder and Melbourne than at Boulder or Mauna Loa. One might have expected it to work better in the Northern Hemisphere since USSA was based on USA data. Two extra columns of plots are shown in order to assess the effect of changing OP and TP separately. Almost all the dependence on SZA comes from changing OP. In particular the tropospheric/stratospheric ozone ratio seems to be important (Brühl and Crutzen, 1989). Mauna Loa shows similar SZA dependences for all days, while more diverse patterns are found for the other sites, especially for Boulder. The change in TP acts as an almost constant factor which is independent on SZA. Furthermore, we found that this factor is very well correlated with the mean temperature difference (from the altitude level to 80 km) between the USSA and the sonde TPs scaled by the OP (either from USSA or sonde); each 10 K increase (decrease) of this scaled mean temperature leads to a decrease (increase) of 2% in the calculated UVI. This corresponds to the strong temperature dependence of the ozone absorption cross section (Molina and Molina, 1986). Further discussion about the dependencies of spectral UV global irradiance on ozone and temperature profiles can be found in Schwander et al. (1997). Figure 5 shows two
Fig. 4. Calculated effect on modelled UVI of using measured profiles of ozone and/or temperature, compared with using the USSA profiles for the datasets in Fig. 1. Plots are restricted to SZA $\leq 75^\circ$. Column 1: measured OPs and TPs are used. Column 2: measured OPs, but USSA TPs. Column 3: measured TPs, but USSA OPs.

4.1.4 galb

The ground albedo was changed from 0.05 to 0.02 since the latter might be more realistic for some sites or/and periods, such as for some kind of grass, trees, etc. (Madronich, 1993; McKenzie et al., 1996). Figure 6 shows the impact of this change through the ratio $TUV(20)/TUV(2)$ as a function of SZA. The effect is about 1% in UVI and it becomes less important as altitude increases due to the less air above to take part in the ground-atmosphere multiple scattering. At larger SZA the dispersion increases (up to $\pm 0.2\%$).

4.2 Uncertainties associated with the UVI modelling

There are many sources of uncertainties associated with the radiative transfer modelling. There are intrinsic uncertainties (e.g. simplifications assumed for the radiative transfer calculation, the parameterisations of the cross sections, geometric simplifications to the phase function etc.). Additionally,
In this study, the Ångström exponent alpha is set constant to 1.4 for all modelling cases considered. A sensitivity study was carried out for Boulder, since the largest AODs are found at this site. An uncertainty of ±1 in alpha (i.e., 0.4 to 2.4), which seems reasonable at least for Lauder and Melbourne, was assumed. This lead to a maximum change in the calculated UVI (relative to the calculation with alpha=1.4) of ±3%. This can be taken as a maximum uncertainty from alpha in this study.

In addition, the uncertainty of setting $g=0.7$ must be also taken into account. Badosa et al. (2005) showed that an uncertainty of about 0.1 units in $g$ leads to an uncertainty of about 1% in UVI.

The uncertainty associated to the aerosols profile considered was estimated by changing the vertical AOD distribution from the ground level to 3 km above it. The AOD was set to 0.23 at 368 nm, which is the extreme value found for this study. Also the more realistic aerosol profile proposed by Badosa et al. (2005) was considered. It was found that changes in calculated UVI were always less than 1% for SZA from 0 to 75°. Larger uncertainties from the AOD profile choice should be expected for more polluted sites.

Concerning the case of using TOZ$_5$ as input to the model, there is a degree of circularity for the model-measurement comparison since the ozone has been derived from the same
instrument as the UVI measurements. However, the ozone derivation is based only on the ratio of irradiances at two wavelengths (305/340 nm) and has low dependence on the absolute values of UVI being reported here. Further, the ozone amounts derived agree well with those from other sources for which there is no circularity, and at these sites they are generally the only means of continuously tracking the effects of ozone changes through the day.

On clear days, several Dobson measurements are sometimes available. However, the frequency of observations is lower than from the spectrometer. A typical example, for a day in which significant ozone changes occurred, is shown in Fig. 7. On this day (Boulder day 63, year 2000) the ozone column amount reduced by ~20 DU over a 5-h period, as shown by both measurement methods. The noise levels, indicated by shorter term changes, are significantly lower in the UV spectrometer data than in the Dobson data. The UV spectrometer results showed also that this trend continued over the early morning and late afternoon periods as well, which is also reflected in the progression of daily satellite-derived ozone from 356 DU on the previous day to 314 DU on the following day. Observations retrieved from the spectrometer are systematically higher by approximately 2%. An increase of 2% in the ozone translates to a decrease in modelled erythemally weighted UV of approximately 2.4%.

Table 6 summarizes the uncertainties in calculated UVI arising from the uncertainties associated to the inputs. In addition, the expected differences in UVI from different input choices are shown as a summary of the results from Sect. 4.1.

The largest potential uncertainties are associated with uncertainties in ozone and aerosol information. In particular, lack of knowledge about SSA of the aerosols becomes a major source of uncertainty in the modelling.

5 General model-measurement comparisons

All fifteen modelling cases have been compared with the UVI measurements for the four sites. Figure 8 shows histograms of modelled – measured relative differences in UVI, for TUV(2) and all the variations of this base modelling case. With TUV(2), similar average agreements are found for Lauder, Boulder and Mauna Loa, with model overestimations from 2.0 to 2.8%. For Melbourne, much larger overestimations are found (9.0%). When considering TOZ

Lauder and Melbourne, 25% for Boulder and 14% for Mauna Loa, the largest increase in SD occurs when considering SSA=0.7. The effect of considering measured OP and TP (TUV(17)) is very small for all sites except for Mauna Loa, for which mean model-measurement differences increase by 1.1%, showing consistency with what is seen in Fig. 4. Setting galb to 0.02 (TUV(20)) has the expected decreasing effect on the model of about –1%.

The dispersion of histograms also provides information of the model-measurement comparison. To quantify this, the SD can be used (see Fig. 8). Lowest SD values are found for Mauna Loa, followed by Lauder, Melbourne and Boulder. This order is in agreement with mean AODs found at each site, showing that clean sites are easier to model than polluted sites.

When no aerosols are considered, SD values significantly increase for all sites, except for Mauna Loa where aerosol effects are small. When SSA is 0.7, highest SD are found for Lauder; for Boulder SD slightly decrease; and for Mauna Loa and Melbourne SD are similar to those for TUV(2). For Mauna Loa, the largest increase in SD occurs when considering TOZ

For Melbourne, the best agreement (an overestimation of 4.8%) is found when considering SSA=0.7. The effect of considering measured OP and TP (TUV(17)) is very small for all sites except for Mauna Loa, for which mean model-measurement differences increase by 1.1%, showing consistency with what is seen in Fig. 4. Setting galb to 0.02 (TUV(20)) has the expected decreasing effect on the model of about –1%.

The range of differences (i.e. max–min) is about 19% for Lauder and Melbourne, 25% for Boulder and 14% for Mauna Loa for TUV(2) and slightly change depending on the modelling case. Largest ranges of differences are found when no aerosols are considered for the modelling.
Fig. 8. Histograms of model-measurement relative differences for all sites and modelling cases TUV(1,2,3,5,8,17,20). Mean differences plus minus their standard deviations are shown for each case.

Table 6. Uncertainties in modelled UVI. Unless otherwise stated, all uncertainties quoted are at the 2σ level.

<table>
<thead>
<tr>
<th>Uncertainties associated to the measurement</th>
<th>Estimated uncertainty in modelled UVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOZₜ</td>
<td>3% (Herman et al., 1991) (but precision ~1%)</td>
</tr>
<tr>
<td>TOZ₅</td>
<td>3% (Basher, 1982)</td>
</tr>
<tr>
<td>TOZ₆</td>
<td>3% (Houët and Brogniez, 2004)</td>
</tr>
<tr>
<td>OP and TP</td>
<td>&lt;1% (Johnson et al., 2002)</td>
</tr>
<tr>
<td>AOD</td>
<td>&lt;1% (Dutton et al., 1994)</td>
</tr>
<tr>
<td>Ground albedo for not snow-covered nor sandy surfaces</td>
<td>1%</td>
</tr>
<tr>
<td>Actual single scattering albedo not known</td>
<td>From ±3% (Mauna Loa) to ±9–11%</td>
</tr>
<tr>
<td>alpha</td>
<td>3%</td>
</tr>
<tr>
<td>g</td>
<td>1%</td>
</tr>
<tr>
<td>Aerosol profile</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Ozone variation through the day (TOMS &amp; Dobson)</td>
<td>~5%</td>
</tr>
</tbody>
</table>

Expected differences from modelling cases

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>If TOZₜ is used instead of TOZ₅</td>
<td>&lt;5.5% (&lt;10% for Mauna Loa)</td>
</tr>
<tr>
<td>If TOZ₅ is used instead of TOZ₅</td>
<td>&lt;8%</td>
</tr>
<tr>
<td>If the actual OP and TP are not used in the modelling</td>
<td>&lt;2.5% for SZA≤75°</td>
</tr>
<tr>
<td>If no aerosols are introduced into the model</td>
<td>With SSA=0.9: to −9–13% (to −3% for Mauna Loa)</td>
</tr>
<tr>
<td></td>
<td>With SSA=0.7: to −19–24% (to −6% for Mauna Loa)</td>
</tr>
<tr>
<td>Total Uncertainty (RSS for TOMS or Dobson ozone)</td>
<td>&lt;8% for clean sites like Lauder and Mauna Loa</td>
</tr>
<tr>
<td></td>
<td>&gt;12% for sites with larger aerosol load like Melbourne and Boulder</td>
</tr>
</tbody>
</table>

The comparison between measured UVI and the modelling base case for the four sites is shown in detail in Fig. 9. From the TUV(2) vs. measured UVI plot, regression coefficients approaching unity are found in particular for Lauder and Mauna Loa, for which the points are very well aligned ($R > 0.999$). The regression slopes ($B$) show diverse TUV(2) overestimations of the measurements, which are slightly different from the mean relative model-measurement differences shown in Fig. 8; this corresponds to the greater weighting from points with higher UVI for the linear fit. The standard deviations, normalised to the mean measured UVI (called $rSD$), show more dispersion around the fitted line for Boulder and Melbourne than for Lauder and Mauna Loa, which is consistent with the dispersions seen in Fig. 8.

Also, the ratio of measured UVI over TUV(2) (hereafter called R2) are shown against SZA and time in Fig. 9. Several daily evolutions of R2 can be identified both as a function of SZA and time. In average, the daily change of R2 is about 0.05 (5%) for all sites except for Mauna Loa, for which this is about 0.03 (3%). This is in agreement with the lower TOZ and AOD daily variations found for this site. Maximum daily range of R2 is 10% for all sites. Factors that contribute to these daily variations including marked outliers are discussed next.

6 Daily evolutions

6.1 TOZ and AOD daily evolutions

The largest observed daily variations in the model/measurement ratios are mainly associated with large diurnal changes in TOZ (which are not taken into account for TUV(2)). Also, if the aerosol properties considered in TUV(2) are not accurate (such as errors in SSA), this would lead to errors that are dependent on AOD and SZA. A good example of these two factors acting together is found in day 63 in Boulder. This day registered both the largest daily variations in TOZ$_S$ (28 DU) and $AOD$ (0.16) among all days from all sites considered in this study. Figure 10 shows the measured UVI, TOZ$_S$, and AOD as a function of time.
Fig. 10. Upper panel: Measured UVI on day 63 in Boulder as a function of time. Open squares were rejected from the study due to lack of AOD measurements for those times. Center panel: Concurrent TOZ and AOD as a function of time. Lower panel: relative differences between UVI model and measurement for modelling cases TUV(2,3,6,8,9) as a function of time.

on this day. Despite this being a completely clear day some points were rejected from the study since the AOD was not available. Relative differences between TUV(2) (SSA=0.9 and TOZ$_D$=329 DU) and measured UVI (hereafter called D2: representing the difference between measurements and model case TUV(2)) are plotted as a function of time in the lower panel of Fig. 10. In this case, there is an important overestimation by the model. However, a small daily variation of the relative differences is found (values range from 8.8 to 11.9%) due to compensation between the TOZ and aerosol effects. In order to see separately the effects of not considering aerosols and not considering the daily evolution of TOZ, cases TUV(6) (no aerosols, TOZ$_S$) and TUV(8) (SSA=0.7, TOZ$_D$) are considered, respectively. From the former, important model-measurement differences are found, with D6 changing from 9.0 to 27.2% through the day; from the latter, D8 goes from 7.9% down to −1.9% due to not considering changes in TOZ. The choice of SSA at 0.7 seems to work best, as is apparent from a comparison of the analyses of the results using TUV(3) (SSA=0.9, TOZ$_S$) and TUV(9) (SSA=0.7, TOZ$_S$). With the former, the relative difference (D3) increases through the day from 5.1 to 12.7%. In contrast, with the latter, a much better agreement is found together with a low daily variation of the difference (D9), which changes from 0.13 to 2.8%. So it seems that for this day, the SSA was more likely to be around 0.7 than 0.9. Recall that TOZ$_S$ values are not fully independent of the UVI measurements, so they are in some degree affected by the circularity issue, as discussed through Fig. 7. Also, a better understanding about the effects of changing aerosol and TOZ characteristics on the UV irradiances would be obtained from detailed spectral analyses.

6.2 Effect of snow

Day 361 in Boulder is also worth discussing, as it is an outlier (see Fig. 9). For this day the UVI measurements are larger than TUV(2) by 14.5% in the morning, and by 8.2% in the afternoon. These changing enhancements in measured UVI were caused by the increase in ground albedo due to snow that partly melted through the day. It has been shown previously that snow cover can lead to substantial increases in UVI (McKenzie et al., 1998). As an outlier, this day has an important contribution to the statistics reported in Fig. 8 for Boulder. If it is excluded from the statistics for TUV(2), although the mean UVI model-measurement difference increases to 2.6%, the SD decreases to 4.1% and the range of differences decrease (from 25%) to 16.2%. This makes Boulder more similar to Melbourne in terms of the SD values and the range of differences.

6.3 PTFE temperature effect

In Lauder, for some days around summer we detected a step-change in measured UVI of 2–3% around noon. Figure 11 shows measured and modelled (case TUV(2)) UVI and their ratio (R2) as a function of time for six days around summer. This was found to be related to an increment in transmittance of the PTFE diffusers used in the spectroradiometers as the temperature changed from about 15 to 21°C. This effect was first demonstrated in a laboratory study by Ylianttila and Schreder (2005). Using the data from this current work, McKenzie et al. (2005) demonstrated this effect both for sky irradiance measurements and in the laboratory, for the PTFE diffusers used in NIWA spectroradiometers. Evidence of this effect in the field was shown there through a particular case (day 66) and the averaged step from the same six days (the ones in Fig. 11) as a function of air temperature. Here the data from each of these days are shown separately. The air temperature and wind speed are plotted together with R2 for each day. A 2–3% step in R2 that occurs around a temperature of 20°C can be observed for each day. There is no obvious relationship between this effect and wind speed. For the days under study, TOZ and AOD showed low variability around noon; maximum variations from 10:00 to 14:00 NZST were 3 DU and 0.01 in AOD.

To see this effect more clearly, Fig. 12 shows R2 against air temperature, in which the interval of temperatures of interest
Fig. 11. UVI model vs. measurement comparison for six days of 2001 in Lauder for which air temperature clearly exceeded 20°C and diurnal variations in TOZ and AOD were small. Upper: Measured (circles) and modelled (crosses) UVI as a function of time. Lower: Measured over modelled UVI ratio (triangles), air temperature (solid line) and wind speed (dashed line) as a function of time.

is shaded. Despite the noise found at this 1–2% level of detail, the step can be clearly seen. For days 309, 310, 311 and 347 the steps occur in the shaded region and reverse when temperature decreases. For days 52 and 66 there seems to be a shift of this effect to higher temperatures. For these days there was a very rapid increase of the air temperature over the period when the step takes place (see Fig. 11). Probably, the diffuser needed more time to adapt to the ambient temperature and could not follow it. Note too that air temperature may not match the actual diffuser temperature.

As the observed temperature effect is small it can only be detected in very stable conditions, with low aerosol and ozone variability and with all supporting data available for the radiative transfer modelling. Lauder meets these requirements. In Boulder and Melbourne there is larger aerosol variability and this effect does not show so clearly there. For Mauna Loa, air temperature never exceeded 16.3°C for the period studied. Although the diffuser could be warmer than this by a couple of degrees or so (based on measurements at Lauder), clear evidence of the effect was not observed because another factor must be considered at this site, as discussed next.

6.4 Effect of clouds built-up underneath

Mauna Loa Observatory is situated on a face of the volcano at 3.4 km above sea level, and there are many clear-sky days in which clouds build-up beneath the site during the day, mostly in the afternoon. This leads to enhancements in measured UVI caused by the increase of the effective albedo of the underlying surface. In Fig. 9, a larger dispersion of R2 is found in the afternoon than in the morning due to these cloud-induced enhancements. On day 210 (identified in Fig. 9) this effect is largest. Figure 13 shows the measured UVI, TUV(2) and R2 as a function of time. An increase of about 9% in the R2 ratio is seen from mid-morning to mid-afternoon. TOZ did not change much that day, from 272 to 278 DU, and AOD was very low (from 0.010 to 0.013). Webcam images facing volcano Mauna Kea (see Table 2) showed evidence that clouds were building-up during this day. From inspection of webcam images from other days with clouds underneath the site, different types of clouds were seen corresponding to different enhancements in UVI. It seems that broken cumuliform clouds were more effective in reflecting UVI than stratiform clouds. However, since the field of view of those images is quite limited, it is difficult to unequivocally establish conclusive relations.

6.5 Model overestimations for Melbourne

For Melbourne, large overestimations of the model over the measurements have been found, as discussed above. Day 326 (marked in Fig. 9) was the day for which the model-measurement agreement was worst among all the days considered in this study. On this day, low AOD was measured and it did not change much through the day (the AOD at
368 nm was 0.070 in the morning and 0.073, in the afternoon). \( \text{TOZ}_T \) was 300 DU, \( \text{TOZ}_D \) was 305 DU and \( \text{TOZ}_S \) ranged from 300 to 307 DU, showing good agreement between the three sources of ozone data, and not much daily \( \text{TOZ} \) variation. Some data in midmorning and around noon did not pass the clear sky filter since the deduced cloud fraction rose to 7\%. Figure 14 shows the measured UVI together with \( \text{TUV}(2,5,8) \) and their relative differences (in percent) as a function of time. When considering \( \text{TUV}(2) \), overestimations from 14 to 22\% were found. If no aerosols were considered (\( \text{TUV}(5) \)), these became from 17 to 26\% and when SSA was set to 0.7, the model-measurement differences slightly improved (they were from 11 to 18\%). Maximum absolute differences are 1.45 in UVI for \( \text{TUV}(2) \), 1.69 for \( \text{TUV}(5) \) and 1.17 for \( \text{TUV}(8) \). UVI modelled for day 326 is very similar to UVI modelled for day 43 (also marked in Fig. 9) due to the combined contributions of SZA, TOZ, and AOD in calculated UVI. However, measurements for the former are
about 8.5% lower than for the latter and much better UVI model-measurement agreement is found for day 43 (mean agreement is about +4.5%) than for day 326. Therefore, we suspect that there are some issues with either the UVI measurements, or the ancillary data that was used as input to the model on this day.

7 Conclusions

This study is one of the most comprehensive UVI model-measurement intercomparisons undertaken so far. It uses state-of-the-art instrumentation, and state-of-the-art radiative transfer modelling incorporating a broad range of ancillary data.

From the general comparisons, best model-measurement agreements have been found when considering both the daily evolutions of TOZ and AOD, for which model and measurements agree within 5% for 77% to 98% of the data depending on the site. It is expected that these differences would be larger at more polluted sites, since some of the necessary aerosol parameters are not adequately specified. In this sense we conclude that polluted sites are good to test the modelling approach while clean sites are good to test the measurements. Worst model-measurement agreements are found when aerosols are not considered for the UVI calculations, leading to deviations up to 27.2%.

However, at Melbourne, which is the only non-NDACC site, and is in a more urban environment, there remain unexplained discrepancies. The measured values are significantly lower than the calculated values (by ~5–9%). Some of the discrepancy can be explained if we adopt larger optical depths in the UVB region than would be inferred by extrapolating those measured in the UVA/visible region, or if we adopt smaller single scattering albedos for the aerosols in the UVB region. Better knowledge of aerosol properties in the UVB region is needed at this site to fully resolve this discrepancy.

From the comparison of different TOZ sources available, some important discrepancies have been observed between ground based (TOZ\(_D\)) and satellite-based (TOZ\(_T\)) measurements, with peak differences of ~15 DU for Boulder and up to 24 DU for Mauna Loa, leading to deviations of 5.5 and ~10% in UVI, respectively. The difference in sign probably results from the differences in surrounding topography. Mauna Loa is higher than the average altitude surrounding area, while Boulder is lower.

There is a degree of circularity in using TOZ\(_S\) as an input to the model. However, as noted in Sect. 4.2, this is only a small effect, and does not alter the main conclusions of this study.

A major issue with respect to modelling is the uncertainty in the input parameters. Missing knowledge of the SSA is particularly important, and can modify the effect of aerosols on UVI up to 11%. Some sites (such as Lauder) have shown better results with SSA=0.9 while other (such as Boulder) have shown better results with SSA=0.7.

For sites where clouds build-up underneath (such as Mauna Loa), errors in modelling can be up to 9% if the induced increment of the effective albedo is not considered. For the data used in this paper we have found that the daily change in TOZ, if not taken into account through considering one value for the whole day, can introduce an additional uncertainty of about 5% in UVI. Uncertainties associated to other input information such as alpha, OP and TP affect UVI less than 2.5% for SZA\(\leq 75^\circ\) and uncertainties of aerosol profile, g, and ground albedo are about 1%.

The major issues with respect to the UV measurements are the long term calibration accuracy and stability. In addition, the temperature effect of the PTFE diffusers was studied in detail having a 2--3% effect in throughput between 15 to 21°C. This may affect all instruments with fore optics constructed from PTFE and no temperature stabilisation (i.e. most instruments).

All these considerations make uncertainties associated to the UVI modelling comparable with uncertainties associated to the UVI measurement for clean sites and larger for more polluted sites.

Under cloudy conditions (which represent most of the time in many sites), very much larger errors are expected when modelling since the cloud optical parameters needed as input information are hardly ever available. Under these conditions, the slow-scanning spectrometers are also subject to significant errors. However, unlike the radiative transfer modelling, no overall bias in the measurements would be expected. Nevertheless, until spectrometers with much faster scan rates become available, or integrating spectrographs become available, direct measurements of UV with broad band instruments or multi-filter instruments probably provide the most reliable way of estimating UVI under these conditions.
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