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Abs t r ac t  - Piecewise linear models systems arise os 
mathematical models of systems in many practical appli- 
cations, often from linearization for nonlinear systems. 
There are two main approaches of dealing with these 
systems according to their continuous o r  discrete-time 
aspects. We propose an approach which is based on the 
state transformation, more particularly the partition of 
the phose portrait in different regions where each subre- 
gion is modeled os a two-dimensionol linear time invari- 
ont System. Then the Takagi-Sugeno model, which is a 
combination of local model is calculated. The simula- 
tion results show that the Alpha portition is well-suited 
for dealing with such a system. 

Keywords: Hybrid systems, piecewise linear systems, 
Takagi-Sugeno model. 

1 Introduction 

of a hybrid system. On the other hand, Takagi-Sugeno 
models have been used for modeling nonlinear systems 
with good approximations, see [l], [9] and [2] for some 
approaches. The idea of partitioning the phase portrait 
has been proposed, amomg all other approaches, in [SI 

In this paper we propose an approach that decom- 
poses the phase portrait in different regions where 
each subregion is modeled as a tu-*dimensional lin- 
ear time invariant (LTI) system. In order to complete 
the model defining the transition functions the Takagi- 
Sugeno framework based in fuzzy sets theory is used. 

This paper is organized as follows. First the state 
transformation idea is explained in Section 2, in Section 
3 the Takagi-Sugeno model is presented and its relation 
with the piecewise linear systems is defined. Section 4 
presents an application to illustrate the methodology. 
Finally some conclusions are given in Section 5 .  

Piecewise linear systems arise as mathematical mod- 2 St,;ite nansforniation - .- . -. . __ ..___ ~ ~~~ ~~ ~ ~ ~ ~~ 

els of systems in many practical applications, often from 
linearization for nonlinear svstems 161 and B~ 
piecewise linear, we refer to a dynamic system that has 
different linear dvnamics in different of the con. 

One approach of linearization of nonlinear system is 
the change of coordinates. In our case the objective is 
to .~ reduce the . .  number of the local models maintaining 

tinuous state s&e. For a historical I&t of references, the degree Of the approximation. 

one can refer to [6] and the references therein. 
For the analysis of piecewise linear systems, the differ- 

ent approaches can be divided into two main classes: For 
discrete time dynamics, some attempts have been made 
to formulate analysis procedure based on properties of 
affine mapping and polyhedral sets [IO]. For continu- 
ous time dynamics, a method for qualitative analysis of 
piecewise linear systems based on vector field cousider- 
ations have been developed [7]. 

Modeling of a system using piecewise linear approxi- 
mations is an interesting approach applied to nonlinear 
systems, in [I21 the embedding theory for nonlinear sys- 
tems is used in order to apply linear subspace identifi- 
cation, in [3] a nonlinear adaptive structure using net- 
works of piecewise linear systems is studied and more 
recently in [5] a clustering technique for identification 
of piecewise affine systems is used for obtaining a model 

.~7803-795~-7/03/$17.00 Q zoo3 IEEE. 

Given astate  vector X = [z,,~,]~, the following trans- 
formation is applied: 

Azi 
g(2,,22) = a = arctan( -). A zz 

This function transforms a twwdimension vector into 
a scalar one. Considered with the measured output sig- 
nal y ( t ) ,  we represent a compact representation of the 
internal state and the measured output, using a polar 
representation [a, y] where the bounds of each decom- 
posed region and the corresponding local model are ob- 
tained by an identification methodology presented in [4]. 
This representation is called the Alpha Graph. 

The state variables are obtained as a measure of the 
signals: the output and its variation, the last measnr- 
able or estimated by the output signal. The arc tangent 
function transforms R2 into R, reducing one dimension 
of the state space and aggregating the output measure 
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Figure 1: The Local Model Partitions 

1;(t) as r ,  the second component of the polar representa- 
tion [a,.] (Figure I), where o represents the dynamics 
and 1’ the output signal. The scaling factor K . X i  is 
eliminated by the division factor e in the alpha mea- 
sure. This means that the scaled signals reproduce the 
same dynamic expression. Decoupling the two states 
froin the dynamics and amplitude, the alpha signal is 
related to the dynamics and the output to the ampli- 
tude, it  is possible to  partition the range of variation 
into the regions according the local models. Partition 
for the output measure, related by the non-linearities of 
the gain, and the partition of the alpha measure accord- 
ing the local linear models, from the linear or non-linear 
dynamics of the system depending on bilinear factors, 
Volterra components for example. 

In this manner the controllers are decoupled, and the 
control action is the combination of the two signals, the 
control action to sequencing the local models to stabilise 
the system , and the control action to adjust the output 
signal at desired set point. The gain controller I<, is 
a Gain Scheduling factor, which assigns different gain 
according t,he local model approximated, measured by 
the alpha limits for each region. Of the same form, I(y 
is a gain factor governed by the output measure on the 
local limits. 

The objective is to identify the local models and its 
bounds, *-here each subregion is modeled by a second- 
order linear time invariant (LTI) equation. 

3 Takagi-Sugeno Model 
The Takagi-Sugeno model [ll] is acombination of LTI 

local models. The membership functions of each LTI 
model is obtained with the outputs of the nonlinear sig- 
nals. 

The fuzzy linear model proposed by Takagi and 
Sugeno is a set of fuzzy rules, where the antecedent 
component is a fuzzy subset and its consequent com- 
ponent is a dynamical model, with the addition of fuzzy 
reasoning. The rules can be modeled as follows, 

Figure 2:  The Takagi-Sugeno Model 

R,:ifzlisX,;ond ... andx,isX,, 
thtny;(k) = U , I X I  +a,zxz+ ...+ oi,x, 

The overall output of the model is computed by 

L L 

i=l i=1 
cy;  ri(ai1zt + a i ~ 2  + ... + O ; ~ G )  

y =  ~ - , 

where ri is the firing strength of rule Ri, which is defined 

ri = Xil(zl) x Xi2(z2)  x .._ x Xip(zr) 
as 

The Takagi-Sugeno Model can be viewed as a par- 
tition of the space-state where the transitions between 
the models are smooth, as is schematized in Figure 2. 

Using the Alpha Graph, the membership functions 
are calculated by the variable a and the measured out- 
put y ( t ) ,  according to  the partition seen previously. 

In this case the partition function is used as a supervi- 
sor of the process w-hose determine de linear local model 
of the non-linear process based on the fuzzy representa- 
tion and choice the appropriated regulator pre-designed 
for the linear model. In this form, the analysis of the 
controller and the system can be achieved using t.he su- 
pervision techniques available for hybrid systems, such 
as is studied in [4]. This methodolow is schematized in 
Figure 3. 

4 Application 
The transformation method is now applied to  the fol- 

lowing system: 

i ( t )  = -1.6xi(t)u(t) -3 .3~2(t)-3x. l ( t ) -xa( t )  + u ( t )  
a ( t )  = Zl( t ) ,  & ( t )  = m ( t ) , * 4 ( t )  = xz(t),y(t) = n ( t )  

This system has been simulated with MATLAB using 
the SIMULIKK block diagrams. The simulation results 
show that the system can be divided into 5 different LTI 

{ 
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Figure 5 :  The MATLAB SIMULINK Model 

Figure 3: The Methodology 

Figure 4: The Control Scheme 

models, according to the value of the measured output 
y ( t ) .  The step response shows that the signal has a small 
delay and the other signal is oscillating as depicted in 
Figure 7. In Figure 6, the output signal unstable and 
oscillating. A more complete set of results can be found 
in the PhD Thesis report [4]. 

5 Conclusions 
We have presented in this paper a new- approach 

for modeling a particular class of hybrid systems: The 
piecewise linear systems. This approach is based on the 
state transformation, more particularly the partition of 
the phase portrait in different regions where each subre- 
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Figure 6: Some Simula t ion  Resul t s  1 

Figure i :  Some Siniulation Resul t s  2 
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combination of local model is calculated. The simula- 
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