Differential Epipolar Constraint in Mobile Robot Egomotion Estimation
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Abstract

The estimation of camera egomaotion is a well established
problem in computer vision. Many approaches have been
proposed based on both the discrete and the differential
epipolar constraint. The discrete case is mainly used in
self-calibrated steregscopic systems, whereas the differen-
tial case deals with an unique moving camera.’ This article
surveys several methods for mobile robot egomotion estima-
tion covering more than 0.5 million samples using synthetic
data. Results from real data are also given. The surveyed
algorithims have been programmed and are available on the
Interner:
http: //eia.udg.es/~armangue/research

1. Introduction

Considering the binocular case, that is two views from a
stereoscopic system or two different views from an unique
moeving camera, an interesting relationship is defined in the
so-called epipolar geometry [4]. The epipolar geometry is
contained in the fundamental matrix which includes the in-
trinsic parameters of both cameras and the position and ori-
entation of one camera with respect to the other. The funda-
mental matrix can be used to reduce the matching process
among the viewpoints and to get the camera pose in active
systems where optical and geometrical parameters might
change dynamically depending on the imaged scene. Two
main principles are used in egomotion estimation: a} the
discrete epipolar constraint; and b) the differential epipolar
geometry.

The discrete epipolar constraint was formulated by
Longuet-Higgins [6]. In this case the relative 3D dis-
placement between both views is recovered by the epipo-
lar constraint from a set of correspondences in both image
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planes [9]. In addition, the differential case is the infinites-
imal versicn of the discrete case, in which both views are
always obtained from an unique moving camera [5, 10].
Considering the camera velocity slow enough and a high
imaging rate, the relative displacement between two con-
secutive images becomes small. Then, the 2D displacement
of image points can be obtained from an image sequence
leading to the estimation of the 3D camera motion.

This article is structured as follows. First, a brief state-
of-art on egomotion estimation is presented. Section 3 deals
with the adaptation from 6-DOF (Degrees Of Freedom) es-
timation to the 2-DOF common case of a mobile robot, by
constraining the movement. Section 4 compares the results
obtained by using synthetic and real images. The article
ends with conclusions.

2, Comparative state-of-art

Methods based on the discrete epipolar constraint are set
off from the essential matrix E (see equation (1)), where ¢
is the projection of a 3D object point on the image plane
of the first camera expressed in metric coordinates, ¢’ is
the projection of the same object point in the second cam-
era, “R¢v is the rotation matrix that relates the orientation
of the second caméra with respect to the first, and “i¢r is
the antisymmetric matrix of the translation vector Cter ex-
pressing the origin of the second camera with respect to the
first. Then, the discrete epipolar constraint is given by,

qTE qd =0 E = CR(;'chCI n
whereas differential methods are set off from two matrices
(see equaucns (2) and (3)). These matrices encode the in-
formation about the linear v and angular w velocity of the
camera [3].

g7+ q7sg=0
|
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Table 1. Motion recovery methods
Discrete Case Differential Case

Linear techniques
Longuet-Higgins (1981) Zhuang et al. (1988)"
Tsai, Huang (1984) Heeger, Jepson (1992-93)
Toscani, Faugeras (1986) Kanatani (1993)!
Tomasi, Kanade (1992) Tomasi, Shi (1993-94)
Brooks et al. (1998)!
o Seven Points
® Least Squares (LS}
o [teratatively Reweighted LS
o Modified IRLS
s Least Median Squares
Ma et al. (1998-2000)
Baumela et al. (2000)}

Nonlinear technigues
Horn (1990) Prazdny (1980-81)
Weng et al. (1992) Bruss, Horn (1983)
Taylor, Kriegman (£995) Zhang, Tomasi (1999}
Soatto, Brockett (1997}
Ma et al. (1998)

Approaches to motion estimation can be classified into
discrete and differential methods depending on whether
they use a set of point correspondences or optical flow.
Moreover, they are classified into linear and nonlinear de-
pending on the minimization technique used, see table 1.
This article focuses on linear techniques based on the dif-
ferential epipolar constraint and their adaptation to mobile
robot movement as described in the next section.

3. Adaptation to mobile robotics

Due to the fact that the permitted movements of a robot
moving on flat ground are limited, it is possible to impose
geometrical constraints in the differential epipolar equation.
Then, the number of potential solutions is reduced, enabling
a considerable improvement of the results obtained. We
have considered a mobile robot with 2-DOF, i.e. a forward
translation and a rotation around itself. The robot coordi-
nate system has been fixed so that the robot translates along
X gr and rotates around Z g. These constraints force the fol-
lowing considerations:

» The camera placed on the robot cannot move freely, so
that camera velocity (v, and w,) and robot velocity (v,
and w,) are equivalent (v, = v, and w, = we).

¢ The motion with respect to the camera coordinate sys-
temn depends on its position. The camera is placed at
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height i along Zg so that X¢ axis is parallel to Yg
and orthogonal to X g. Then, o is the angle between
the X g and Z¢ axis.

In such a configuration, the matrix that relates the camera
and robot coordinate systems is known and equal to,

"Rc = Ra(-3)Rx(-3-o) @
Fie = (0,0,n)" 5)
°Re = Rx(3+a)Ra(3) ©
Ctr = (0,—hcosa, hsina)T )]

Then, the velocities can be transformed to the camera
coordinate system obtaining,

v = “RpRv,—“Rpfuw. x tp @)
Cw, = “Rgpfuw, (%
and simplifying,
Cve = (0, vy, sina, v, cosa)T (10)
ch = (01 Wry COS Oy —Wry sin a)T (1

The camera motion is independent of h and depends only on
three parameters: beth unknowns v, (linear velocity along
Xg axis) and w,, (angular velocity around Zg axis); and
the known angle . As a result, the symmetric matrix s in
equation (3) can be simplified yielding,

1] 0 [4)
5= 10 ey by, Sinorcos o %ww vry (cosz a — sin? o)
0 fwryve, {cos® o —sin® a) —try Uy SiDaCOS &
(12)
where 5; = s3 = 83 = 0, 54 = %wravrl sin(2a), 85 =

S Wryy, cos{2c) and sg = — 5.
Equations (2) and (12} bave been used to estimate the
2-DOF movement of the mobile robot.

4. Experimental results

Almost all the surveyed methods using the differential
epipolar constraint (listed in table 1) were programmed and
tested in the same conditions in order to allow an exten-
sive comparison. The movement constraints described in
the previous section were applied to six of these methods:
LS, IRLS, MIRLS, LMedS proposed by Brooks et al. [2],
the method proposed by Ma et al. [7] and the method pro-
posed by Baumela et al. {1]). Results shown in this article
permit to compare 6-DOF movement estimaticn methods
with their adaptation to 2-DOF movement estimation of a
mobile robot.

Several tests were done using synthetic data, with the
goal of comparing the robustness of the methods in the
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presence of image noise. We have used of a methodology
similar to the one proposed by Tian et ai. [8] and Ma et
al. [7). Moreover, the camera movement is estimated from
a cloud of 50 3D points located in front of the camera and
distributed along all the image field of view { we considered
a field of view varying between 30° and 90°). Next, the
optical flow of every point was computed. Once the optical
flow of the 50 poinis is computed, gaussian noise is added
to every velocity component with a standard deviation vary-

- ing from 0.05 up to 0.5 pixels. With the aim of studying the
robustness of every method in any potential camera move-
ment, all the potential camera orientations and translations
were considered in ranges of 22.5°. Ten movement estima-
tions are carried out for every camera pose. A new parame-
ter «x, corresponding to the angle between the optical axis of
the camera and the -ground plane has been considered. Tests
were done for several values of «. The values used in the
tests were (0°, 15°, 30°, 45°, 60°, 75° and 90°, It has been
observed that the movement estimation presents a slight er-
ror at & = 45°, which was the worst case.

Hence, given an image field of view of 30°, 60® or 90°, a
linear/angular coefficient of 1, 5 or 10 and gaussian noise of
0.05 up to 0.5 pixels, a total of 655,360 movement estima-
tions were computed for each method analyzed. Each esti-
mate was compared to the real movement. The error in the
linear velocity estimates was considered the angle between
the real movement vector v and the estimate v.;;. The angle
is computed using the following equation,

—1
eTTOTlineal = COS8™ (U * Vasz) (13

The discrepancy between the rotation matrix of the real
angular movement R. and the estimated rotation matrix
Rest {obtained from the vector of angular velocities weye),
is used to compute the anguiar velocity error. The differ-
ence rotation matrix is defined as AR = RTR,..,. The
matrix AR is defined by a rotation axis and an angle. The
error in the measurement of that angle is computed by using
the following equation,

Tr{AR) -1
B E— ) (14)

eTTOT angular = cos~! (

where Tr{AR) is the trace of the matrix.

Figure 1 shows the the results obtained by the movement
estimation methods for the case of a mobile robot with a
field of view of 90°, a coefficient linear/angular velocity
equal to unity and o = 45°, which is the worst case con-
sidered.

The methods adapted to robot motion do not present an
error in the linear velocity estimation, because the methods
intrinsically fix its direction. Hence, the error in the trans-
lation estimate for every method shown in figure 1 is zero.
Actually, this fact implies that the error presented in the es-
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Figure 1. Results of general and simplified
methods with synthetic images.
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Figure 2. Computation time results for gen-
eral and simplified methods with synthetic
images.

timation of the angular velocity decreases considerably. Re-
sults on rotation estimation show that the adapted methods
are more robusl in the presence of image noise than their
general versions (i.e. including all the 6-DOF). Figure 2
shows the computation times obtained by using MATLAB®
and a PC Pentium III at 800 MHz, demonstrating that most
of the methods give an estimation in less than 0.05 seconds,
permitting their use in real-time applications.

The results obtained with real images are also quite ac-
curate. Figure 3 compares the results given by LS and its
adaptation to the mobile robot (RalLS), considering up to 80
test images where the camera has a tilt angle of -10° and
the robot progresses and rotates with an angle of -0.1° in
every two consecutive images. Figure 3 shows the accu-
racy on rotation and translation estimation and the vectors
obtained. The error on translation estimation is zero in the
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Figure 3. Example of motion estimation with
real images.
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Figure 4. Results of general and simplified
methods with real images.

adapted method while in the general method (6-DOF es-
timation} gives an error in the Z-axis since in that case it
is difficult to distinguish between a camera rotation around
Y-axis and a camera translation along X-axis. Finally, the
rotation estimaticn is alsc more accurate using the adapted
RaLS$ than the general method.

The same example described in the previous paragraph
was tested for all the surveyed methods. The results ob-
tained are represented in figure 4, which shows that the
adapted 2-DOF methods are always more accurate than the
general 6-DOF.

5. Conclusions

This article presents a new evaluation, comparison and
classification of methods and technigues for egomotion es-
timation based on the differential epipolar constraint. The
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article focuses on linear techniques based on the differen-
tial epipolar constraint. These techniques permit the esti-
mation of the camera movement using optical flow without
correspondences. The surveyed technigues were adapted in
order to constrain the movement, considering the common
situation of a 2-DOF mobile robot. Experimental results
are given with synthetic data taking into account: gaussian
noise, several camera fields of view, motion and camera po-
sition. The results obtained are more accurate and stable
than their general versions, even under appreciable image
noise. Results with real images show that the accuracy im-
proves considerably as a result of considering a constrained
movement.

Concluding, the 6-DOF movement estimation methods
are quite sensitive to noise. Hence, these methods should
be adapted constraining the number of DOF with the aim
of reducing the error. In this article, the 2-DOF movement
estimation of a mobile robot was evaluated and tested by
using several methods of motion estimation.
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