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ABSTRACT

The objective of this paper is to demonstrate thpartance of incorporating more
realistic energy cost models (based on currentggneriff structures) into existing
water resource recovery facilities (WRRFs) procesedels when evaluating
technologies and cost-saving control strategiesthis paper, we first introduce a

systematic framework to model energy usage at WRIREsa generalized structure to
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describe energy tariffs including the most commiimg terms. Secondly, this paper
introduces a detailed energy cost model based Spaaish energy tariff structure
coupled with a WRRF process model to evaluate séweontrol strategies and
provide insights into the selection of the contedcpower structure. The results for a
1-year evaluation on a 115,000 population-equital®®RRF showed monthly cost
differences ranging from 7 to 30% when comparirggdhtailed energy cost model to
an average energy price. The evaluation of diffeesmation control strategies also
showed that using average energy prices and nagjeshergy tariff structures may
lead to biased conclusions when selecting operastrgtegies or comparing
technologies or equipment. The proposed framewainahstrated that for cost
minimization, control strategies should be pairathva specific optimal contracted
power. Hence, the design of operational and costrategies must take into account

the local energy tariff.

HIGHLIGHTS

A framework to model energy tariff structures waspgosed

- 7-30% difference was obtained when comparing TQlUctire vs average
energy price

- The framework was applied to compare aeration obstrategies

- Proper selection of contracted power resulted vinga without investment

KEYWORDS: wastewater treatment; process control; energysc@nergy tariff;

time-of-use; power demand; benchmark simulationeh{@BISM).
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ABBREVIATIONS

Aerobic tank (AER)

Benchmark simulation model (BSM)
Contracted power capacitp@p,)
Dissolved Oxygen (DO)

Energy usage charges terBUC:erm)
Energy consumption per tariff perioB(p,)
Energy usage charge per tariff periog(p,)
External recirculation flow-rate (&)

Fixed power charges teriRCcrm,)
Greenhouse gas (GHG)

High season charges (H)

Internal recirculation flow-rate ()
Kilowatt (kW)

Kilowatt hour (kWh)

Low season charges (L)

Moderate season charges (M)

National value-added tax (VAT)

Peak power demand charges tePD ;o)
Peak power demand charges factor rke)(

Proportional-integral controller (P1)

Proportional-integral-derivative controller (PID)

Population equivalent (PE)

Power demand measuretDg,)

Tariff period @)
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Taxation term Tierm)
Time-of-Use (TOU)

Total ammonia (NHXx)

Total energy costlEC)

Total nitrogen (TN)

Total number of tariff period<()
Very low season charges (VL)
Wastage sludge flow rate {9

Wastewater resource recovery facility (WWRF)

1. INTRODUCTION
The high interdependency between water and eneygieras, population growth,

climate change, urbanization, increasing livingnderds and food consumption
requires a holistic evaluation and an integratgut@gch (Olsson, 2012a). As a result,
efficient and sustainable management of water amlgy systems have become a
priority. Within this context, water and energyqgang structures (also called demand
side management or demand response mechanismshdaxracial tools to control
consumption and give incentives to customers toinecefficient in the use of water
and energy (Olsson, 2012a).

With regards to energy use, energy systems ardtisentd energy consumption
spikes and therefore measures have to be takesr éitfoptimize energy generation
and distribution or better to reduce or shift ppalwer demands. While there is plenty
of experience in optimizing energy generation arstriution, it is the demand side
that is receiving increasing attention by reseanetl industry (Palensky & Dietrich,
2011). Energy tariff structures are common demade-smanagement mechanisms

used to improve the energy system in terms of aopsion through the application of

4
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different energy pricing structures (e.g. time-seuates) and charges (e.g. energy
usage, peak power demand charges) in the difféittimg terms. Those mechanisms
incentivize the reduction or shift of peak powemaads at specific times for a
specific duration, avoiding investments in addiibnnfrastructures by balancing
energy use and, consequently, reducing greenhocase(@HG) emissions. As an
example, the impact of such tariff structures ire tRennsylvania-New Jersey-
Maryland Interconnection Regional Transmission axity (serving 60 million
customers) was estimated by Spees and Lave (2086)study concludes that even
small shifts in peak demand would have a largecefd@ savings to consumers and
avoided costs for additional peak capacity: a 1% shpeak power demand would
result in savings of 3.9% (billions of dollars dtet system level). Such large
reductions would be achieved after encouragingooosts and industries to properly
adjust their energy consumption and reduce pealkepdemands.

Water resource recovery facilities (WRRFs) werenferly referred to as wastewater
treatment plants when they largely addressed veisp@sal problems while their role
as sources of energy and materials to be minednbaget been fully recognised.
WRRFs are large energy consumers, albeit minorescicontributors to the
environmental footprint when compared to other nfacturing or human activity
(Olsson, 2012a). Approximately 2-3% of the worl@kectrical energy is used for
water supply and sanitation purposes, and 1-18%hefelectrical energy in urban
areas is used to treat and transport water ancewasdr (Olsson, 2012a). The energy
consumption of resource recovery ranges from 335huignttt (WRRFs serving
100,000 population-equivalent or PE) up to 6,600 MWonth' (WRRFs serving
3,000,000 PE), while the associated energy costsaragye from 45,000 €.morittio

280,000 €.month, respectively. Hence, WRRFs are suitable candidéoe the
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implementation of measures to reduce peak powerldéncontributing in this way
to grid stability, decreased energy generation sc@std reduced COemissions.
WRRFs would also benefit monetarily, since theiergy bill would be significantly
reduced.

Several potential measures can be applied to redushift the power demand of
WRRFs. Flow and load equalization was evaluatech adrategy to shift power
demand by Leu et al. (2009) for a case study inf@ala. Their results showed
decreased costs and even reduction of €@issions at the energy generation side.
Another possible measure is aeration control, siaeeation supply in WRRFs
represents between 50 and 70% of process energgurogmion (Reardon, 1995;
Rosso and Stenstrom, 2005; WEF, 2009). Controlechtaon has been successfully
brought into practice with reductions in energy suomption as high as 30% (Olsson,
2012b; Amand et al., 2013). These reductions haen lxonverted into monetary
units by using an average energy pricgef alia, Cadet et al., 2004; Ekman et al.,
2006; Samuelsson et al., 2007; Stare et al., 2B8iiedetti et al., 2008; Guerrero et
al., 2011) or non-monetary units using the OpenalioCost Index (Gernaey et
al.,2014). However, until now no studies have ipooated energy tariff structures
into the evaluation of control strategies or tedbgs in view of energy cost.

Energy demand-side mechanisms and energy tanfttsiies are a global trend and
should be included in the evaluation of technolsgied operational strategies (e.g.
process control solutions). Thus, if a model-baapdroach has been chosen, the
energy tariff structure needs to be included in é¢waluation. Thus far, there still
exists a gap between energy consumption and dosts there is no generalized cost
model describing current energy tariff structures evaluate operating costs at

WWRFs. The energy market is very decentralized gusitility-specific or client-



151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

specific accounting functions to calculate energls.b Within this context, a
generalized cost model covering the major energyf tierms enables a planning
engineer to: i) Highlight critical situations whepeak power demand charges are
raising total energy costs; ii) Develop stratedi@seduce energy consumption on a
time-of-use basis and maximize energy productiopeak periods; iii) Specify the
appropriate equipment to reduce overall energy wopson and power demand; iv)
Identify the critical terms in the energy bill addvelop operating strategies to operate
and control the plant for their reduction; and wd~the optimal contracted power
capacity structure for a specific plant.

The goal of this paper is to demonstrate the ingmae of incorporating more realistic
energy cost models based on current energy tamtfctsires when evaluating
operating strategies for WRRFs. For the first timighin the WRRF community,
generalized concepts on tariff structures are desetin a systematic framework, and
a generalized structure including the most commitimdp terms is presented. As a
case study, a Spanish energy tariff structure wagled with a WRRF process model
to evaluate and compare several control stratethes, providing insights into the
selection of a specific contracted power structihi@ally, a discussion section is
provided were the importance of considering en¢agyf structures and future work

are discussed.

2. ENERGY TARIFF STRUCTURES

A large variability of energy tariff structures cde found depending on: i) the
customer category (i.e. residential or industraahall or large customers); ii) the
specific energy pricing structure applied; andtiig different billing terms involved

in the bill. In this section we describe the corseqf energy pricing structures and
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billing terms behind the most common energy tasififuctures for large energy
customers based on selected energy contracts ebitéiom different WRRFs in

Europe and North America.

2.1. Energy pricing structures

The energy pricing structure defines how the variobarge rates are applied to the
different terms of the bill, such as the chargéated to the energy usage (expressed
for example in €.kWH), contracting a specific power capacity (expresse€.kV* or
€.kw?) or peak power demand penalties (expressed as™§.késcriptions of the

three types of energy pricing structures identiheel described below.

2.1.1. Flat rate structure (also called constant or fixed rate)

In a flat rate structure customers are chargedange amount for the energy they use
or peak power demanded, no matter the time of @ne at the quantity that is
consumed. This is the simplest structure but raaglglied in energy contracts for

large energy customers (e.g. WRREFs).

2.1.2. Time-of-Use rate structure (TOU) (also called time of day rate)

TOU rate structures are widely applied at utiliti@sross the United States and
Europe. In a TOU rate, customers are charged ardift price according to the time
of day, day of the week and/or season of the yegure la shows a conceptual

example of a typical TOU rate structure where défe rates (P1, P2 and P3) are
applied depending on the time of day. NormallyaimfOU rate two or three price

periods are applied and classified as On-peak ak Beghest energy price of the day,

e.g. P1), Mid-peak or Shoulder Peak (e.g. P2),@figheak (lowest energy price of
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the day, e.g. P3). The On-peak and Mid-peak perawmdsusually applied during the
day (when the highest energy demand occurs), amdftfipeak periods during the
night. The mechanism encourages customers to thleift power demand from peak
periods (with high prices) to off-peak periods (wibw prices). On the other hand,
charge rates applied during the day can vary depgrmh the season or month. In the
majority of the evaluated cases, a winter and sumir@gJ tariff schedule is defined
such as in the US (e.g. Southern California Edisevt)ere different prices and
periods are applied in winter and summer, respelgtivn other cases, the TOU tariff
schedule can change depending on the month, sudh &pain (Royal Decree
1164/2001). TOU rates are of special interest fdRRFs since usually high energy
usage and power demand is linked to high load @eriasually coinciding with the

highest energy price periods.

2.1.3.Tiered rate structure (also called step rate or block rate)

In a tiered structure (sde@gure 1b) customers are charged a different price based on
the amount of energy used or the maximum peak paesrand claimed. Various
tariff blocks are defined (B1, B2 and B3), wherelealock is charged at a different
price (P1, P2 and P3). In this way, when compamé® reached the cap of their first
block, any additional electricity used is chargéthair second block price and so on.
Depending on the type of tariff contracted, prices increase (i.e., tiered rate) or
decrease (i.e., inverse tiered rate) for the amotienergy consumed. Examples of
tiered rate structures can be seen in the US Qargct Energy Business), Canada

(e.g. Hydro One) and Australia (e.g. Energy Ausdjal
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2.2. Billing terms: Under standing the electrical bill
The electrical bill that customers receive includeseral terms, which may vary
according to the specific energy tariff structumntracted. The five most common

terms are summarized below.

2.2.1 Fixed charges (also referred to as customer charges, fixed fee, fixed standing
charges, or metering charges)

The fixed charges usually cover the costs of acaassering, meter reading, billing
and other customer-related operating costs. Thexlfoharges for each power meter
[e.g. in €.montH or €.(meter.montAY are for supplying electricity to the customer
premises for each day of the billing period, retgssl of how much electricity is used

or peak power is consumed.

2.2.2. Fixed power charges (also referred to as power fee, contract fee, or power
capacity charges)

The fixed power or capacity charges usually cokierdosts associated with the power
generation and distribution. The fixed power oramaty charges are the charges to be
paid depending on the defined contracted powerctstre, such as based on the
contracted voltage [e.g. €.(kV.monffh)or the contracted power capacity [e.g.
€.(kw.month)]. A large variability of rates and energy tariffictures (see Section
2.1) can be applied depending on a number of facterg. policies, regulations,

electrical company, customer category, or contchptaver capacity).
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2.2.3 Energy usage charges (also referred to as energy charges, consumption
charges, transmission fee, or electricity supply charges)

The energy usage charges usually are related tedbis sustained by the power
utility for delivering electric energy to the custer, including operating and
maintenance expenses of the electrical grid. Therggnusage charges is varying
depending to the quantity of energy consumed duhegoilling period (kWh), taking
into account the kilowatt-hour price (e.g. € kWhThis term is variable depending on
the amount of energy that is consumed and the gn@rgng structure applied (see

Section 2.1), and it often has the largest impadhe billed price.

2.2.4 Peak power demand charges (also referred to as demand, distribution demand,
penalty, or overuse charges)

Peak power demand charges are common demand sidgement mechanisms used
to cover the extra costs for excessive power copsom within a specified short
period of time. The peak power demand charges sually based on the maximum
peak power demand (kW) measured in any time inkgf@a. 15min, 30min, or
60min), in most cases during a monthly billing pdrior during the previous 11
months, such as in the United States (e.g. DomiWioginia Power VEPGA). There
are different ways to apply peak power demand @saeag shown ifkigure 2. In the
majority of cases such as in the United States @ogthern California Edison) or in
Sweden (e.qg. Vattenfall), the peak power demandgyelsaare determined based on the
maximum peak power demand measured in a billingpggicase AJFigure 2). In
other cases, such as in Spain (Royal Decree 11@8H#y2(h the United States (e.g.
Dominion Virginia Power VEPGA), in Sweden (e.g. BLCEnergy Company,

Tekniska Verken) or Canada (e.g. Hydro Quebec)ptak power demand charges

11
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299

are adjusted based on the difference between thkermm peak power consumed and
the contracted power capacity (caseHBgure 2), corrected with the fixed power

charges or sometimes integrated in the same biding. If the maximum peak power
consumed exceeds the contracted power, chargebenvapplied. For cases A and B,
in order to compensate for recovering the costwoviding higher peak consumption
and to discourage power demand, utilities bill pemalty charge over a monthly or
quarterly cycle. This means that even though tlak pewer demand may only occur
over a brief period of time, the customer is chdrgeenalty fee over a longer term.
Another peak power demand charge is to apply aliyeeeery time the peak power
demand is above the contracted power capacity (€CaBegure 2), such as in Spain

(i.,e. Royal Decree 1164/2001). Hence, the more poweconsumed above the

contracted power capacity, the more penalizatioeagpplied.

2.2.5. Reactive energy charges (also referred to as reactive power factor or reactive
power fee)

The reactive energy charges cover the costs foetieegy or power dissipated by
inductive electrical equipment, measured as reacéxergy (kVArh) or reactive
power (kVAr). The reactive energy charges are retketo the price that has to be paid
when there is an excess consumption of reactiveggroeg power. In other words, the
reactive energy charges are the charges for tlficisacy at the customer's site. The
level of inefficiency is usually expressed as acpetage and is called power factor
(ratio between active power and apparent powerkaes such as in Spain (Royal
Decree 1164/2001), the level of inefficiency is mgsed as a function of the aps(
value, wherep is the angle of difference (in degrees) betweenadittive power and

apparent power, which is the quantification of wheparture between 1.0 (ideal

12
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condition where only non-reactive power is drawrha electrical system is fully re-
phased) and the actual customer condition (<1.0¢s& charges are site-specific and
respond to the properties and status of the aetetteiquipment. A way to reduce or
eliminate reactive energy charges can be by imsgak.g. capacitors or replacing
existing equipment (e.g. motors, transformers,theioenergy consumers) with more

energy-efficient equipment.

2.2.6. Taxes
Taxes are site-specific and can include: customees, energy commission taxes,

regulatory taxes, delivery taxes, or green eneaggs.

3. MODELLING THE TOU TARIFF STRUCTURE FROM SPAIN AND
ASSESSMENT OF CONTROL STRATEGIES
This section introduces a case-study for a typWwW@&RF in Spain for which the

Spanish energy tariff structure was modelled iraitlet

3.1. Water Resour ce Recovery Facility under study

A typical WRRF receiving a load of 115,000 popuwatiequivalents at an average
flow of 18,166 m.d* was modelled in SIMBA# (ifak e.V., Germany) usitie
Benchmark Simulation Models (BSM) principles (Gayaet al., 2014). The layout
(Figure 3) is based on the BSM1_LT layout, but employing B&M?2 layout reactor
volumes (Gernaey et al., 2014). A tapered diffusggtem was modelled with a
resulting airflow split of 50% to AER1, 30% to AER&hd 20% to AER3. The
original BSM blower and pump models were substdutath more detailed ones

(SIMBA#, 2014). The models include variable effrotg curves, capacity bounds,

13
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343

344

345

346

347

348

and parameters to mimic different types of equipmbnthis case-study the model
parameters were set to a constant efficiency tilitede the results evaluation. The
energy efficiency models for pumping, mixing andagien were calibrated to achieve
an energy consumption of 0.6 kwWh.(PE.y).8 kWh.(PE.y}, and 13.7 kWh.(PE.})
respectively (Muller et al., 1999). As only the emeconsumption for aeration and
pumping (return activated sludge and internal rlgywastage) was modelled, an
additional constant energy consumption of 5,543 ld¥/fwas added to account for
the extra 50% of energy (e.g. for influent pumpingating, lighting) that a WRRF of
that magnitude would consume (ddgure 4), which falls within the Spanish TOU-
6.1 rate energy tariff structure for large energgtomers (Royal Decree 1164/2001
and Order ITC/2794/2007) (see Section 3.3). Theadya BSM1_LT influent profile
of 609 days (including dynamic temperature) wasusated and the last 364 days

were used for evaluation purposes (Gernaey e2@l4).

3.2. Evaluated aeration control strategies

In this study three aeration control strategieselasn DO and total ammonia (IyYH
measurements were implemented in SIMBA#, evaluatedl compared for effluent
quality, energy consumption and costs. Two differaraste sludge flow rates
(Quw_winter = 300 M.d™; Q_summe~ 400 ni.d™*) were imposed depending on the time of
the year in order to sustain the nitrifying biomasshe system during the winter
period. The external (@ = 18,446 md?) and internal (@, = 55,338 m.d?)
recirculation flow-rates remained constant throughbe simulations.

Base Control Strategy: DOp; control. The DO concentration in reactor AER2 is

measured and fed to a PI controller, which is maaiing the total airflow to

14
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maintain a set-point of 2,5 g DOInThis controller aims at achieving optimal
conditions for all aerobic processes.

Control Strategy 1: NHy on-off control. A master controller is put on top of the DO PI
controller (slave). The master activates or inatés the DO Pl controller after
comparing the ammonia (NHconcentration in the last aerobic reactor (AER3hwi
the desired NKklset-point. The DO PI controller is switched On whie@ ammonium
concentration is above 3.5 g MN.m?and switched Off when lower than 2.5 g NH
N.m>. If On, the DO PI controller uses a DO set-poi®2.6 g DO.nt.

Control strategy 2: NHypp control. The total ammonia concentration in the last
aerobic reactor (AER 3) is controlled at 3 g ,N¥m> with a master PID controller

that adjusts the DO set-point for reactor AER2 feetw0.1 and 2.5 g DOin

3.3. TOU tariff from Spain

The energy cost model was implemented in the MATEA®atform and replicates a
Spanish TOU-6.1 rate structure for large energyorners (Royal Decree 1164/2001
and Order ITC/2794/2007). The TOU-6.1 rate strietsr applied for a contracted
voltage between 1kV and 36kV and a contracted p@apacity over 450 kW. The
TOU-6.1 rate structure consists of five billingrtes: i) energy usage charges; ii) fixed
power charges; iii) peak power demand chargestei@tive energy charges; and v)
taxes. In this study the reactive energy chargese wet included since these are site-
specific (depending on the level of inefficiencyinfluctive electrical equipment of
the customer's site) and we assume that the fabidis a proper installation of these
capacitors in place and there is no reactive enénghe following sections the tariff
schedule, the tariff rates and the energy costitatlons based on the different billing

terms are described.

15
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Tariff schedule. For the selected TOU rate structure six tariff saieom P1 to P6)
are applied during the year, but maximum thredfteates are applied at different
times of the day during a monthly billing perioc€d able 1). On a monthly time-
frame, the rates of charges applied can be cledsis High (H), Moderate (M), Low
(L), and Very Low (VL). The highest season char@e} are applied during the
beginning of summer (i.e. June and July) and wiséasons (i.e. December, January
and February), coinciding with the highest energydnd periods of the year (e.g.
increase of energy demand due to the heating/anlitoning of households and
industries). The moderate season charges (M aratd_ppplied during autumn and
spring seasons, when the energy demand is modéiiataly, the lowest charges
(VL) are applied during holiday seasons (e.g. Atigushen the energy demand
significantly decreases. On an hourly timeframeg tlegulation of charges is
performed according to the energy demand ratestan@nergy generation capacity
during the day. The rate of charges applied cagrbeped as On-peak (P1 and P3),
Mid-peak (P2, P4 and P5) and Off-peak charges (B6)peak charges are usually
applied to the highest demand periods of the daycaling also with the more
expensive forms of electricity production (Se&ble 1). Mid-peak charges are usually
applied during moderate energy demand periods.|lI¥iaf-peak (such as night
periods and weekends) charges are applied whenndermdow and less expensive

sources of electricity are used.

Tariff rates. The rates applied to the energy usage, the fbadep and the peak
power demand terms are presented @ble 2. These rates were obtained from a real

energy contract of a WRRF and established by thetratity supplier according to the
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399 Spanish legislation on average electricity tariftes (Order IET/1491/2013). Energy
400 usage charges span a 2.5-fold range (from 6.58M€kto 16.4 c€.kWH), fixed
401 power charges span a 6-fold range [from 2.83 €.¢jWto 16.92 €.(kW.y}], and
402 peak power demand charges span a 6-fold range ér@actor of 0.17 to 1.0).

403

404 Energy cost calculation. The energy usage charges (EUC..,) are calculated using

405 Eqg. 1 from the summation of the different energy consuamptierms ECp, in
406  kilowatt hours - kWh) and multiplied by the correspling chargesr(gp,) for the

407 different tariff periodsk,), whereP, is the total number of tariff periods applied e t
408 electricity contract.

409

€
month

410 EUCterm [——=] = %", (ECp, - Tygp)) Eq.1)

411

412 Thefixed power charges term (FPCierm) IS the cost of selecting a specific contracted
413 power capacity for the different tariff periods.ighs the summation of the product
414  between contracted power capaciBL,, in kilowatt - kW) and chargergpp,.), for
415 each tariff period. The total charges for the entiear are calculated, but then the
416 payment is executed proportionally every mortif.(2). If the maximum peak power
417 measured exceeds the contracted power capacity,pisak power demand charges

418 are applied (see below).

419
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443

€ 1
FPCierm [m] = ngzl(PCPi “Tppp;) * ( ) Eq. 2)

12moths

The peak power demand charges term (PDC...p,) IS @applied every time that the peak
power measuredPDp,, in kilowatt - kW) in a 15 minute time interval eeds the
contracted power capacitP(p., in kilowatt - kW) for each tariff periodHgure 2,
Case C). The penalizations are accumulated anaedpprough thd=q.3, only when
the PDp, is greater than thBCp,. The total penalization is the summation of the
times of power penalized and multiplied for theafie charge factor rateKp,) for

each tariff period (se@able 2), where 1.4064 €.kW is the corresponding charge

applied per unit of power penalized.

€
month

PDCterm[ ]= Sor,( 14064 - Kp, - \/z;ﬁjl‘(PcPi — PDp,)?) (Eq. 3)

A taxation term (Tie ) IS @pplied to the sum of the variable energy,fiked power,
and the penalty term. In Spain, the tax on elattris 4.28% and the national value-
added tax (VAT) is 21% applied on the taxed grd$snce, thetotal energy cost

(TEC) is the resulting sum of the different charge ®ras defined ikq. 4:

€
month

TEC [ ] - EUCterm + FPCterm + PDcterm + Tierm (Eq 4)

4. RESULTS
4.1. Information provided by the new energy cost model
In this section an illustrative example of the iempkented energy cost model for the

one year simulation period of the Base Controlt8gy (DO PI controller, D)) is
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presented. In this study, 500 kW of contracted pavepacity is selected for all tariff

periods (P1 to P6).

4.1.1 Billing terms contribution for each month

Figure 5 shows monthly costs (split amongst the differahlinlg terms) over the one
year simulation of the Dg) strategy. The results of the energy cost modelvsho
large variability in costs (from 30,068 to 52,74&®nth") (see stacked bar Figure
5). The billing terms contributing most to the oudkmnergy costs are the energy
usage charges (accounting for 69% to 74% of thetmhoriotal energy costs),
followed by the total taxes (~ 21%), the fixed powkarges (4 to 7%) and finally the
peak power demand charges (0 to 5%). With regardset variability of these terms,
the fixed power is the only term that remains cansthroughout the year, while the

energy usage, the peak power demand charges axlasxparticularly variable.

4.1.2 Comparing the real energy cost model with an average energy price

The real cost model is compared with the case iolgusn average energy price (see
line in Figure 5) of 12 c€.kWH, calculated based on the total costs and the total
energy consumed for one year simulation of thectsdeBase Control Strategy. The
costs obtained when using an average energy precerdy depending on the energy
consumption and therefore show less variabilityrode months (from 37782 to
42411 €.montf). A control scenario evaluation using a simplifiemst model based
on an average energy price would therefore resuttost differences of 7 to 30%
when compared to the real energy cost model, vigghifecant over-estimation (30%

in August, coinciding with the lowest rates) anddemrestimation (22% in July,

coinciding with the highest rates). The main reafwrthe differences between real
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cost models and average energy prices stems fremmatles applied to the energy
usage and peak power demand chargesTabke 1 andTable 2), which are much
higher during On-peak periods when compared top@#k periods. The rates for the
peak power demand charges are 6 times higher dOfingeak periods, but with less
contribution (1-5%) compared to the energy usagegds (69-73%). The “average
energy price” used in the comparison is calculétech the total energy cost and the
total energy consumed for the Base Control Strategy the whole evaluation period
(1 year), and therefore the annual difference betmtbe proposed energy cost model

and the average energy price is zero.

4.1.3 On-peak, Mid-peak and Off-peak contributions to the energy usage charges

Figure 6 shows the monthly total energy consumed distributg tariff periods
(Figure 6a) and the related energy usage chardagu(e 6b). The total energy
consumedFRigure 6a) remains close to 363 MWh.mofitifcoefficient of variation of
0.03) with around 16% during the On-peak period4%2during the Mid-peak
periods, and 55% during the Off-peak periods. W#hards to the energy usage
chargesigure 6b), larger variability compared to the total eneogyysumption was
observed (21,518 to 37,294 €.mofitltorresponding to a coefficient of variation of

0.17.

4.1.4 On-peak, Mid-peak and Off-peak contributions on the peak power demand
charges

Figure 7 shows the total power penalized distributed byftaeriods Figure 7a) and
the related peak power demand chardgéguie 7b). The total power penalized

(Figure 7a) is highly variable during the year ranging fron7 2o 3,045 kW.month
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494  With regards to the distribution of the power péeal through the different tariff
495 periods, between 36-49% is assigned to On-pealoqweri36-43% to Mid-peak
496 periods, and around 19% to Off-peak periods. Regaithe related costs, peak power
497 demand charged{gure 7b) are highly variable during the year (from 32 {842
498 €.monthY). It is worth noting that during the winter peritite penalizations are very
499 low which is related to the response of the DO é&twl under low temperatures
500 which is smoother.

501

502 4.2. Evaluation of aeration control strategies using the new cost model

503 In this section the results for the two ammoniaeldageration control strategies are
504 compared against the Base Control Strategy andiaeal for the one year simulation
505 period and maintaining the selected contracted p@apacity of 500 kW for all the
506 strategies.

507

508 4.2.1 Evaluation of system performance

509 Figure 8 shows the yearly average results obtained in t&insystem performance
510 and costs for the DE NHx onorr @and NH pip controllers. The yearly average total
511 NHyx concentration for the D& controller (targeting full nitrification) is
512 approximately 1.0 g NHN.m. Full nitrification could not be reached due te ttigh
513 variability of the influent NK load compared to the slow changing mass of active
514 nitrifiers (Rieger et al., 2014). The total nitregeoncentration is approximately 12.8
515 g NH-N.m? (Figure 8a). By introducing an NKcontroller the yearly average NH
516 concentration increases (the total ammonia settgomthe NHpp is set to 3.0 g
517  NH,-N.m"? and the switching criteria for the Nnorscontroller are setto 2.5-3.5 g

518 NH,-N.m?>). At the same time total nitrogen (TN) decreasg2®%, reaching 9.5¢g
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N.m*. The NH.onorrand NH.pip controllers reduce aeration energy consumption by
7% and 18%, respectively, when compared to the, .D®hen considering the total
energy consumption in the WRRF, the savings trémdta 3 and 7%, respectively,
when compared to the O Overall, the NHxgp controller shows the best results in
terms of nitrogen removal and energy consumptioliowed by the NHXxsn/orr and

the DGy, controllers.

4.2.2. Evaluation of the energy costs

Figure 8b shows the energy costs for one year obtained aiteunlating the three
aeration control strategies using the new energt aoodel (coloured bars) and
compared with the case of using an average eneigy (shadowed bars). The results
indicate that the best control strategy is sti# HH, pip (461,717 &™), resulting in
9% and 5% lower costs when compared to thepD@85,014 &™) and the
NHX onjorr (508,693 &%), respectively. With the new and more realistiergy cost
model, the total energy costs for the NJFore controller are even higher than the
Base Control Strategy due to the high impact ofghealization term (seEigure
8b). PID or PI control strategies have a more attestlegsponse to disturbances than
the digital On/Off control strategy, thus avoidiagharp switch in DO set-points and
consequently a sudden acceleration or turn-dowheblowers. Hence, the selection
of best operating strategies (or in this case obr#irategies) cannot only rely on
energy consumption, but should include variablerggngricing structures and the

different billing terms.
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4.3. Scenario analysisfor selecting the optimal contracted power capacity

The energy market is highly dynamic and we obs@rtendency to increase rates,
especially for the fixed power and peak power demaarms. For instance,
Albadalejo and Trapote (2013) studied the effeteexctricity tariffs on the operating
costs of WRRFs in Spain, concluding that the revisif the electricity rates between
2009 and 2012 have resulted in increases of eddgtgosts of 64.5% and 79% for
small and large WRRFs, respectively. This causethemrease of electricity costs of
the overall operating costs from 44% to 56%. Aasequence, this has motivated
WRRFs to revise their electricity contracts by atijg the contracted power capacity
(hence, decreasing the charges for the fixed orpéalty charges in the bill).
However, when lowering the contracted power thé& m$ getting penalization
increases. Such a trade-off can only be propedgssed using a realistic energy cost
model as shown iRigure9.

For the case-study presented before different aotetd power values (from 500 kW
to 800kW) were evaluated for the tested contratsgiesFigure 9 shows the results
in terms of total energy costBigure 9a), the peak power demand chargEgyre
9b) and the cost differences with an average enermge [figure 9c). The results
show that total costd(gure 9a) can be reduced by finding the optimal contracted
power which is 550 kW for the D& 600 kW for the NKpip and 750 kW for the
NHx onvorr controllers. Peak power demand charges can signily be reduced by
increasing the contracted power capackig(re 9b), although at the expense of a
slight increase in fixed costs. Hence, savings,885 €y™* or 1% can be achieved for
the DG, 26,333 §/* or 5% for the NKHonors and 8,124 §* or 2% for the NKpp
controllers, when comparing to the default contdcpower of 500kW. After

considering the increase in the contracted poweadaty the aeration control strategy
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resulting in the lowest costs is still the Nib strategy with savings of ~6% when
compared to the D@ and the NKonorrcontrollers.

Finally, Figure 9c shows the percent difference between the energlyresslting
from the constant energy price and the proposelistieaenergy cost model. The
results show that the percentage is not constgmgmding on the contracted power
and the aeration strategy. Using a simplified cosdel based on averages would
result in an average monthly cost difference ofl536 when compared to the realistic
energy cost model. A monthly cost deviation of 84l®as calculated depending on
the specific month, the control strategy and thetremwted power selected. A
maximum difference of 25% was reached for the, Bbrr at 500 kW contracted

power.

5. DISCUSSION

5.1 Importance of considering ener gy tariff structures

This paper presents a framework to model energff sructures and a case study
demonstrating the importance of taking energy ftatifuctures into account when
comparing control strategies or technologies in \WRHAN most energy studies the
energy cost is produced by multiplying the energgsumption by an average energy
price. However, we demonstrate here that operaisgs depend significantly on the
energy tariff structure applied, where differenergy pricing structures (e.g., TOU)
and/or peak demand penalty charges may alter suiadiya the cost efficiency of a
control strategy. Therefore, reducing energy comdion does not necessarily mean
reducing energy costs, and hence proper cost madelsequired to select the best

control strategy.
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The implementation of energy tariff structures offdhe opportunity to better
understand the energy costs of WWRFs, thereby belhgy to build an operational
strategy through which the minimization of energgsts is obtained while
maintaining the required effluent quality. Firshetmain energy cost contributors
should be identified by analysing: i) the energpaiyics; ii) the impact of the energy
tariff structure applied; iii) the way the diffeteterms are calculated; iv) the role of
the power terms and their contributions; and final) the potentials for further
energy cost minimization. Then, several measuresgdcbe applied, including: i)
avoiding peak power demand, especially during CakReeriods; ii) shifting energy
consumption from On-peak to Off-peak periods; andiip coordinating in-plant
power generation to reduce peak demands. ThedpBbn implies setting proper
maximum boundaries for the controller settings togewith proper selection of the
contracted power capacity. The second option rarigea inexpensive measures
(e.g., changing controller set-points and pararsdtarthe different periods) to more
expensive measures such as the construction ofizgfian basins, where possible.
The third option could be coordinated on a plantleor even on an electrical grid
level by shifting the control of biogas-fuelled geators to the energy provider. The

plant should then benefit from a reduced energif.tar

5.2 Outlook

The consideration of energy tariff structures ie thanagement of WWRFs is the
next natural step especially for WWRFs. Hence, ddipg on the effluent limits
established, while maintaining the effluent limitslow the never-to-exceed limits, a
wide range of operational strategies could be adp{see previous section). On the

other hand, a wide range of energy tariff strucuwan be found with different energy
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pricing structures (e.g., TOU, Tiered) and différemys to apply peak power demand
charges. Within this context, further work is nesde the evaluation of the benefits
and effects on energy costs of combinations oatiwe listed options.

Finally, the interdependency of water and energyesys is undeniable and opens the
opportunity for better management of both. Thisofsspecial importance with
WWRFs where the highest energy consumption usualigcides with the highest
peak demand load on the power grid, thus coinciavity the highest energy price
periods. Hence, reducing peak power demand in & peaods when energy cost are
highest will also benefit the energy system by oealy grid load and GHG emissions
(due to the need for more carbon-intensive eneogyces during peak power demand
periods). The impact of reducing peak demand iramnvastewater systems and the
resulting benefits in the energy system in termeradrgy generation costs and GHG
emissions should be studied. These studies woukler more pertinent to regions
experiencing extended droughts, since the abilitgdenerate power depends on that
of water, and water-stress conditions may implyitBnon the ability for power

utilities to deliver peak demand.

6. CONCLUSIONS

This paper demonstrates the importance of incotimgraealistic cost models for the

operational optimization of WRRFs. A new energyteosdel based on actual energy
tariffs was introduced and as a case study a Sp#anigf was successfully tested on a
benchmark platform to evaluate different controatggies. It was demonstrated that
the use of an average price for energy cost evaluaf WRRF operating strategies

does not provide realistic costs. For the caseystudluated, monthly cost differences

of 7 to 30% were observed compared to the propasaistic energy cost model for a
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WRRF operating with a DO PI control strategy. la #valuation and aeration control
strategies, it was demonstrated that using avezagryy prices and neglecting energy
tariff structures may lead to biased conclusiongnvielecting operating strategies
(e.g. control solutions) or comparing technologeesequipment. The results also
demonstrated that selecting the optimal power ected is a key issue since different
operating strategies result in different optimahtcacted power, and hence, proper
energy cost models are required.

Energy cost calculations are very site-specific iamgltherefore important to take into
account the local energy tariff when evaluating rapenal strategies or selecting
technologies or equipment. The proposed genericggnariff model structure has
been derived from various tariffs from around th@lel and can be used to implement

individual energy tariffs.
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TABLES

Table 1 - Tariff periods distribution during week days &eg in a TOU-6.1 energy
tariff structure (powers contracted up to 500kWonir the peninsula’'s Spanish
Electricity System. During weekends (from 0 to 24mly the P6 tariff period is
applied. Months are classified based on the chadggending of the tariff rates

applied (VL = Very Low, L = Low, M = Medium, and & High).

Table 2 - Unit charges applied for a TOU-6.1 energy tastfiicture for a real WRRF
- High Voltage power contract of 500 kW

LIST OF FIGURES

Figure 1. Example of different energy pricing structuresTane-of-Use rate with 3

tariff periods: On-peak (P1), Mid-peak (P2) and-pébk (P3), and b) Tiered rate
with 3 blocks (B1, B2 and B3) and charges rate @Land P3). The grey line (left
axis) represents the energy consumption or the pdesmand rate in Figure 1a, and
the total energy consumed or maximum peak poweradded in Figure 1b. The

black line (dark) represents the charges rate eqgbpli

Figure 2. Types of power demand charges that can be ap@@iase A, Case B, and

Case C. The grey line (left axis) represents thegpalemand rate and the dark line

the contracted power capacity.

Figure 3. Layout of the WRRF plant under study. Two levelscohtrol are shown:

DO control and NKwhich manipulates the DO set-point.
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Figure 4. Average electricity consumption with the correspogddistribution of

energy consumptions from the different processswfithe modelled WRRF.

Figure 5. Energy cost evaluation by using a) the proposedggneost model (bar

plot) and b) average energy price (line plot). Emergy costs obtained from the
energy cost model are disaggregated in the termadvied in the selected TOU energy
tariff structure (i.e. fixed power charges, enengyage charges, power demand

charges, and taxes).

Figure 6. Evaluation of the D@ control strategy in terms of a) total energy
consumed and the corresponding b) energy usaggeshaer month taking time-of-

use periods into account.

Figure 7. Evaluation of the D@ control strategy in terms of a) total power peredi
and the corresponding b) peak power demand ch@egemonth taking time-of-use

periods into account.

Figure 8. Yearly evaluation of the simulated control stréésg a) TN effluent
concentrations and total energy consumed, and b)gircost model versus average

energy price.

Figure 9. Impact of the power contracted on the total poteem for the different
strategies evaluated. No bar in Fig 8b means Oa€'yeétacked bars in Fig 8c
correspond to the average of the monthly absolifferences, and the error bars

correspond to the standard deviation for the 12thmavaluated.
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Table 1 - Tariff periods distribution during week days &pg in a TOU-6.1 energy
tariff structure (powers contracted up to 500kWonir the peninsula’'s Spanish
Electricity System. During weekends (from 0 to 24mly the P6 tariff period is
applied. Months are classified based on the chadggending of the tariff rates

applied (VL = Very Low, L = Low, M = Medium, and & High).

Hours of the day (h
1|2]3|4|5]|6]7 16 Seasor

January P6 H
February P6 H
March P6 M
April P6 L
May P6 L
1-15" June P6 M
16-30" June P6 H
July P6 H
August P6 VL
September P6 M
October P6 L
November P6 M
December P6 H




Table 2 - Unit charges applied for a TOU-6.1 energy tasiflucture for a real WRR
- High Voltage power contract of 500 kW

Unit charges P1 P2 P3 P4 PS5 P6 Units

Energy usage ratesl6.4 | 13.2| 11.086 | 8.0 | 6.58 cE€.kWH"

(rVE,Pi )

Fixed power rates16.92 | 8.47| 6.206.20| 6.20 | 2.83 €.(kW.year)"

(rFP,PL- )

Peak power demandl 0.5 | 0.370.37/0.37 | 0.17 -

rates Kp,)
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Figure 1. Example of different energy pricing structures. a) Time-of-Use rate with 3
tariff periods. On-peak (P1), Mid-peak (P2) and Off-peak (P3), and b) Tiered rate with 3
blocks (B1, B2 and B3) and charges rate (P1, P2 and P3). The grey line (left axis)
represents the energy consumption or the power demand rate in Figure 1a, and the total
energy consumed or maximum peak power demanded in Figure 1b. The black line

(dark) represents the charges rate applied.
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Figure 2. Types of power demand charges that can be applied: Case A, Case B, and

Case C. The grey line (left axis) represents the power demand rate and the dark line the

contracted power capacity.
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Figure 3. Layout of the WRRF plant under study. Two levels of control are shown: DO

WASTE (QW)

control and NH, which manipulates the DO set-point.



Average Electricity Consumption of the modeled WRRF
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Figure 4. Average electricity consumption with the corresponding distribution of

energy consumptions from the different process units of the modelled WRRF.
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Figure 5. Energy cost evaluation by using a) the proposed energy cost model (bar plot)
and b) average energy price (line plot). The energy costs obtained from the energy cost
model are disaggregated in the terms involved in the selected TOU energy tariff
structure (i.e. fixed power charges, energy usage charges, power demand charges, and

taxes).
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Figure 6. Evaluation of the DOp control strategy in terms of a) total energy consumed
and the corresponding b) energy usage charges per month taking time-of-use periods

into account.
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Figure 7. Evaluation of the DOp control strategy in terms of a) total power penalized
and the corresponding b) peak power demand charges per month taking time-of-use

periods into account.
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Figure 8. Yearly evaluation of the simulated control strategies. @) TN effluent
concentrations and total energy consumed, and b) Energy cost model versus average

energy price.
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Figure 9. Impact of the power contracted on the total poteem for the different
strategies evaluated. No bar in Fig 8b means Oa€'yé&tacked bars in Fig 8c
correspond to the average of the monthly absolifterehces, and the error bars

correspond to the standard deviation for the 12thwavaluated.



